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DEAR Reader, it is our pleasure to present to you Proceedings of the 2016 Federated Conference on Computer Science and Information Systems (FedCSIS), which took place in Gdańsk, Poland, on September 11–14, 2016.

FedCSIS 2016 was Chaired by prof. Krzysztof Goczyla, while Zenon Filipiak acted as the Chair of the Organizing Committee. This year, FedCSIS was organized by the Polish Information Processing Society (Mazovia Chapter), Systems Research Institute Polish Academy of Sciences, Warsaw University of Technology, Wrocław University of Economics, and Gdańsk University of Technology. It was organized in technical cooperation with: IEEE Region 8, IEEE SMC Technical Committee on Computational Collective Intelligence, IEEE Computer Society Technical Committee on Intelligent Informatics, IEEE Poland Section, Computer Society Chapter Poland, Gdańsk Computer Society Chapter Poland, Polish Chapter of the IEEE Computational Intelligence Society, ACM Special Interest Group on Applied Computing, Łódź ACM Chapter, European Alliance for Innovation (EAI), Committee of Computer Science of the Polish Academy of Sciences, Polish Operational and Systems Research Society, Mazovia Cluster ICT Poland and Eastern Cluster ICT Poland. Furthermore, the 11th International Symposium Advances in Artificial Intelligence and Applications (AAIA’16) was organized in technical cooperation with: International Fuzzy Systems Association, European Society for Fuzzy Logic and Technology, International Rough Set Society and Polish Neural Networks Society.

FedCSIS 2016 consisted of the following events (conferences, symposia, workshops, special sessions). These events were grouped into FedCSIS conference areas, of various degree of integration. Specifically, those listed in italics and without indication of the year 2016 signify "abstract areas" with no direct paper submissions (i.e. paper submissions only within enclosed events).

• AAIA’16 – 11th International Symposium Advances in Artificial Intelligence and Applications
  - AIMA’16 – 6th International Workshop on Artificial Intelligence in Medical Applications
  - AIRIM’16 – 1st International Workshop on AI aspects of Reasoning, Information, and Memory
  - ASIR’16 – 6th International Workshop on Advances in Semantic Information Retrieval
  - DSTU’16 – 6th International Workshop on Dealing with Spatial and Temporal Uncertainty and Imprecision
  - LTA’16 – 1st International Workshop on Language Technologies and Applications
  - WCO’16 – 9th International Workshop on Computational Optimization

• CSS - Computer Science & Systems
  - AIPC’16 – 1st International Workshop on Advances in Image Processing and Colorization
  - CANA’16 – 9th Computer Aspects of Numerical Algorithms
  - CPORA’16 – 1st Workshop on Constraint Programming and Operation Research Applications
  - IWCPS’16 – 3rd International Workshop on Cyber-Physical Systems
  - MMAP’16 – 9th International Symposium on Multimedia Applications and Processing
  - WSC’16 – 8th Workshop on Scalable Computing

• ECRM – Education, Curricula & Research Methods
  - IEES’16 – 1st International E-education Symposium - Education of the Future
  - DS-RAIT’16 – 3rd Doctoral Symposium on Recent Advances in Information Technology

• iNetSApp’16 – 4th International Conference on Innovative Network Systems and Applications
  - EASIS’16 – 3rd Workshop on Emerging Aspects in Information Security
  - SoFAST-WS’16 – 5th International Symposium on Frontiers in Network Applications, Network Systems and Web Services
  - WSN’16 – 5th International Conference on Wireless Sensor Networks

• IT4MBS – Information Technology for Management, Business & Society
  - ABICT’16 – 7th International Workshop on Advances in Business ICT
  - AITM’16 – 14th Conference on Advanced Information Technologies for Management
  - ISM’16 – 11th Conference on Information Systems Management
  - KAM’16 – 22nd Conference on Knowledge Acquisition and Management
  - UHH’16 – 2nd International Workshop on Ubiquitous Home Healthcare

• JAWS – Joint Agent-oriented Workshops in Synergy
  - MAS&S’16 – 10th International Workshop on Multi-Agent Systems and Simulations
  - SEN-MAS’16 – 4th International Workshop on Smart Energy Networks & Multi-Agent Systems

• SSD&A – Software Systems Development & Applications
  - BTMSPA’16 – 1st Symposium on Balancing Traditional and Modern Software Process Approaches
  - MDASD’16 – 4th Workshop on Model Driven Approaches in System Development
  - MIDI’16 – 4th Conference on Multimedia, Interaction, Design and Innovation
  - SEW-36 – The 36th IEEE Software Engineering Workshop

This year (2016) is the year of the 90th anniversary of the birth and the 10th anniversary of the death of Professor Zdzislaw Pawlak. Therefore, a special plenary panel devoted to the “Legacy of Professor Zdzislaw Pawlak” has been or-
ganized. During the panel, friends, students and collaborators of Prof. Pawlak shared their memories and reflections.

Furthermore, an AAIA’16 Data Mining Competition, focused on “Predicting Dangerous Seismic Events in Active Coal Mines” has been organized. Its results constitute a separate section in these proceedings. Awards for the winners of the contest were sponsored by: Research and Development Center EMAG and the Mazovia Chapter of the Polish Information Processing Society.

Each paper, found in this volume, was refereed by at least two referees and the acceptance rate of full (regular) papers was 25.39% (130 papers out of 512 submissions). Here, let us note that this year the number of submissions has been the largest in the history of the FedCSIS conference series.

Each event constituting FedCSIS had its own Organizing and Program Committee. We would like to express our warmest gratitude to the members of all of them for their hard work attracting and later refereeing 512 submissions.

FedCSIS 2016 was organized under the auspices of dr Jaroslav Gowin, Minister of Science and Higher Education, Anna Stężyńska, Minister of Digital Affairs, Paweł Adamowicz, Mayor of the City of Gdańsk, Wojciech Szczurek Mayor of the City of Gdynia, and prof. Henryk Krawczyk, Rector of the Gdańsk University of Technology.

Finally, FedCSIS 2016 was sponsored by the Ministry of Science and Higher Education and Intel.

Maria Ganzha, Co-Chair of the FedCSIS Conference Series, Systems Research Institute Polish Academy of Sciences, Warsaw, Poland, and Warsaw University of Technology, Poland
Leszek Maciaszek, Co-Chair of the FedCSIS Conference Series, Wrocław University of Economics, Wrocław, Poland and Macquarie University, Sydney, Australia
Marcin Paprzycki, Co-Chair of the FedCSIS Conference Series, Systems Research Institute Polish Academy of Sciences, Warsaw and Management Academy, Warsaw, Poland
# 11th International Symposium Advances in Artificial Intelligence and Applications

## Conference Keynote Papers

- **Big Water Meets Big Data: Analytics of the AIS Ship Tracking Data**
  - Stan Matwin
  - Page 1

- **How digital transformation shapes corporate IT: Ten theses about the IT organization of the future**
  - Frederik Ahlemann
  - Page 3

- **Location always matters: how to improve performance of dynamic networks?**
  - Michael Segal
  - Page 5

## 11th International Symposium Advances in Artificial Intelligence and Applications

### Call For Papers
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### Quality of Histograms As Indicator Of Approximate Query Quality
- Agnieszka Chudzinska-Krasowska, Marcin Kowalski
- Page 9

### Verifying cuts as a tool for improving a classifier based on a decision tree
- Lukasz Dydo, Jan Bazan, Sylwia Burewia-Czuma, Wojciech Rzasa, Andrzej Skowron
- Page 17

### A* Heuristic Based on a Hierarchical Space Model Extracted from Game Replays
- Bartlomiej Jozef Dzierkowskii, Urszula Markowska-Kaczmar
- Page 21

### Employing Game Theory and Computational Intelligence to Find the Optimal Strategy of an Autonomous Underwater Vehicle against a Submarine
- Bartlomiej Jozef Dzierkowskii, Christopher Strode, Urszula Markowska-Kaczmar
- Page 31

### A new way for the exploration of a dataset based on a social choice inspired approach
- Michel Herbin, Amine Ait Younes, Frederic Blanchard
- Page 41

### Identifying Fishing Activities from AIS Data with Conditional Random Fields
- Baifan Hu, Xiang Jiang, Erico Souza, Ronald Pelot, Stan Matwin
- Page 47

### Sparse Coding Methods for Music Induced Emotion Recognition
- Jan Jakubik, Halina Kwaśniewska
- Page 53

### A General Method of the Hybrid Controller Construction for Temporal Planning with Preferences
- Krystian Adam Jobczyk, Antoni Ligęza
- Page 61
Rough Sets Applied to Mood of Music Recognition
Bożena Kostek, Magda Plewa

Clustering based on the Krill Herd Algorithm with Selected Validity Measures
Piotr Andrzej Kowalski, Szymon Łukasik, Małgorzata Charytanowicz, Piotr Kułczycki

Forming Classifier Ensembles with Deterministic Feature Subspaces
Michał Koziarz, Bartosz Knuuczyk, Michał Woźniak

Modification of the Probabilistic Neural Network with the Use of Sensitivity Analysis Procedure
Maciej Kusy, Piotr Andrzej Kowalski

Position tracking using inertial and magnetic sensing aided by permanent magnet
Michał Meina, Krzysztof Rykaczewski, Andrzej Rałkowski

Classification Algorithms in Sleep Detection—A Comparative Study
Aleksandra Pasieczna, Jerzy Korczak

Analysis of the Changes in Processes Using the Kosinski’s Fuzzy Numbers
Piotr Przekopowicz

Dispersed decision-making system with selected fusion methods from the measurement level—case study with medical data
Małgorzata Przybyła-Kasperek

Hybrid Fuzzy-Genetic Algorithm Applied to Clustering Problem
Krzysztof Pytel

Deep Evolving GMDH-SVM-Neural Network and its Learning for Data Mining Tasks
Galina Setlak, Yevgeniy Bodianskiy, Olena Vynokurna, Iryna Pliss

Analysis of time-frequency representations for musical onset detection with convolutional neural network.
Bartłomiej Stasiak, Jędrzej Mońko

iQbees: Interactive Query-by-example Entity Search in Semantic Knowledge Graphs
Marcin Sydow, Grzegorz Sobczak, Ralf Schenkel, Krzysztof Mioduszewski

Probabilistic 2D Cellular Automata Rules for Binary Classification
Mirosław Szaban

Generalized Majority Decision Reducts
Sebastian Widz, Sebastian Slawicki

Clustering Documents on Case Vectors Represented by Predicate-argument Structures—Applied for Eliciting Technological Problems from Patents
Hitomi Yanaka, Yukio Ohsawa

Evaluating model of traffic accident rate on urban data
Jianshi Wang, Yukio Ohsawa

Plenary Panel on the Legacy of Professor Zdzisław Pawlak

Call For Papers

Working with Zdzisław Pawlak—Personal Reminiscences
Victor Marek

Pawlak’s Conflict Model: Directions of Development
Alicja Wakulicz-Deja, Małgorzata Przybyła-Kasperek

Maximal Nucleus Clusters in Pawlak Paintings, Nerves as approximating tools in Visual Arts
James Peters, Sheela Ramanna
Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines

Call For Papers

Predicting Dangerous Seismic Events: AAIA’16 Data Mining Challenge
Andrzej Janusz, Dominik Ślęzak, Marek Sikora, Łukasz Wróbel

Early Warning System for Seismic Events in Coal Mines Using Machine Learning
Jan Kanty Milczek, Robert Bogucki, Jan Lasek, Michał Tadeusiak

Predicting Dangerous Seismic Events in Coal Mines under Distribution Drift
Marc Boulé

Massively Parallel Feature Extraction Framework Application in Predicting Dangerous Seismic Events
Marek Grzegorowski

Fisher’s Linear Discriminant Analysis Based Prediction using Transient Features of Seismic Events in Coal Mines
Başak Esin Küktürk Güzel, Bilge Karacağlı

Utilizing an ensemble of SVMs with GMM voting-based mechanism in predicting dangerous seismic events in active coal mines
Łukasz Podłodowski

Predicting Dangerous Seismic Activity with Recurrent Neural Networks
Karol Kurach, Krzysztof Pawlowski

Automatic Feature Engineering for Prediction of Dangerous Seismic Activities in Coal Mines
Eftim Zdravevski, Petre Lameski, Andrea Kulakov

Application of RapidMiner and R Environments to Dangerous Seismic Events Prediction
Marcin Michalak, Katarzyna Dusza, Dominik Konda, Krzysztof Kozlowski, Bartłomiej Szwej, Michał Kozielski, Marek Sikora, Łukasz Wróbel

2nd International Workshop on Artificial Intelligence in Machine Vision and Graphics

Face Occlusion Detection Using Skin Color Ratio and LBP Features for Intelligent Video Surveillance Systems
Pengfei Ji, Youngwo Kim, Yong Yang, Yoo-Sung Kim

Caption-guided patent image segmentation
Urszula Markowska-Kaczmar, Jerzy Sas, Anastasia Mountzidou

Using Spatial Pooler of Hierarchical Temporal Memory for object classification in noisy video streams
Maciej Wielgosz, Marcin Pietrowi, Kazimierz Wiatr

6th International Workshop on Artificial Intelligence in Medical Applications

Call For Papers

Customized Web-based System for Elderly People Using Elements of Artificial Intelligence
Frandisek Babic, Adrián Jančuš, Katarína Medíšová

The new method of the selection of features for the k-NN classifier in the arteriovenous fistula state estimation
Marcin Grochowina, Lucyna Leniowska

Automatic Keyword Extraction from Medical and Healthcare Curriculum
Martin Komenda, Malý Karolyi, Andrea Pokorná, Martin Víta, Vincent Kríž
6TH INTERNATIONAL WORKSHOP ON DEALING WITH SPATIAL AND TEMPORAL UNCERTAINTY AND IMPRECISION
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Uncertainty of Spatial Disaggregation Procedures: Conditional Autoregressive Versus Geostatistical Models
Joanna Horabik-Pyzel, Zbigniew Nahorski

Estimation of Temporal Uncertainty Structure of Greenhouse Gas Inventories for Selected EU Countries
Jolanta Jarnicka, Zbigniew Nahorski

Underwater Acoustic Communications in Time-Varying Dispersive Channels
Iwona Kochańska, Jan Schmidt, Mariusz Rudnicki

1ST INTERNATIONAL WORKSHOP ON LANGUAGE TECHNOLOGIES AND APPLICATIONS
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First Automatic Monghe Continuous Speech Recognition System: Development of Acoustic Models and Language Models
Fréjus Lalaye, Laurent Besacier, Eugène C. Ezin, Cina Motamed

Comparative Study of Multi-stage Classification Scheme for Recognition of Lithuanian Speech Emotions
Tatjana Lioniène, Gintautas Tamulevičius

Neuro-heuristic voice recognition
David Polap

Web Services Ontology Population through Text Classification
José A. Reyes-Ortiz, Maricela Bravo, Hugo Pablo

A Real-Time Audio Compression Technique Based on Fast Wavelet Filtering and Encoding
Nella Romanò, Antonio Scivoletto, Dawid Polap

Supercombinator Set Construction from a Context-Free Representation of Text
Michal Šišák, Ján Kollár

Word2vec Based System for Recognizing Partial Textual Entailment
Martin Vít, Vincent Kríž

Exploration for Polish-* bi-lingual translation equivalents from comparable and quasi-comparable corpora.
Krzysztof Wólk, Krzysztof Mansek, Agnieszka Wólk

Towards increasing F-measure of approximate string matching in O(1) complexity
Adrian Boguszewski, Julian Szymański, Karol Draszewka

9TH INTERNATIONAL WORKSHOP ON COMPUTATIONAL OPTIMIZATION

Call For Papers

Computational Optimizations in wildland fires for Bulgarian test cases
Nina Dobrinkova

InterCriteria Analysis of ACO Start Strategies
Stefka Fidanova, Olympia Roiva, Pawel Gepner, Marcin Paprzycki
Partitioning the Data Domain of Combinatorial Problems for Sequential Optimization
Christian Hinrichs, Joerg Bremer, Sönke Martens, Michael Sonnenschein 551

Heuristics for Job Scheduling Reoptimization
Elad Iwanir, Tami Tamir 561

Evaluation of selected fuzzy particle swarm optimization algorithms
Tomasz Krzeszowski, Krzysztof Wiktorowicz 571

Minimizing the Number of Late Multi-Task Jobs on Identical Machines in Parallel
Lingxiang Li, Haibing Li, Hairong Zhao 577

A new polynomial class of cluster deletion problem
Sabrine Malek, Wady Naanaa 585

A New Approach to the Discretization of Multidimensional Scaling
Antonio Mucherino, Warley Gramacho, Jung-Hsin Lin, Carlile Lavor 591

A Concept of Automatic Tuning of Longwall Scraper Conveyor Model
Piotr Przysta¿ka, Andrzej Katusin 601

Facility Location Models for Vehicle Sharing Systems
Alain Quiliot, Antoine Sarbinowski 605

Formulation and Practical Solution for the Optimization of Memory Accesses in Embedded Vision Systems
Khadija Hadij Salem, Yann Kieffer, Stéphane Mancini 609

Heuristic Optimization for the Resource Constrained Project Scheduling Problem: a Systematic Mapping
Aurelia Ciupe, Serban Meza, Bogdan Orza 619

Minimizing Total Completion Time in Flowshop with Availability Constraint on the First Machine
Hairong Zhao, Yumei Huo 627

Call For Papers 637

1ST INTERNATIONAL WORKSHOP ON ADVANCES IN IMAGE PROCESSING AND COLORIZATION

Call For Papers 639

An Image Steganography Algorithm using Haar Discrete Wavelet Transform with Advanced Encryption System
Essam H. Houssein, Mona A. S. Ali, Aboul Ella Hassanien 641

Optimizing the parameters of Sugeno based adaptive neuro fuzzy using artificial bee colony: A Case study on predicting the wind speed
Fatma Helmy Ismail, Mohamed Abdel Aziz, Aboul Ella Hassanien 645

9TH COMPUTER ASPECTS OF NUMERICAL ALGORITHMS

Call For Papers 653

Parallelizing nested loops on the Intel Xeon Phi on the example of the dense WZ factorization
Jaroslaw Bylina, Beata Bylina 655

Data Structures for Markov Chain Transition Matrices on Intel Xeon Phi
Beata Bylina, Joanna Potiopka 665

Block Subspace Projection PCG Method for Solution of Natural Vibration Problem in Structural Analysis
Sergiy Fialko, Filip Žegleñ 669
Error analysis for the first-order Gaussian recursive filter operator  
Antonio Gallent, Giulio Giunta

Acceleration of image reconstruction in 3D Electrical Capacitance Tomography in heterogeneous, multi-GPU system using sparse matrix computations and Finite Element Method  
Paweł Kapusta, Michal Majchrowicz, Dominik Sankowski, Lidia Jackowska-Strumiłło

Influence of Locality on the Scalability of Method-and System-Parallel Explicit Peer Methods  
Matthias Korch, Thomas Rauber, Matthias Stachowski, Tim Werner

Block Iterators for Sparse Matrices  
Daniel Lanfr, Ivan Šimeček, Tomáš Dytrych

An Iteration Space Visualizer for Polyhedral Loop Transformations in Numerical Programming  
Marc Palkowski, Włodzimierz Bielecki

Efficient parallel evaluation of block properties of sparse matrices  
Ivan Šimeček, Daniel Lanfr

1ST WORKSHOP ON CONSTRAINT PROGRAMMING AND OPERATION RESEARCH APPLICATIONS

Call For Papers  
Combinational Portfolio Selection with the ELECTRE III method: Case study of the Stock Exchange of Thailand (SET)  
Veera Boonjing, Laor Boongasame

Towards solving heterogeneous fleet vehicle routing problem with time windows and additional constraints: real use case study  
Krzysztof Braniecki, Andrzej Chybiw, Marek Moszyński, Mateusz Bonecki

Risk-based estimation of manufacturing order costs with artificial intelligence  
Grzegorz Kłosowski, Arkadiusz Gola

A declarative decision support framework for scheduling groups of orders  
Jarosław Wikarek, Krzysztof Bzdyra

3RD INTERNATIONAL WORKSHOP ON CYBER-PHYSICAL SYSTEMS

Call For Papers  
Situational Awareness Network for the Electric Power System: the Architecture and Testing Metrics  
Damiano Bolzoni, Rafał Leszczyński, Michał R. Wróbel

Comparison of Network Architectures for a Telemetry System in the Solar Car Project  
Cody R. Barnes, Ethan G. Toney, Jerzy Jarmczuk

Method for Approaching the Cyber-Physical Systems  
Tiberiu S. Letia, Attila O. Kőrjen

Cyber Security Impact on Power Grid Including Nuclear Plant  
Yannis Soupinis, Roberta Piccinelli, Thierry Benoist

9TH INTERNATIONAL SYMPOSIUM ON MULTIMEDIA APPLICATIONS AND PROCESSING

Call For Papers  
An application of the supervoxel-based Fuzzy C-Means with a GPU support to segmentation of volumetric brain images.  
Anna Fabijańska, Jarosław Gocławski
A compact deep convolutional neural network architecture for video based age and gender estimation  
Bartłomiej Hebda, Tomasz Kryjak  

Quality Metric for Shadow Rendering  
Krzysztof Kluczek  

Using formant frequencies to word detection in recorded speech  
Łukasz Laszko  

An Improvement of Just Noticeable Color Difference Estimation  
Kuo-Cheng Liu  

Content Based Image Retrieval using Query by Approximate Shape  
Stanisław Denziak, Tomasz Michno  

Studying the influence of object size on the range of distance measurement in the new Depth From Defocus method  
Krzysztof Murawski, Artur Arciuch, Tadeusz Pustelny  

Secret key agreement based on a communication through wireless MIMO-based fading channels  
Guillermo Morales-Luna, Victor Yakovlev, Valery Korzhik, Pavel Mylnikov  

Evaluation of an Optimized K-Means Algorithm Based on Real Data  
Cosmin Marian Polenş, Mihai Mocanu  

Automatic Mapping of MySQL Databases to NoSQL MongoDB  
Liana Stanescu, Marius Brezovan, Dumitru Dan Burdescu  

Real-Time Implementation of a DC Servomotor Actuator with unknown uncertainty using a Sliding Mode Observer  
Nicola Tudoroiu, Roxana-Elena Tudoroiu, Wilhelm Kecs, Maria Dobritoiu, Nicola Ihas, Stelian-Valentin Casavela  

Toward adaptive heuristic video frames capturing and correction in real-time  
Marcin Woźniak, Dawid Polap, Giacomo Capizzi, Grazia Lo Sciutto  

8th Workshop on Scalable Computing  

Call For Papers  

Modeling energy consumption of parallel applications  
Paweł Czarnul, Jarosław Kuchta, Paweł Rościszewski, Jerzy Proficz  

Efficient parallel execution of genetic algorithms on Epiphany manycore processor  
Łukasz Faber, Krzysztof Boryczko  

An Overview of Cloud Interoperability  
Magdalena Kośtoska, Marjan Gusev, Sasko Ristov  

The Column-oriented Data Store Performance Considerations  
Artur Nowosielski, Piotr Andrzej Kowalski, Piotr Kulczycki  

Big Data Techniques, Systems, Applications, and Platforms: Case Studies from Academia  
Aтанас Раденски, Тодор Гуро, Калінка Калоянова, Николай Киор, Мария Нишева, Петър Станчев, Евгения Шоименова  

Superlinear Speedup in HPC Systems: why and when?  
Sasko Ristov, Radu Prodan, Marjan Gusev, Karolj Skala  

Education, Curricula & Research Methods  

Call For Papers
1st International E-Education Symposium—Education of the Future

Call For Papers
A blended learning model for practical sessions

*Nuno Barreiro, Carlos Matos

Pitfalls of E-education: from multimedia to digital dementia?

*R. Robert Gajewski

Semiotic Training for Brain-Computer Interfaces

*Mariya Timofeeva

The synthesis of a unified pedagogy for the design and evaluation of e-learning software for high-school computing

*Peter Yiatrou, Irene Polycarpou, Janet Read, Maria Zeniou

3rd Doctoral Symposium on Recent Advances in Information Technology

Call For Papers
Improving precision and accuracy of DTI experiments with the simplified BSD calibration—computer simulations

*Karol Borkowski, Artur Krzyżak

The matrix-based description approach for the multistage differential-algebraic processes

*Paweł Drąg, Krzysztof Ślyczeń

Approximation of the actual spatial distribution of the b-matrix in diffusion tensor imaging with bivariate polynomials

*Krzysztof Kłodowski, Piotr Łukasik, Artur Krzyżak

Multilayer perceptron for gait type classification based on inertial sensors data

*Damian Szczepański

Mathematical model of the VAG gas valve identification algorithms

*Adam Trójan, Piotr Ostalczyk

Determination of the quality of results obtained by various numerical methods for BSD.

*Piotr Łukasik, Artur Krzyżak, Krzysztof Janc

4th International Conference on Innovative Network Systems and Applications

Call For Papers
Crowdsourcing based terminal positioning using multidimensional data clustering and interpolation

*Noureddine Boujnah, Piotr Korbel

Highly customizable framework for performance evaluation of LOOM-based SDN controllers

*Szymon Mentel, Marek Konieczny, Slawomir Ziębiński

3rd Workshop on Emerging Aspects in Information Security

Call For Papers
Developing malware evaluation infrastructure

*Krzysztof Cabaj, Piotr Gawkowski, Konrad Grochowski, Amadeusz Kosik
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Big Data Meets Big Water: Analytics of the AIS Ship Tracking Data

Stan Matwin
Institute for Big Data Analytics
Dalhousie University
Halifax, NS, Canada B3H 1W5 Canada
Email: stan@cs.dal.ca

In this presentation we will argue that Big Data technologies can contribute in an important way to an unprecedented breakthrough in the understanding of oceans as a factor in climate change, in transportation, and in supplying humanity with its important food component.

Oceans cover almost 70% of the surface of the earth, and supply at least 15% of animal protein intake for 4.5 billion people. At the same time, ocean are an area of human interest that undergoes currently a massive infusion of information technology. As a result, ocean data and its challenges will become a fertile ground for data science.

After briefly introducing Big Data, we will argue that many of the emerging data sources focused on oceans are Big Data. We will use the global Automatic Identification System as an example. We will introduce the AIS system and characterize it quantitatively. We will then illustrate some of the Big Data projects under way in the Institute for Big Data Analytics, Dalhousie University. In particular, we will focus on the analysis of fishing ship trajectories available through AIS data, and will show how this analysis can lead in the future to unprecedented quality of estimates of the fish intake by global fisheries.

We will discuss AIS data management, data preprocessing techniques, data segmentation, data representation, and data modeling (point-wise and geometrically). We will demo a specific implementation of our data management solution. We will present our early experiences with some of the basic classification tasks (ship kind classification, fishing gear classification, fishing-non fishing classification) using Markovian approaches, standard data exploration approaches, and classifier induction approaches. We will also show how alternative methods from Natural Language Processing can assist in the same task. We will also discuss early results and challenges with the use of Deep Learning methods (e.g. Long Short Term Memory) on the AIS data.

Finally we will discuss the ongoing efforts in data integration, particularly in standardization of ocean data metadata under way as an IODE and Ocean Data Integration Project. International Oceanographic Data and Information Exchange.
DIGITAL transformation is a major challenge for many organizations. IT managers in particular not only wonder what the next digital trends in their industry will be, they also need to understand how today’s IT organizations will change in light of digital transformation. I will first discuss some foundations of digital transformation and will then present 10 theses on how digital transformation will influence corporate IT.

**Thesis 1:** There will be no business without IT: IT is the indispensable driver and enabler of value creation

IT is already the backbone of many enterprises and a key resource. At the same time, many executives still do not view it as a crucial competitive factor. Digital transformation will change this. IT will not only be used to automate internal and external business processes. It will also be used to realize new digital products, services, and business models. Beyond this, IT will fundamentally change the ways enterprises will be organized and managed. Even many demanding management tasks can be performed by AI systems fueled by machine learning. This will revolutionize how enterprises operate—in terms of speed, reliability, efficiency, and quality. At the same time, business will increase its dependency on IT. System crashes that cannot be fixed immediately will lead to insolvency faster than ever before owing to interrupted business operations.

**Thesis 2:** Development and operations will lose weight: Tomorrow’s IT functions will follow the paradigm of Innovate-design-transform

Innovate-design-transform Classic corporate IT follows the Plan-build-run paradigm, which serves as a blueprint for the structure of an IT organization and places significant emphasis on long-term planning and subsequent implementation in a more or less stable environment. The focus is on efficiency. However, digital transformation requires enterprises to become more flexible so as to realize innovative business models. Thus, future IT functions will follow the Innovate-design-transform paradigm that stress the importance of innovation, subsequent design of IS with high acceptance and adoption rates, and a transformation of the organization to serve the new business model.

**Thesis 3:** Shadow IT becomes normal: IT innovations are developed through joint interdisciplinary teams in the business departments

Today, in most enterprises, IT projects are initiated by the business and then realized in the IT organization. However, this process neglects some key characteristics of innovation in the digital age: (1) innovations must be developed quickly, (2) innovations are the result of a (very) close collaboration of business and IT (and external parties), (3) requirements change rapidly, (4) communication is intense and frequent. Thus, in the future, IT professionals will be part of the business department to continuously work on digital innovations, whether these be process, product, or business model innovations. At the same time, the business can decide, with some constraints, on the IT/IS they need.

**Thesis 4:** Innovations through networks: Strategic vendors become innovation partners Most of today's IT organizations struggle to implement disruptive IT innovations because they lack the required capabilities. For instance, many businesses have ideas regarding the use of big data and machine learning. However, they lack the data scientists necessary to implement these concepts. Thus, digital partnerships and digital innovation networks will become more important. These partnerships and networks will often be very different from classic vendor relationships. They are long-term, eye-level, strategic, and will also often involve benefits-sharing.

**Thesis 5:** From applications to user: Development processes are agile, user-centric, and closely linked to IT operations

Even today, software development is often based on the waterfall model. The timespan between an initial idea and handover to IT operations is fairly long. In times of digital innovation, this can significantly hinder the gaining of market shares quickly and the building of positive brand images. Future IT will be lightweight, characterized by agile development processes, and free from too many architectural and organizational constraints. It will allow developers to focus on user needs and user feedback. High acceptance rates and intense usage are primary goals of development. Developers will iteratively improve applications to satisfy users, and mostly in very short cycles. A close integration of development and IT operations is key for this approach (DevOps).
**Thesis 6: Infrastructure as a commodity: IT infrastructure services will be traded on free markets**

Despite the trend towards outsourcing, many companies still operate their own IT infrastructure in data centers. The decision to have an own IT infrastructure is based on a few assumptions. For instance, organizations believe that an own IT infrastructure allows for better controlling, higher security levels, better compliance, and a better cost structure. These assumptions will soon be invalid, if they are not already invalid. In the future, data centers will no longer be necessary, and corporate IT will completely be based on public cloud offerings, with very few exceptions. These public cloud offerings will largely be standardized, allowing for trading at new types of exchanges for IT services.

**Thesis 7: Digital transformation as a major risk: Security and business continuity will be primary cross-departmental functions**

The growing use of IT—even as parts of products and services—will increase dependency and vulnerability. Attacks against central IT will directly jeopardize a company’s continued existence. Thus, security and business continuity management (SBCM) will gain importance. It will pervade all areas of an enterprise and will no longer be a field of only IT experts. Businesses will realize that SBCM is an indispensable tool for long-term business success, because attacks and threats from the outside as well as from the inside will become ‘normal’.

**Thesis 8: Transformable IT landscapes: IT architectures will be standardized, modular, flexible, ubiquitous, elastic, cost-efficient, and secure**

Today’s complex IT landscapes will undergo tremendous transformation. Via practices such as enterprise architecture management (EAM), increased standardization both at the industry and company levels, technological advances and the trends towards cloud computing, the IT architectures of the future will leave many current challenges behind. We expect them to be more standardized (through cloud computing and industry standardization), more modular (through technological and architectural advances), more flexible (through technological advances), ubiquitous (through mobile computing, new device categories, more flexible architectures), elastic (through cloud computing), more cost-efficient (through cloud computing), and more secure (through technological advances and cloud providers’ expertise). This will allow for more dynamic, fast, and easy implementation of new products, services, and business models.

**Thesis 9: The end of the IT department: IT experts will be part of business departments**

Given that the aforementioned trends come on-stream, the largest share of IT specialists will likely work on the specification, development, configuration/customization, and maintenance of applications. However, because close collaboration with business is key for the success of these activities, we expect them to become part of the business departments, where they can sit next to users and business managers and can develop new products, services, and processes necessary to make IT innovations happen. The IT department will shrink significantly, because fewer infrastructure experts are required (owing to the use of cloud services) and the move of IS specialists to the business. The remaining unit will focus on more strategic tasks such as EAM, SBCM, procurement, partner management, innovation management, and portfolio management. Since these functions are crucial for a corporate success, we expect them to be located alongside the board.

**Thesis 10: Demographics, digital natives, and individual entrepreneurship: Employees become a strategic competitive factor**

A key factor for the success of digital initiatives today and in the future will be access to skilled human resources. Digital transformation requires specific qualifications and skills that are currently fairly rare. Even in the future, with new study programs at universities (e.g. for data science), it is likely that the professionals required will be scarce. The demographic changes in many western societies, the changes in young professionals’ value systems, and the growing desire for individualism and self-determination will make a dedicated and innovative IT human resource management necessary.
Location always matters: how to improve performance of dynamic networks?

Michael Segal
Department of Communication Systems Engineering
Ben-Gurion University of the Negev, Israel
Email:segal@bgu.ac.il

In our talk we will focus on networks with no predefined infrastructure (ad-hoc networks, sensor networks, vehicular networks). There are many optimization problems derived from the context of such networks including power assignment mechanisms, scheduling, data gathering, etc. We will discuss various techniques tackling these problems emphasizing the importance of mobile nodes locations and its influence on the tightness of the solutions.

In particular, we consider the following scenarios.

- **Wireless Sensor Network.** A wireless sensor network (WSN) consists of $n$ wireless sensor nodes, $S = \{s_1,\ldots,s_n\}$, distributed in some area $A$. These nodes perform monitoring tasks and periodically report to a base station $r$ which is located somewhere within the area $A$ (we consider different locations throughout the paper). During the report phase, the sensor nodes propagate a message to the base station through a data collection tree, $T_S = (S \cup \{r\}, E_S)$, rooted at $r$. We consider data collection with aggregation, where every node $s \in S$ forwards a single unit size report message to its parent. The message holds an accumulated information collected from a subtree of $T_S$ rooted at $s$. An example of this scenario can be found in temperature monitoring systems for fire prevention, intrusion detection, seismic readings, etc. **Minimizing the energy requirement** is one of the primary optimization objectives when deploying a WSN due to the very low battery reserves at the sensor nodes and the high costs that are associated with replacing these batteries (if at all possible). The second measure that we are interested in is the **transport capacity**, $D(T_S)$, of the data collection tree $T_S$. Another critical aspect in the design of a WSN is the **hop-diameter** of $T_S$. We consider different approaches of $T_S$ construction including: short-cutting Minimum Spanning Tree (MST) [1], identification of balance nodes [1], centroid-based constructions [2], $(r,d)$-index constructions [2].

- **Wireless Ad-hoc Network.** A wireless ad-hoc network consists of transceivers (nodes) that are located in the plane and communicate by radio. In contrast to wired networks, wireless ad-hoc networks have no fixed communication backbone. The temporary physical topology of the network is determined by the relative disposition of the wireless nodes and the transmission range assignment of each of the nodes. The combination of these two factors produces a directed communication graph where the nodes correspond to the transceivers and the edges correspond to the communication links. The topology of the induced communication graph has a strong effect on the routing algorithms’ efficiency. In this talk we will discuss one of the key properties of the induced communication graph — energy stretch factor [3], [4]. Let $\gamma_{u,v}$ be the minimum energy required to send a message from $u$ to $v$ (using other nodes if necessary). The energy spanner is aimed at minimizing the energy stretch factor $\ell_E$ of the induced communication graph, that is, for any $u, v$, the energy required to propagate a message from $u$ to $v$ is at most $\ell_E \cdot \gamma_{u,v}$.

- **Vehicular Ad-Hoc Network.** Vehicular ad-hoc network (VANET) is a promising branch of traditional MANET. VANET is designed to provide wireless communication between vehicles and between vehicles and nearby roadside equipment. This communication intends to improve both safety and comfort on the road. VANET has a number of difficulties regarding the traditional MANET. Due to the dynamic nature of VANET environments, configuration is always changing, where links may appear and disappear very quickly and vehicle density is constantly changing. In this talk, we also will discuss self-organizing hierarchical topology to serve as the infrastructure for beacon dissemination process in VANET by carefully partitioning the network into geographically optimized clusters with chosen clusterheads [5].
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Abstract—We consider concept of approximate query in RDBMS i.e. query that returns results which may differ from common (exact) query results in a way but its evaluation requires less resources. In the work we focus mostly on time and storage space aspects. We follow one of the state-of-the-art trends using synopses of data as the input of approximate query evaluation. We propose some measures of approximate query results quality. Basing on them we present steps of adaptive elaboration of synopses quality measure that should be mutually corresponding.

Index Terms—Approximate Query, Quality Measures, Histograms.

I. INTRODUCTION

APPROXIMATE query concept emerged as a tool of coping with continuous growth of data volume gathered in databases. Disposing limited budget of resources like time, storage space, computing power etc. database user wanted to gain information from the data quickly but accepting fact that achieved results may not be crisp. Two main classes of solutions are present in the literature: data sampling techniques [1], [2] and data synopses calculation [3], [4]. The former one utilizes statistical apparatus for choosing representative sample of the data, considerably smaller than whole data set, and using it to estimate results of query for whole data. The latter is based on concepts of data synopses which are data descriptions built once during load, stored and exclusively used during query evaluation. Some compact comparison between both approaches is contained in e.g. [5].

In the world of RDBMSs synopses are considered as the descriptions of e.g. columns value data sets. We may consider both one or multicolumns descriptions. The most common and well-examined types of data synopses described in the literature are histograms. In standard approaches, histograms are built per whole column (or more columns) and inference based on histograms is done for whole relation.

Our approach differs from this while we utilized some elements of granular computing$^1$ in the query evaluation process. Despite our approach may be treated as an example of the synopses calculus trend, we create synopses and inference on their basis not on whole relation level but on their parts. This may require some additional operations during query evaluation like compound partial results of evaluated query from each data packs. On the other hand it enables reflecting potential changes or differences in columns value sets in time and avoiding complex operations on synopses when e.g. consecutive loads into relations are considered.

Other consequence of this fact is that the size (in bytes) of generated synopses must be of orders of magnitude smaller than compressed data themselves and synopses build in standard approaches for whole column. For effectiveness sake and in order to easily control storage we assume also existing size budget for single synopsis. That means in particular that for most cases we cannot afford storing e.g. exact histogram of value set from part of the table (i.e. histogram in which all intervals are single-valued). The idea of utilizing granularity concepts may go further in building hierarchical structures of synopses e.g. for subsets of row/data packs.

The presented analysis concerns measures of histogram quality. We will say that the histogram is of good quality when applying used methodology led to achieve good approximation of query results. That raises immediately question of quality of the latter one. In the article we introduce measures of quantifying approximate query results and their selected aspects. The main purpose of the work remains though developing and analyzing measures of histogram quality that will directly translate to proposed quality measures of the query results.

Section II describes basics of the Infobright RDBMS engine that we had chosen for experiments, explains terminology we use in the work and presents methodology used in experiments framework. We discuss problem of measuring approximate query results in Section III and propose some formulas for it. In Section IV we describe standard methods of 1dim histogram generation and classic quality measures for them. As the experiments result presented in latter section run for standard approaches were not satisfactory, we propose in Section V some modifications of them.

$^1$https://en.wikipedia.org/wiki/Granular_computing
II. Basic Definitions and Methodology

A. Definitions

We consider 1–dimensional histograms as a collection of bars (buckets), each of which then consists of: interval (determined by 2 numbers - interval’s begin and end) and frequency which in our work is cardinal (but finite) number. If single histogram bars’ intervals are disjoint, frequencies should be interpreted as number of elements which occur in the interval. Exemplary 1dim histograms are in Figures 3 – 5. We may easily extend this definition to multidimensional histograms changing intervals to cubes however we do not consider multidimensional case in the article so we omit it here. Histograms might be generated using many algorithms. Some of them are presented in Section IV. In the work we may refer to information contained in synopses as to rough data or granulated data.

B. Infobright Basics

In the considered RDBMS engine [6], [7], during the data load process, the sets of relation tuples are split into chunks of equal and fixed cardinality (apart from the last chunk perhaps) which form row packs. Sequence of values from row pack for single column forms data pack for this column. As data pack range we mark interval from minimal to maximal values of data pack. In actual implementation of the database engine chunk size is equal to $2^{10}$. Data packs are then compressed separately and stored. For each of formed data pack there is additionally built and stored compact information (data synopsis) of values from data pack. Such synopsis may be considered as the information granule of the data pack. Prepared data synopses are loaded into memory during query evaluation and used in several ways e.g. to filter out irrelevant data (e.g. to avoid costly I/O operations for corresponding data packs).

As pointed out, in the described engine, both compressed data packs and synopses are stored. In some of our previous works, we investigated how to further decrease the amounts of accessed data packs and focus more on synopses-based computations in order to accelerate computations, on the cost of possible inexactness of query results [8], [9]. However, in the case of the new Infobright’s engine dedicated to approximate queries only synopses are stored, while exact data are accessible only during their load (when synopses are being generated) and then forgotten. This is also the assumption that we follow in this paper. Another aspect that distinguishes our approach from most of standard methods is the fact that our data synopses are built for each data pack – not for each column only.

C. Experiments Framework

As there is no room for describing methods of using synopses in internal operations of the query engine and, on the other hand, this is not the main purpose of this article, we decide to emulate behaviour of the engine designed for approximate queries. Generally speaking, histogram reflects probability distribution and therefore might be the input of random value generator. To make histogram the distribution we assume that (1) inside each interval all values are uniformly distributed and (2) frequencies of each value in domain should be normalized (their sum should be equal to 1).

During query evaluation histograms were read from storage and data pack is constructed of randomly chosen $2^{16}$ column values according to distribution described by histogram.

For the purpose of this work we assume, that each approximate query evaluation consists of 2 stages: (1) generating data according to calculated 1dim histograms and (2) evaluate the query using such prepared (approximate) table with exact engine. We created set of benchmark queries which were evaluated on data sets generated according to specific histograms. The overall rating of specific histogram depended on query results quality gained from experiments on these data sets (we will call it approximate data).

D. Storage Budget Discussion

As we had chosen histograms as types of data synopsis used in our framework, we should indicate how one can control existing storage budget in histogram construction. Remind that we consider budget per 1 data pack. Few question may be raised here. The most natural way to control budget in the case of histograms is to adjust number of stored buckets. This parameter affects not only storage factor but has also influence on calculation complexity (number of performed operations). The other factor may be also method of storing histogram. In general, as presented in definition, each bucket of histogram is described by left and right boundary. However with additional assumption (made also in this work) that set of histogram intervals covers whole data pack domain, apart from storing data pack minimum and maximum, to identify the bar in histogram suffice to store only its e.g. right boundary (left can be induced from prior interval). So each bucket can be stored as 2 numbers - its maximum and its frequency. Deeper optimizations of storage may depend on type of synopsis or on implementation method. In the work we focus on number of buckets as the main control parameter.

III. How to Compare Query Results?

In order to compare query results evaluated on exact (real) data and on rough data one needs to elaborate quality measures of query results. Below we describe measures used in the article. One can easily notice that they are to some extent inspired by the notions of fuzzy similarity and multi-label classification, now adopted for new purposes.

The result of every SELECT has a tabular form. We will denote it as $R = (U, C)$, where $U$ and $C$ are sets of its tuples and columns. $U$ can refer to original rows or groups, possibly with limit.

In $C$, we distinguish columns $A$ that are results of aggregate functions and columns $G$ used in group by clause. Alternatively, $G$ can gather columns that are primary key and $A$ - all
other columns. Some columns in A can be used in ORDER
BY clause. In such case the new rank function is added to C.

Let us consider two results of the same query, real result
$R_r = (U_r, C)$ and an approximate result $R_a = (U_a, C)$. The
idea is to check to what extent tuples in $U_r$ and $U_a$ match with
each other with regard to columns in $G$ and, for those tuples
which can be matched, how similar are their values over $A$. Similarity of $R_r$ and $R_a$ should be within $[0,1]$, and equal to
1 only if $R_r$ and $R_a$ are identical.

Consider a pair of tuples $t_r \in U_r$ and $t_a \in U_a$, such that
there is $g(t_r) = g(t_a)$ for every $g$ in $G$.

A score of similarity of $t_r$ and $t_a$ is as follows:

$$s(t_r, t_a) = \prod_{c \in A} s_c(c(t_r), c(t_a))$$

where $\prod$ denotes multiplication and:

$$s_c(c(t_r), c(t_a)) = 1 - \frac{|c(t_r) - c(t_a)|}{|c(t_r)| + |c(t_a)| + 1}$$

If rank is added, it can take a form of:

$$r(t_r, t_a) = 1 - \frac{|\text{rank}(t_r) - \text{rank}(t_a)|}{|\text{rank}(t_r)| + |\text{rank}(t_a)|}$$

While rows (and groups) from results achieved from exact
query and approximate query may differ we distinguish two
types of mismatched rows (groups):

- False Positives (FP) - rows (groups) which shouldn’t occur but did
  $$FP = \text{card}(U_a \setminus U_r) = \text{card}(U_a) - \text{card}(U_r \cap U_a)$$

- True Negatives (TN) - rows (groups) which should occur but didn’t
  $$TN = \text{card}(U_r \setminus U_a) = \text{card}(U_r) - \text{card}(U_r \cap U_a)$$

We define Aggregation Similarity as follows:

$$\text{AggSim}(R_r, R_a) = \frac{\sum_{t_r \in U_r, t_a \in U_a, G(t_r) = G(t_a)} s(t_r, t_a)}{\text{card}(U_r)}$$

We define Ranking Similarity as follows:

$$\text{RankSim}(R_r, R_a) = \frac{\sum_{t_r \in U_r, t_a \in U_a, G(t_r) = G(t_a)} r(t_r, t_a)}{\text{card}(U_r)}$$

And finally, we define Total Similarity as follows:

$$\text{TotSim}(R_r, R_a) = \frac{\sum_{t_r \in U_r, t_a \in U_a, G(t_r) = G(t_a)} \big( s(t_r, t_a) \cdot r(t_r, t_a) \big)}{\text{card}(U_r) \cdot \text{card}(U_a)}$$

In Fig. 1 there is a simple example of calculation of
presented measures.

![Fig. 1. Example of comparison between results of exact and approximate queries.](image)

IV. STANDARD APPROACH

A. Generation of 1-Dimensional Histogram

We had started experiments with three standard approaches
to histogram generation.

As mentioned earlier we built separate histogram for each
data pack (value set of 1 column from $2^{16}$ consecutive rows) i.e. exact data were the input to create each 1-dim histogram. After being build each histogram was stored.

Looking for the best correspondence between histogram
quality measures and approximate query results quality we
tested many different methods of histogram generation. Here we present results of experiments on 3 most commonly used in
databases types of histograms: EquiWidth histogram (classic),
EquiDepth histogram (quant) and MaxDiff histogram (diff).

Each type of histogram splits data pack range into $k$ buckets.

- EquiDepth histogram divides the set of values into $k$
ranges such that each range has the same number of
values [10].
- EquiWidth histogram divides the set of values into $k$
- In MaxDiff histogram boundaries of intervals are chosen
after analyzing differences between frequencies of
adjacent bars from exact histogram (adjacency is induced
by natural order of values). $k - 1$ largest differences
determine split points of histograms intervals [12].

As inside each histogram’s interval we assume uniform
distribution for contained values, and intervals from each
considered 1-dim histograms cover whole range of data pack,
we may achieve in natural way from random generation values
which did not occur in original data pack (False Positives). As
turned out they constituted the biggest challenge.

Each type of histogram splits data pack range into $k$ buckets,
where $k$ is established parameter corresponding to storing
budget. In our experiments we took $k = 64$.

All experiments were run on the table containing 33
columns and $10 \cdot 2^{16}$ rows.
B. Standard Quality Measures for Histogram

In order to use approximate query in most efficient way not only results comparison aspect should be examined but also methods of prediction to what extent type or scale of used synopsis could affect query results quality. Such knowledge would let one to choose optimal type/size of histogram and also to control by the user threshold between storage footprint of created synopses (or on the other hand: volume of data processed during query evaluation) and query results quality. We assume that the database user is aware of the existence of such threshold.

That brings us to subproblem of defining measure of histogram quality which is correspondent to approximate query results.

We acknowledged as fundamental here the ability of generated histogram to reflect original distribution of the data pack’s values. As mentioned earlier due to existing budget, in most cases, we are not able to store exact histogram of value set (such case we recognize as optimal), so such possibility is crucial to make more sophisticated inference of approximations successfully.

At the first stage we applied standard measures of similarity between distributions based on deviations from mean, which work fine for the cases without generated false positives [13], [14].

Here is the first examined measure:

\[ Q_1(c, p) = \sum_{v \in \text{Dom}(c)} \min\left\{ \frac{\text{freq}(p_v)}{\text{ALL}_{p_v}}, \text{freq}(v) \right\}, \]

where \( c \) is a column, \( p \) - data pack range split (set of intervals), \( p_v \) - interval (from split) containing \( v \), \( \text{freq}(p_v) \) - frequency of \( p_v \), \( \text{freq}(v) \) - number of occurrences of \( v \) and \( \text{ALL}_{p_v} = \text{end}(p_v) - \text{start}(p_v) + 1 \) and \( \text{ALL}_{\text{Dom}(c)} = \text{end}(\text{Dom}(c)) - \text{start}(\text{Dom}(c)) + 1 \).

The second analyzed measure was the sum of squares of deviations of exact value frequencies from corresponding bar frequency, with additional assumption that all values from intervals range is included in the sum (those which did not exists in original data have frequency equal to 0)

\[ Q_2(c, p) = \sum_{v \in \text{ALL}_{\text{Dom}(c)}} (\text{freq}(v) - \frac{\text{freq}(p_v)}{\text{ALL}_{p_v}})^2, \]

At the first stage of experiments we calculated \( Q_1 \) for every considered type of histograms. Next we evaluated set of prepared queries on exact data and on data generated from every histogram. We found achieved results encouraging, however we identified many hard cases for presented approach.
Lack of satisfactory correspondence between $Q_1$ and query results quality for each histogram was visible both on simplest single-column queries and more complex queries. Fig. 6–9 illustrate results of testing query that simulate calculation of exact distribution of column values:

```
SELECT col, count(*) FROM t GROUP BY col
```

We chose exemplary columns from real data set and mark them as A, B, C. Their real distributions are presented on Fig. 3–5.

Calculated value of $Q_1$ was additionally divided by number of rows in table $t$. The higher the value of $Q_1$ the better quality of the histogram.

<table>
<thead>
<tr>
<th>Column</th>
<th>Metric</th>
<th>Diff</th>
<th>Classic</th>
<th>Quant</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Q1 Measure</td>
<td>0.8620</td>
<td>0.0601</td>
<td>0.8460</td>
</tr>
<tr>
<td>B</td>
<td>Q1 Measure</td>
<td>0.0281</td>
<td>0.0014</td>
<td>0.0351</td>
</tr>
<tr>
<td>C</td>
<td>Q1 Measure</td>
<td>0.4812</td>
<td>0.3612</td>
<td>0.3674</td>
</tr>
</tbody>
</table>

Fig. 6. Illustration of lack of satisfactory correspondence between $Q_1$ and quality of approximate queries results. Diff, Classic and Quant stand for MaxDiff, EquiWidth and EquiDepth histograms respectively. Values of $Q_1$ are averages from 10 data packs.

Similar tests were run for $Q_2$. Here also observed correspondence between histogram quality and quality of approximate query results was disappointing. Results are presented on figures 10–13. Analogously value of $Q_2$ was divided by number of rows in the table. In contrast to the measure $Q_1$, the higher the value of $Q_2$, the worse the quality of the histogram.

<table>
<thead>
<tr>
<th>Column</th>
<th>Metric</th>
<th>Diff</th>
<th>Classic</th>
<th>Quant</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Q2 Measure</td>
<td>330.669</td>
<td>981.971</td>
<td>351.434</td>
</tr>
<tr>
<td>B</td>
<td>Q2 Measure</td>
<td>2.785.017</td>
<td>2.837.871</td>
<td>2.821.522</td>
</tr>
<tr>
<td>C</td>
<td>Q2 Measure</td>
<td>4.446.830</td>
<td>5.694.313</td>
<td>5.587.474</td>
</tr>
</tbody>
</table>

Fig. 10. Table illustrating lack of satisfactory correspondence between $Q_2$ and quality of approximate queries (on data generated according to specified histogram)

V. SPECIFIC HISTOGRAM QUALITY MEASURES

Because of discrepancies between both $Q_1$, $Q_2$ and approximate query results quality, some new histogram quality measures had to be developed. Discrepancies analysis revealed that the main reason of inadequacy of applied measures was assumption of uniform distribution of values frequencies inside each interval. In particular no information of gaps in data packs domain was involved. By gap (if exists) we take interval between two consecutive values that exists in original data set. More formally:
Definition. Let $v, w \in \text{Dom}(c)$ be two consecutive (in the sense of linear order on values of column $c$) values that exist in considered value set. Then by gap we take set \{ $x \in \text{ALL} \text{Dom}(c) : x > v \land x < w$ \}

As pointed out earlier because of method of data generation from considered types of histograms, one is exposed to generating false-positive cases. Gaps (especially wide ones), present in original data set would cause deterioration of quality of approximate query results in two ways. First – due to numerous false-positive cases and in the consequence also true-negative cases – it will reduce Total Similarity value. On the other hand too voluminous domain of interval makes average frequency lower and as a result may decrease Aggregation Similarity.

After testing some preliminar candidates, we introduced measure of the histogram which indicates difficulty of gaining proper correspondence between histogram quality and approximate query quality:

$$Q_{HG}(c, p) = \sum_{i=1}^{P_{p, i}} \text{freq}(p_i) \cdot \text{FALSE}(p_i)$$

, where $c$ stands for column, $p$ - split (set of intervals), $P_{p, i}$ - number of intervals, $\text{freq}(p_i)$ - frequency of $i$th interval, and $\text{FALSE}(p_i)$ - number of false-positives generated in $i$th interval (which does not exist in original data set).

$Q_{HG}$ was divided by number of rows in table $t$. The higher the value of $Q_{HG}$, the worse the quality of the histogram. Figures 14–16 show that $Q_{HG}$ does not correspond to approximate query quality in direct way, however we may notice some regularities. First, calculated value of $Q_{HG}$ explains poor quality of query results for columns $A$ and $B$. For column $C$ considered query returned better approximations and corresponding value of $Q_{HG}$ was significantly lower than for $A$ and $B$.

<table>
<thead>
<tr>
<th>Column</th>
<th>Metric</th>
<th>Diff</th>
<th>Classic</th>
<th>Quant</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>QHG Measure</td>
<td>66 441 005.00</td>
<td>13 120 751.37</td>
<td>71 920 778.98</td>
</tr>
<tr>
<td>Total Sim</td>
<td>0.028</td>
<td>0.003</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>QHG Measure</td>
<td>71 474 878.37</td>
<td>36 296 002.79</td>
<td>60 186 647.39</td>
</tr>
<tr>
<td>Total Sim</td>
<td>0.004</td>
<td>0.0002</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>QHG Measure</td>
<td>1 887.03</td>
<td>588.48</td>
<td>859.77</td>
</tr>
<tr>
<td>Total Sim</td>
<td>0.456</td>
<td>0.519</td>
<td>0.452</td>
<td></td>
</tr>
</tbody>
</table>

To confirm hypothesis of correspondence between high value $Q_{HG}$ and poor query results, we perform more experiments. We defined importance ranking formula for gaps and added to synopsis information of 100 most important gaps per data pack.

Definition. Gap importance ranking for each data pack (of column $c$) with given split $p$ is defined as follow:

$$\text{RANK}_GAP_{c,p}(\text{gap}) = \text{freq}(i(\text{gap})) \cdot \text{FALSE}(\text{gap})$$

, where $\text{freq}$ stands for interval frequency, $i(\text{gap})$ stands for index of interval containing gap , and $\text{FALSE}(\text{gap})$ stands for number of false-positives covered by gap.
We consider also the case where data packs differ between themselves w.r.t. contained gaps. We observed such situation in real life data. In such case we may consider aggregated budget for gaps for several e.g. consecutive data packs (not per single data pack like in assumptions made at the beginning). Such modification enable to assign parts of the budget to data packs in more flexible way (bigger part to data packs with a lot of gaps, smaller - to the data packs with a few). In next series of experiments instead of 100 most important gaps per data pack we add information of 1000 most important gaps but for 10 data packs (whole column value set). Importance we calculate using formula:

\[
\text{BIGNN\textsubscript{\text{GAP}}}_{c,p}(\text{gap}) = \sum_{j=1}^{10} f_{\text{req}}(i(\text{gap})), \text{FA\textsubscript{\text{LSE}}}_j(\text{gap}),
\]

where \( f_{\text{req}} \) stands for frequency of interval in \( j \)th data pack, \( i(\text{gap}) \) stands for index of interval in \( j \)th data pack containing \( \text{gap} \), and \( \text{FA\textsubscript{\text{LSE}}}_j(\text{gap}) \) stands for number of false-positives covered by \( \text{gap} \) in \( j \)th data pack.

At Fig. 17 we presented dependency between order of magnitude of \( Q_{\text{HG}} \) and approximate query results quality. For clarity sake dependency was shown only for MaxDiff histogram (for other types dependency is the same). We can observe that if value of \( Q_{\text{HG}} \) is not low there is no chance to achieve good results of approximate query. However relatively small values of \( Q_{\text{HG}} \) would not guarantee good quality of approximate query results, and strength of correspondence is depended on chosen column. Therefore, we conclude there are some other factors that affect approximate query results quality.

![Fig. 17.](image)

**Fig. 17.** Correspondence between order of magnitude of value \( Q_{\text{HG}} \) and approximate query results quality.

**VI. CONCLUSIONS AND FUTURE WORK**

In the article we present preliminary method for calculation of quality of histogram representing original column values in data set. Such measure should in the assumption correspond to quality of approximate query run over data generated from the histogram. Development of such measure would allow at the loading stage to construct histogram reflecting the input data in the best way with limited storage budget maintained.

Performed experiments confirm that many features of input histograms may have influence on quality of approximate query results. Some of them are not identified yet. We suspect such characteristics might be related to intervals width or - like in case of gaps - to distributions of exact values frequencies inside each interval. Probably most of these factors may be expressible in terms of statistical measures of dispersion, symmetry or skewness. We can adapt them to histogram quality formulas however proper choice and the way of applying chosen measure requires much more experimental work.
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Abstract—This article is a continuation of previous work, in which a new method of decision tree construction was presented. That method is based on the use of so-called verifying cuts, which can provide knowledge obtained from the attributes frequently eliminated when greedy methods of the choice of singleton best cuts are applied. Till now only one strategy of choosing verifying cuts was examined. It exploits a measure based on a number of pairs of objects discerned by a chosen cut. In this paper, we examine two additional measures used for determining the best verifying cuts. They are based on Gini’s Index and Entropy. The paper includes the results of experiments that have been performed on data obtained from biomedical database and machine learning repositories.

I. INTRODUCTION

DECISION tree with verifying cuts [1] (denoted by v-tree) is a method of decision tree construction formed in response to the problem of classification data with a large number of attributes. Such data can contain a lot of attributes that bear similarity with respect to the quality of potential cuts but significantly different with respect to domain knowledge represented. In contrast to the method of classifier construction based on the decision tree with local discretization techniques known from literature (see, e.g., [2], [4], [8]), for which always singleton best cuts are used and therefore there are serious doubts as to the validity of such approach, v-tree uses the so-called verifying cuts. They are additional cuts, which enable to evaluate the quality of cuts in tree nodes during classification of objects. Our experiments conducted on real data and described in [1] have shown that data with numerous set of attributes constitutes a class of data where v-tree outperforms the conventional approach. However, only one technique of choosing verifying cuts was tested, namely the one based on the maximization of the number of discerned object pairs with different decision class membership.

Accordingly, the following hypothesis arose. Perhaps, using another measures of determining the quality of verifying cuts v-tree can enhance its effectiveness. Another question is whether new techniques of choosing verifying cuts may be helpful in the case of input data with non-numerous set of attributes. In this paper two another techniques of verifying cuts construction based on the Entropy and the Gini’s Index are tested. Furthermore, we conducted comparative experiments using these two approaches and the one described in [1].

II. CLASSICAL DISCRETIZATION TREE

Decision tree of the local discretization [2] is a technique of a binary tree construction based on supervised discretization which introduces iterative binary partitioning of data set into groups with respect to the value of certain attribute. This algorithm is well known from literature (see, e.g., [4], [8]), therefore we will refer to it as the classical method.

The greedy method of choosing a pair - an attribute and its value (for numeric attributes often called the cut), which are used in the process of data partitioning - is a key element of the discussed local discretization tree construction method and is taking into consideration decision attribute values of training objects. In construction of local discretization tree we decided to use two various measures of best cut, i.e., Information Gain and Gini’s Index.

1) Information Gain measure: First method for calculating quality of cuts that was chosen for our research is Information Gain - approach used in C4.5 algorithm [9]. The method uses concept of Entropy which was described by Claude Shannon in his work on information theory [10]. In relation to construction of decision trees of the local discretization, this measure represents diversity of objects set that corresponds to particular node in tree. Thus, let X be the set of objects which comprises of two decision classes - C0 and C1. Furthermore, \( p_0 = \frac{|C_0|}{|X|} \) and \( p_1 = \frac{|C_1|}{|X|} \) are the distribution of \( C_0 \) and \( C_1 \) in the set \( X \). Therefore the entropy is calculated by the following expression: \( Entropy(X) = - \sum_{i=0}^{1} p_i \log_2 p_i \).

The quality of a binary partition, which is defined according to the cut value \( c \) in the set \( X \) of objects, is computed by Information Gain measure as follows.

\[
Gain(c, X) = Entropy(X) - \sum_{i=0}^{1} \frac{|X_i|}{|X|} \cdot Entropy(X_i)
\] (1)

where \( X_i \) for \( i = 0, 1 \) are subsets of \( X \), that corresponds to split which is defined by cut value \( c \).

The value of information gain is determined for all possible cuts and next a cut is greedily chosen which maximizes that measure. Surely, this method can be generalized to greater number of decision classes than 2.
2) Gini’s Index measure: An alternative example of measuring the quality of cuts, that was used in our work, is the method used in CART algorithm [5] - Gini’s Index. For indications such as in the previous paragraph, if \( X \) contains examples from classes \( C_0 \) and \( C_1 \), the measure of diversity of \( X \) set is defined as

\[
Gini(X) = 1 - \sum_{i=0}^{1} p_i^2
\]

where \( p_i \) is the class distribution in \( X \). Moreover, the quality of cut can be calculated as follows.

\[
G(c, X) = Gini(X) - \frac{1}{|X|} \sum_{X_i} |X_i| \cdot Gini(X_i)
\]  

(2)

As previously, the best cut is chosen greedily from all possible cuts. Furthermore, this approach can also be generalized to more than two decision classes.

Binary tree classifiers for which Information Gain or Gini’s Index were used in the procedure of best cut finding we call in this paper the Entropy-C classifier and the Gini-C classifier, respectively.

### III. DECISION TREE WITH VERIFYING CUTS

As in the previous article [1], the motivation for our work concerns the validity of classical approach used to data sets with large number of attributes. We recall that the method chooses only one split (for a single attribute) with the best quality based on the selected measure, at the given step of searching for optimal binary partitions. In such case, the method would greedily eliminate the information contained in attributes, which are similar in terms of quality of potential cuts, but are different with respect to domain knowledge, which they represent. The main idea presented in [1] is based on the fact that at a given stage of searching for partitions of a set of attributes, the family of \( k \)-binary verifying partitions is determined after construction of the optimal binary partition of a set of objects. Obviously, it refers to family of partitions which are similar to the optimal partition and concerns other attributes than the attributes used in the optimal partition. Moreover, the concept of similarity depends on measure which is used to determine the best split. Thus, in the case called MaxDiscPair, the similarity means to distinguish between set of pairs of objects of different decision classes as similar as possible to the optimal partition. Whereas in the case of measures based on Gini’s Index and Information Gain, verifying partitions should separate objects in possible the same manner as the main split. The differences in selecting verifying cuts between all three measures are such that in case of discernibility-based measure we determine objects that are separated by both cuts simultaneously, while in case of Gini’s Index and Information Gain based measures, the candidate for additional cut divides the set of object independently of the main cut.

The algorithm for construction of a decision tree with verifying cuts [1], has been enhanced to use all three measures. Assume that a decision table \( A = (U, A, d) \), a parameter \( k \) (in our experiments the value of \( k \) was empirically chosen) belonging to natural numbers, template \( T_p \) defined by the optimal cut and template \( T_{pi} \) (for \( i = 1, \ldots, k \)) defined by the verifying cuts are given. Depending on a chosen measure the following criteria are optimized during the \( v \)-tree construction:

**MaxDiscPair** (see [1]) - criterion is maximized.

**Entropy** based measure – criterion is minimized:

\[
EM(p_i) = \begin{cases} 
0 & \text{for } \frac{|W|}{|A|} \geq t_w \\
|ES(A(T_p), A(\neg T_p)) - ES(A(T_{pi}), A(\neg T_{pi}))| & \text{otherwise}
\end{cases}
\]

where:

- \( W \) is a set of objects that at the same time are not matching patterns \( T_p \) and \( T_{pi} \), as also patterns \( \neg T_p \) and \( \neg T_{pi} \) (for \( i = 1, \ldots, k \)),
- \( t_w \) is a fixed threshold (\( t_w \) was equal 0.1 and 0.05 in our experiments for “microarray” and “normal” data, respectively),
- \( ES(A(T_q), A(\neg T_q)) = |A(T_q)| \cdot \text{Entropy}(A(T_q)) + |A(\neg T_q)| \cdot \text{Entropy}(A(\neg T_q)) \) (\( q \in \{p, p_1, \ldots, p_k\} \)) is the weighted sum of entropies of partitions \( p \) and \( p_i \), respectively (\( q \in \{p, p_1, \ldots, p_k\} \)).

Gini’s Index based measure – criterion is minimized:

\[
GM(p_i) = \begin{cases} 
0 & \text{for } \frac{|W|}{|A|} \geq t_w \\
|GS(A(T_p), A(\neg T_p)) - GS(A(T_{pi}), A(\neg T_{pi}))| & \text{otherwise}
\end{cases}
\]

where:

- \( W \) is a set of objects that at the same time are not matching patterns \( T_p \) and \( T_{pi} \), as also patterns \( \neg T_p \) and \( \neg T_{pi} \) (for \( i = 1, \ldots, k \)),
- \( t_w \) is a fixed threshold (\( t_w \) was equal 0.1 and 0.05 in our experiments for “microarray” and “normal” data, respectively),
- \( GS(A(T_q), A(\neg T_q)) = |A(T_q)| \cdot \text{Gini}(A(T_q)) + |A(\neg T_q)| \cdot \text{Gini}(A(\neg T_q)) \) is the weighted sum of gins of partitions \( p \) and \( p_i \), respectively (\( q \in \{p, p_1, \ldots, p_k\} \)).

The stop condition mentioned in algorithm of \( v \)-tree construction is separation of all possible pairs of objects from different decision classes. It is worth pointing out, that the only part of the above algorithm, which would increase the time complexity compared to the classical algorithm from Section II is step 3. This step can be performed in time \( O(n \cdot \log n \cdot m) \), where \( n \) is the number of objects and \( m \) is the number of attributes.

The determination of the best verification split for the symbolic attributes can be done in time \( O(n \cdot l) \), where \( l \) is the number of values of symbolic attribute.

Below we present the algorithm for selection of verifying partition for the constructed earlier binary partition \( p \). We assume that the verifying split is determined by a numerical attribute. For ease of discussion, we consider a situation that
there are only two decision classes $C_0$ and $C_1$ in the data. This method can be easily generalized to the case of more than two decision classes. The output of this algorithm is the computed collection of cuts that verify partition $p$.

**Algorithm Selection of verifying cut**

**Step 1** Sort the values of the numerical attribute $a$.

**Step 2** Browsing the $a$ attribute values from the smallest to the largest, determine for each appearing cut $c$ the following numbers and store them into a memory (about cuts) $M$: $V_L(a, c, C_0), V_L(a, c, C_1)$ - number of objects from decision class $C_0$ or $C_1$ with values of attribute $a$ smaller then $c$, $L(a, c, C_0, T_p), L(a, c, C_1, T_p)$ - number of objects from decision class $C_0$ or $C_1$ with values of attribute $a$ smaller than $c$ and at the same time matching the pattern $T_p$.

**Step 3** Browsing the $a$ attribute values from the highest to the lowest, determine for each appearing cut $c$ the following numbers and place them in a memory (about cuts) $M$: $V_H(a, c, C_0), V_H(a, c, C_1)$ - number of objects from decision class $C_0$ or $C_1$ with values of a greater then or equal $c$, $H(a, c, C_0, \neg T_p), H(a, c, C_1, \neg T_p)$ - number of objects from decision class $C_0$ or $C_1$ with values of attribute $a$ greater than or equal to $c$ and at the same time matching the pattern $\neg T_p$.

**Step 4** Using information from the memory $M$, determine the quality of cuts on $a$ in the manner that depends on measure selected for determining the quality of cuts: $MaxDiscPair$ (see [1])

**Entropy:**

1. determine the size of set $W$: $|W| = |A| - (L(a, c, C_0, T_p) + L(a, c, C_1, T_p) + H(a, c, C_0, \neg T_p) + H(a, c, C_1, \neg T_p))$.

2. discard cuts for which $|W| < t_w$.

3. determine the sizes of tables designated by cut $c$: $|A(T_c)| = V_L(a, c, C_0) + V_L(a, c, C_1)$, $|A(\neg T_c)| = V_H(a, c, C_0) + V_H(a, c, C_1)$.

4. compute the weighted sum of entropies for partition designated by cut $c$ from $ES(A(T_c), A(\neg T_c))$.

5. determine the optimum cutting such that the value of $|ES(A(T_p), A(\neg T_p)) - ES(A(T_c), A(\neg T_c))|$ is the smallest.

**Gini:**

1. determine the size of set $W$: $|W| = |A| - (L(a, c, C_0, T_p) + L(a, c, C_1, T_p) + H(a, c, C_0, \neg T_p) + H(a, c, C_1, \neg T_p))$.

2. discard cuts for which $|W| < t_w$.

3. determine the sizes of tables designated by cut $c$: $|A(T_c)| = V_L(a, c, C_0) + V_L(a, c, C_1)$, $|A(\neg T_c)| = V_H(a, c, C_0) + V_H(a, c, C_1)$.

4. compute the weighted sum of Gini for partition designated by cut $c$: $GS(A(T_c), A(\neg T_c))$.

5. determine the optimum cutting such that the value of $|GS(A(T_p), A(\neg T_p)) - GS(A(T_c), A(\neg T_c))|$ is the smallest.

Assuming that the memory about cuts $M$ is accessible in constant time, the above algorithms runs in time $O(n \cdot \log n)$, where $n$ is the number of objects (due to the sorting of objects on the basis of the $a$ attribute).

The algorithm for an object classification, using a v-tree with verifying partitions was introduced in [1].

The classifiers constructed with the use of v-decision tree will be called here the $MaxDiscPair-V$ classifier, $Entropy-V$ classifier or $Gini-V$ classifier – depending on used measure during construction, respectively. Note that the algorithm [1] to classify the object in the node utilizes a single tree only when all verifying cuts classify the object just as the main partition $p$. In other cases, the classification is done by both subtrees. Then the following two cases are considered. The first case refers to the situation when the two subtrees returned the same decision value. Then the value of the node is returned as the decision. The second case refers to a situation where one of the subtrees returned one decision value, and the second subtree the other one. Then that node returns a decision coming from the subtree, which is associated with a greater number of such verifying patterns that classify a test object for this tree. If the numbers of verifying cuts are equal, then the decision comes from subtree selected nondeterministically.

**IV. EXPERIMENTS AND RESULTS**

To verify the effectiveness of classifiers based on our approach, we have implemented classifiers based on the verifying cuts in the programming library CommoDM (Common Data Mining), which is a continuation of the RSES-lib library (forming the kernel of the RSES system [3]). The experiments have been performed on the data sets obtained from Kent Ridge Biomedical Dataset [7], UCI ML repository (see [11]) and website of The Elements of Statistical Learning book (Statweb)(see [6]). 6 data collections from the first source relates to microarray experiments and they are characterized by a large number of attributes. Our experiments were conducted on the merged original training and testing data sets. The objective of conducted experiments was to test the quality of the classification algorithms discussed in this paper. Table I presents the experimental results received for given data sets and two discretization methods ($Entropy$ and $Gini$ Index based ones) applied to classical tree and v-tree. The counterparts received for discretization method based on maximum number of discernible pairs is presented in [1].

For determining quality of classifiers we applied 10 fold cross-validation technique, which was repeated 10 times for every data set (i.e., 100 cycles of a train-and-test scheme was conducted). The final result of the algorithm is the average of 100 cycles. Popular parameters accuracy (ACC) and coverage (COV) were used to measure the classification success. It is easy to observe that in most cases better results were obtained when the v-tree classifier was applied, both for entropy and Gini’s Index based discretization method. That observation is confirmed by the Wilcoxon machined pairs test with 0.05 level of significance in the following cases: (1) $[ACC, Entropy-V$ classifier, num] $ > [ACC, Entropy-C classifier, num]. i.e., the classification quality expressed by ACC coefficient and entropy based discretization method for v-tree is better than for c-tree when applied for data with numerous sets of
The table below contains the average ACC and COV with std. dev. of experiments for c-tree and v-tree and 2 discretization methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Entropy-C classifier</th>
<th>Entropy-V classifier</th>
<th>Gini-C classifier</th>
<th>Gini-V classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>Std dev</td>
<td>Cov</td>
<td>Dev</td>
</tr>
<tr>
<td>lymphoma</td>
<td>0.788</td>
<td>0.041</td>
<td>0.045</td>
<td>0.023</td>
</tr>
<tr>
<td>leukemia</td>
<td>0.803</td>
<td>0.037</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>colon</td>
<td>0.75</td>
<td>0.045</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>lung</td>
<td>0.925</td>
<td>0.014</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>prostate</td>
<td>0.837</td>
<td>0.026</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ovarian</td>
<td>0.976</td>
<td>0.004</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The novelty of the paper is important because the experimental results showed that the employment of the knowledge contained in the redundant attributes increases the quality of the classifiers not only for the previously used measure. The conducted experiments have proved the correctness of our assumptions that our method will be also effective for the use of classifiers not only for the previously used measure. The classifiers not only for the previously used measure.

We have also checked, separately for c-tree and v-tree classifiers, whether one of the three tested discretization methods leads to better classification quality. We used the Friedman test. It showed that none of the three methods has such property. Both Wilcoxon matched pairs test and Friedman test were used in the form implemented in Statistica program ver. 10.

V. CONCLUSION

In the paper, we presented Entropy based measure and Gini’s Index based one applied to determining decision tree with verifying cuts classifier. We checked usefulness of those algorithms on 18 input data sets. Experiments have confirmed (with statistical significance) that v-tree is relevant classifier for data with a large number of attributes. Used 12 input data with non-numerous set of attributes was too little family of data to express analogous observation when input data do not have really many attributes. Moreover, none of three methods of local discretization proved to be better than remaining ones. The novelty of the paper is important because the experimental results showed that the employment of the knowledge contained in the redundant attributes increases the quality of the classifiers not only for the previously used measure. The conducted experiments have proved the correctness of our assumptions that our method will be also effective for the use of new measures. We expect that the methods may be used in various fields.
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Abstract—The paper presents a new method of building a hierarchical model of the state space. The model is extracted fully automatically from game replays that store executed plan traces. It is used by a novel approach for estimating the distance between states in a state-space graph. The estimate is applied in the A* algorithm as a heuristic function to reduce the search space. The method was validated using the game Smart Blocks. It is a testbed environment for studying methods that benefit from game replay analysis. The proposed heuristic is dedicated to difficult classical planning problems, for which problem-specific or automated heuristics are difficult to obtain.

I. INTRODUCTION

FOR a long time, AI experts have been developing new methods of imitating intelligent behaviors that can be observed in games. Their goal is to give the player the impression that a computer-controlled unit is an intelligent being. Planning plays an important role in such a task because it enables us to solve complex problems automatically. In classical planning, state search methods are applied to find a sequence of actions between an initial and a goal state. Depending on a particular application, the solution should be optimal. However, it must be the best one that can be provided fitting in a limited computation time, because planning problems in games are solved during play. In this work, we propose a new and promising approach for solving difficult problems in the field of classical planning, which is aimed at application in games. The method introduces a novel technique of extracting and storing information from game replays to increase the performance of planning by providing a new heuristic of estimating the distance to the goal.

Supporting the planning process by information extracted from game replays is a promising direction. This is because, for the majority of games, accumulating the recordings is relatively easy. The data is often used for collecting statistical information that models a player. Among many other benefits, this enables us to analyse players’ behaviors and predict their actions.

This work focuses on a particular aspect of the game replay analysis that is a reduction of the search space of a state-space search algorithm. It is assumed that the input data contains traces of plans executed by players. The proposed method processes observed plans to build a general model of the state space. Then, the model is employed in the heuristic of the A* algorithm [1]. It is used for estimating the distance to the goal in a state-space graph. The phase of replay processing is separate. It can be done earlier, so the planning process is not slowed down.

In contrast to the popular planners, our method does not require a STRIPS-like representation of a game state [2]. Instead, it operates on an abstract state-space graph, which is representation-independent. This simplification is significant because providing a symbolic model is time-consuming and difficult in many cases. In comparison with other methods that use plan traces, our approach does not require manual annotations [3]. The proposed method is characterized by a high level of automation. It uses a minimum amount of knowledge about a game and its rules.

The approach is original, and its evaluation requires an adequate testbed environment. The environment should have a nontrivial planning problem. There are relatively few research environments accumulating game replays. Usually, stored replays enable us to reproduce a match visually. However, they do not allow us to access full information about the game state. Adding proper replay storing mechanisms to a complex game is a rather large undertaking. Many of the obstacles can be avoided by developing a new game environment that focuses on the research aspects. Thus, we introduce the Smart Blocks game [4]. This light-weight environment enables us to store replays in a simple format, investigate a game state easily, and conduct experiments quickly. It was designed for a range of studies related to planning.

To summarize, the goal of the research was to build a method of accelerating the planning process using information retrieved from the plan traces provided by human players. The original contribution of this paper is:

- the novel method of building a hierarchical model of the state space from game replays,
- the heuristic estimate that relies on the hierarchical space model,
- the new testbed environment designed for analysing actions of players solving difficult planning tasks.

The document is divided into eight sections. At the beginning, references to the related works are provided. Next, the Smart Blocks environment is characterized. Subsequently, statistics of the collected replays are presented. In the follow-
ing section, the algorithm of building a hierarchical model of the state space is introduced. Then, application of the model as a heuristic in A* is thoroughly discussed. In the experimental study, the proposed method and a traditional approach are compared. Finally, features of the approach are summarized, and future development directions are indicated.

II. RELATED WORK

This section sets the proposed approach in the planning context. The term of planning is used differently depending on the application domain [5]. In control theory and especially robotics, planning methods are usually applied for motion and trajectory planning [6]. In video games, the topic often refers to pathfinding algorithms [7]. In this paper, we refer to planning as problem solving. It is a process of choosing and organizing actions by anticipating their outcomes. The process relies on basic concepts like states and actions. Plans come from a decision maker, and they are executed by agents.

It is assumed that actions have deterministic effects, and states are fully known. Therefore, we use the taxonomy of classical planning [8]. Non-classical planning refers to partially observable or stochastic environments.

Planning is applied in many games to solve complex tasks. A survey of the approaches currently used in games can be found in [9]. According to the author, STRIPS, Hierarchical Task Networks (HTN), utility systems, and behavior trees are applied in most cases. However, apart from STRIPS-like planners, the discussed methods are mainly used for modelling the reactive behavior of AI-controlled players. In these cases, the provided model is a plan, and its execution is defined by designers. Referring to them as planning methods, which search for a path to a defined goal state, is misleading. Goal-Oriented Action Planning is closer to the discussed understanding of planning [10]. In general, planning gives better perception of AI players’ intelligence, but it is more complex to apply in practice. Therefore, our research is dedicated to increasing the applicability of planning in games.

A popular hierarchical approach is Hierarchical Pathfinding A* (HPA*) [11]. HPA* searches for a path on terrain. A state-space graph is represented by a mesh of nodes on the terrain surface. The improved method HPA* clusters places that lay in the geographical neighborhood (inside rectangles). The method also considers graphs with different levels of abstractions as we do in our tree. However, the cost between groups of states cannot be easily determined if the Euclidean distance between state variables does not reflect the transition cost, which is the case addressed in this work. HPA* solves problems in the geographical space while our method is applicable for any abstract state space.

Analysis of executed plan traces is a subject that is discussed in many fields, e.g., robotics [12], business [13], and games [14], [15]. With a few exceptions, there is not much attention given for supporting state search in classical planning by observed plans [16], [17]. More often the observations are applied to plan recognition [18], [19] or player action prediction [20], [21]. In the work of Wang [3], whose method is old but close to our idea of solving a planning problem, plans are learned from observation. However, the described method is inefficient because plan traces must be examined and annotated by experts manually. In addition, it suffers from STRIPS negative preconditions that are generated without limitations. Our method avoids these problems.

Another approach that is somehow related to our problem is presented in the work of Hogg [17]. The method learns hierarchical planning knowledge to solve tasks in HTN. It takes as input a set of planning states and a set of semantically-annotated tasks. Our approach is different because the knowledge model does not require information about tasks and goals.

III. SMART BLOCKS

Smart Blocks is a testbed environment. It was designed to study planning methods that can learn from player actions. The project includes two subsystems. The first one is a video game in which a player solves planning problems. The game sends observed solutions to the server, where they are stored. The second one is a simulation. It enables us to reconstruct saved plans and test planning algorithms.

The game can be classified as a single-player logic game. Its mechanics was inspired by Sokoban [22]. It was implemented with Unity3D [23]. One of the priorities was to make the game attractive to the players because the more they play, the more data is collected. The game offers a visual interface, simple gameplay, and easy online access1 [4].

A. Game Rules

The gameplay relies on simple box-pushing mechanics. In the game, a player controls a team of agents, each of which is represented by a block. The blocks are characterized by different sizes and shapes. The main goal of the team is to reach a golden artifact by any of the blocks. The task is complicated by the maze of triggers and gates that block the path. The triggers usually require different blocks working together to open a gate. The paint of a block is also important when matching a trigger pattern. The pattern comprises a shape together with a colour that must be satisfied by the blocks standing on the trigger. The paint is obtained from a colour portal, and it mixes with the current colour of a block.

A player has to take into account an energy reserve, which is limited and consumed in each action step. This constraint prevents infinite game duration. Unlike the time constraint, it does not enforce a player to act hastily. Energy consumption depends on the size of a block, and it can be increased by entering a ground obstacle. The energy level can be refilled by an energy cell – it disappears once it is used. A player’s score depends on the energy reserve at the moment of level completion.

An example of a planning problem that involves agent cooperation is illustrated in detail by Fig. 1. The example shows a part of a stage that contains three user-controlled agents: a ring, a box, and a small cylinder. Their objective

1Smart Blocks game is available at http://unity3ddev.net/smartblocks/. The source code can be obtained by contacting the authors.
Fig. 1. An example of a planning problem solved in Smart Blocks.

is to reach the artifact that is placed behind the wall (the goal is marked with a cup). Initially, the path is blocked by the closed gate (i). It can be opened by using the trigger. First, the box agent approaches the gate avoiding the ground obstacle and collecting one of the energy cells. Next, the small cylinder goes to the trigger through the field where it changes a paint colour to the one that is accepted by the trigger. Then, the big ring collects the last energy cell, and it ends its move in the same place. As soon as the key of the trigger is satisfied, the gate is opened. Now, the box agent is free to reach the goal (ii). If any of the two agents moves from the trigger, the gate will close (unless the third agent is blocking the gate by standing on it).

The presented scheme shows only one of many possible tasks that can be present on a stage. The game levels were designed to be challenging by joining chains of tasks that must be completed before the goal can be reached.

The first version of the game includes ten levels of different difficulty. Subsequent levels can be accessed without solving the previous ones. However, following the order helps to familiarize with the game rules. In the first level, a player learns how to use a simple cooperation to open a gate and reach the artifact. The next level gives an example of multiple blocks interacting with a single trigger. Later, a player is introduced to paint colours and how they mix. In level 4, a player has to use energy cells for the first time. It is a simpler level, but potentially more challenging for a state search algorithm. Level 5 has an alternate route, which is shorter but more challenging to guess. The subsequent level contains many possible routes, and it is difficult to estimate which one will consume the least energy. Level 7 has a long chain of tasks that have to be executed in a certain order. In the next level, misleading trails are present. The last two levels are characterized by a high complexity and a very large state space.

B. Planning Problem

There are several arguments justifying why the planning problem in Smart Blocks is nontrivial. The first one is the difficulty of measuring the distance to the goal. For instance, in Sokoban, it is possible to count the number of crates on the spots as smaller tasks [22]. It is a good heuristic for estimating the progress of the goal accomplishment. For our problem, the goal progress cannot be measured easily. One of the blocks must reach the location of the artifact. It is unknown which block, what combination of gates and trigger should be used, or how much energy and how many actions it will take. Sometimes it is not necessary to visit locked rooms in order to reach the artifact. However, it may be required to save some energy. The order of blocks in small corridors is also important because the agents can collide with each other. The world can be modified by agents: temporarily by opening a gate or permanently by collecting an energy cell. Each modification applied to the environment builds a subtree in a state search tree (multiplies the search space).

A significant complication is the presence of energy cells. They introduce edges with negative cost to the state-space graph. This type of a state space requires an algorithm that traverses every edge in the graph to ensure optimality (e.g., Bellman-Ford method) [24]. However, the number of states is usually too large to perform a brute-force search. The first three game levels have neither energy cells nor negative cycles in their state spaces.

The problem stated in Smart Blocks is the centralized planning of cooperation of agents with limited resources in a mutable environment [25]. It is located in a group of planning problems in which a heuristic estimate is difficult to provide. An abstract version of this problem can be found in a number of real games. Many analogies are present. However, the specificity of the problem in practical application can differ. In some cases, the problem can be solved offline in the phase of game design. Designers can embed a solution schema of a planning problem in a game rigidly. In this research, we are aiming at cases in which the problems can appear dynamically – for instance, problems invented by players during an online game. Therefore, we minimize the amount of predefined knowledge and try to improve planning performance by relying on the observations.

C. Testbed Environment

The simulation is a C# console program. Its function is to parse the recorded plans, execute planning algorithms, and yield the statistics. It contains the model of game rules and a light-weight representation of a game state. Therefore, it enables us to conduct experiments efficiently.

The fundamental motivation for building the environment was a very small number of planning benchmarks that work with observed plan traces. It is a common practice that game replays store only visual effects of player actions. Therefore, they require a lot of reverse engineering to extract actual game states. Our game stores full-information game states in an easy readable format.

Another argument is complexity. In Smart Blocks, planning problems are small and flexible. It means that they are easy to understand by players and simple to scale by the level designer. It is easy to follow the execution of a tested method. In environments like Warcraft (Wargus) or StarCraft (BWAPI) game rules are complicated, and the game state is large [26], [27]. Their state spaces are vast. For most of the tasks, information about optimal plans is unavailable (or practically incomputable). It is difficult to analyse recorded
plans and evaluate planning algorithms. In our environment, plans can always be compared with optimal solutions or even evaluated visually. It should be noted that Wargus and BWAPI lack simulation modes (iterative and game-time-independent execution). It is crucial for testing algorithms that traverse a state-space graph.

Finally, our project allows researchers to focus purely on the planning procedure. In another popular environment, RoboCup, the mechanics rely on constant state and physics [28]. It is a good benchmark for robotic applications because it reflects the real world. However, planners usually work with a simplified world model. Providing the model is a challenging task. Our environment abstracts from uncertainty and state discretization issues. These are important problems, but they are located in the conceptual phase of preparing an environment for planning. Our study focuses on traversing the state space, which is discrete by definition.

### D. Data

A solution of a stage provided by a player is recorded in a replay file, and then it is submitted to the server. Only complete replays are stored – unfinished or partial solution sequences are discarded. Each recorded and stored solution sequence allows game states to be reproduced fully with no uncertainty. A replay consists of a sequence of steps. Each step is an atomic action committed by an agent. Steps are deterministically ordered – simultaneous actions are not allowed. There are no additional complications behind the described process of collecting data. In Smart Blocks, recording the game state is almost as simple as in chess. Actions are animated for the purpose of the presentation, but in fact, they are discrete.

Simple statistics of replays stored in the database are given in Table I. They include for each game level:

- the total number of collected replays,
- a number of action steps to solve a stage,
- an amount of energy at the moment of reaching the final goal.

The statistics provide a good reference for the evaluation of planning algorithms.

It can be seen that the largest number of replays has been collected for the initial levels. It is because the difficulty grows rapidly, and many players resign. The data also gives clues how the levels differ from each other and what is the spread of possible outcomes.

### IV. Hierarchical Space

To have a better understanding of what a hierarchical division of the state space is, we can imagine a city, its district, a residential block placed in there, an apartment in the building, and its room. Searching for a specified room is much easier if we know the name and part of the city, the building address, and the apartment number. The model of our hierarchical space can be perceived as a map that is discovered according to visited places. However, it is not necessary to visit every place to outline a region on the map. The same rule applies to game states and state subspaces.

In formal terms, a hierarchical space is a tree structure. It divides the state space into subspaces that contain groups of states. Subspaces on a higher level are nesting the ones on a lower level. Organizing states as graph nodes inside this kind of structure enables us to traverse and search in the graph more efficiently. For instance, we can reduce the search space by simply skipping whole groups of states that are not leading us to the solution. This procedure can be done on different levels of detail – starting from the most general to the most detailed.

Our approach for building the model relies on state descriptors, which is a term introduced in this paper. A state descriptor refers to a selected part or some feature of a state. It can be said that a descriptor partially describes a game state. Formally, it is a predicate, and it holds a rule or expression that returns a boolean value depending on whether it is satisfied or not. Descriptors are usually related to intermediate objectives and goals in a game. A descriptor enables us to group a set of states based on a defined criterion. In practice, state descriptors can be added to the implementation easily as boolean functions that accept a state as input. They do not impose formal requirements on problem representation.

In Smart Blocks, state descriptors are defined by the designer. They are closely related to the game rules and player’s objectives. Therefore, they have a simple and intuitive form. A set of descriptors is generated by descriptor classes – their complete list is presented in Table II. They group states taking into account, for example, the colour of an agent, its position in a room, a gate state, or the goal accomplishment. Each game state can be partially depicted by a subset of descriptors that are satisfied at a given moment. For instance, a state can satisfy a group of three descriptors: \{agent 1 is in room 1\}, \{agent 1 is on trigger 3\}, \{gate 2 is open\}.

In general, the idea that stands behind state descriptors is to provide a degree of flexibility to the approach. A set of descriptors can be optimized for a problem by machine learning methods. It is the aim of the future study. However, here we use rigidly defined descriptors to focus on the heuristic and provide a proof-of-concept.

Each group of descriptors defines a subspace that covers a part of the state space. The more descriptors work together, the smaller part of the space they cover. Less detailed subspaces nest inside more detailed subspaces. The more general a group of descriptors is, the more children it has. However, it is assumed that state subspaces, covered by descriptors, are not
TABLE II
A LIST OF DESCRIPTOR CLASSES IN SMART BLOCKS

<table>
<thead>
<tr>
<th>Descriptor Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>agent [id] in room {nr}</td>
<td>informs whether a specified agent is placed in a defined area</td>
</tr>
<tr>
<td>agent [id] on colour portal {nr}</td>
<td>true if a specified agent stands on a defined colour portal</td>
</tr>
<tr>
<td>agent [id] has [R</td>
<td>G</td>
</tr>
<tr>
<td>agent [id] on trigger {nr}</td>
<td>true if a specified agent stands on a defined trigger</td>
</tr>
<tr>
<td>agents [id], [id] ... [id] stand together</td>
<td>valid while a specified list of agents stays on the same field</td>
</tr>
<tr>
<td>trigger {nr} is valid</td>
<td>informs whether a pattern of a specified trigger is satisfied</td>
</tr>
<tr>
<td>gate {nr} is open</td>
<td>true if a specified gate is open</td>
</tr>
<tr>
<td>gate {nr} is held</td>
<td>checks whether one or more agents is standing on a specified gate</td>
</tr>
<tr>
<td>goal ok</td>
<td>true if one of the agents reached the golden artefact; groups the goal states</td>
</tr>
</tbody>
</table>

required to nest each other fully, but they are allowed to intersect. The method of handling the intersections is provided later in the document.

Theoretical foundations and the algorithm of building a hierarchical model of the state space using state descriptors are presented in the following subsections.

A. Formalization

Below are the theoretical assumptions stated. They are required to discuss optimality of the introduced heuristic.

1) State Space: A classical planning problem can be formulated as finding a path between two arbitrarily specified states in an abstract state space. Let us define a state space as a directed graph \(G = (S, E)\), where \(S\) is a set of nodes and \(E\) is a set of edges. Each node \(s \in S\) is a system state represented by a tuple of state variables \(v\), Eq. 1:

\[s = (v_1, v_2, \ldots)\] (1)

Each edge \(e \in E\) has a transition cost \(c \in \mathbb{R}_{>0}\) associated with it. It is assumed that the state space is vast and the cost (or distance) estimate function \(\delta : S \times S \rightarrow \mathbb{R}_{\geq 0}\) between any two noncontiguous states is unknown or complex. Consequently, state search in the defined space is a nontrivial problem.

2) Plan Observations: A set of executed plans is provided by the system users. An observed plan is a sequence \(x_i \in X\) of state transitions, Eq. 2:

\[x_i = (s_1, s_2, \ldots, s_n),\] (2)

where \(s_1 \in S\) is an initial state, and \(s_n \in S\) is some goal state \((s_1 \neq s_n)\). Subsequent state nodes in the sequence are connected by edges.

It is assumed that the observed plans are valid but not cost-optimal. A set \(X\) of observations does not cover the entire state space, but it allows us to collect information about its structure.

3) State Descriptor: Let \(S_i \subseteq S\) denote a subset of the space states, and \(d_i : S \rightarrow \{0, 1\}\) is a function that determines membership of a state in this subset, Eq. 3:

\[S_i = \{s \in S : d_i(s)\}.\] (3)

Then, the function \(d_i \in D\) is called a state descriptor that classifies and groups states by their selected features. Thus, each state \(s_j \in S\) is assigned to a set \(D_j \subseteq D\) of descriptors that are valid for \(s_j\), Eq. 4:

\[s_j \Rightarrow D_j = \{d \in D : d(s_j)\}.\] (4)

Based on a set \(S_X \subseteq S\) of states appearing in a set \(X\) of plan observations, a set \(D_X\) of descriptor sets is extracted, Eq. 5:

\[D_X = \{D_j \subseteq D : s_j \in S_X\}.\] (5)

Descriptor sets enable us to discover a hierarchical structure of the state space, and they play an analogous role as transactions in data-mining.

4) Subspace Tree: State groups separated by descriptor sets are used to build a tree of state subspaces. A state subspace \(h_k \in H\) is a pair \(h_k = (D_k, p_k)\) comprising a set \(D_k \subseteq D\) of state descriptors together with an index \(p_k\) of a parent subspace. The set \(D_k\) determines a set \(S_k\) of states that belong to the subspace \(h_k\). The set \(S_k\) is the intersection of states grouped by each \(d_j \in D_k\), Eq. 6:

\[h_k = \langle D_k, p_k \rangle \Rightarrow S_k = \{s \in S : \forall d_j \in D_k d_j(s) \vee D_k = \emptyset\}.\] (6)

If a subspace \(h_i\) is a parent of a subspace \(h_k\), then the set of states covered by the child is a subset of the parent’s set, Eq. 7:

\[(p_k = i) \Rightarrow S_k \subseteq S_i,\] (7)

which is equivalent to Eq. 8:

\[(p_k = i) \Rightarrow D_k \supseteq D_i.\] (8)

Considering the parent-child relation, it is worth noticing that the implication operator does not have to be applicable in the opposite direction. In other words, a set of states representing a part of the space can be associated with more than one subspace, and thus it has more than one possible parent. For instance, the intersection \(S_i = S_i \cap S_j\) of descriptor sets \(D_i\) and \(D_j\) can be nested by \(h_i\) as well as \(h_j\). The selection of a parent subspace is disambiguated algorithmically.
B. Algorithm

The algorithm starts from collecting a set $D_X$ of all possible descriptor groups, which can be found in a set $S_X$ of observed game states. Additionally, the common parts of the groups that intersect are added to $D_X$. The nesting relations are then stored. Next, a tree structure is assembled by disambiguating the parent-child relations. The result is a tree expressed by a set $H = \{h_1, h_2, \ldots \}$ of subspaces, which models a hierarchical structure of the state space.

The basic steps of the algorithm are expressed in pseudocode in Alg. 1. The algorithm accepts a set of game states observed in a replay database as input. A state contains complete information about a temporary situation in a game. Global variables are declared in the context of all methods.

In the beginning, unique groups of descriptors are collected (line 2). In the same process, relations between the groups are determined. Next, based on these groups, a hierarchical model of the state space is built (line 8). The sorting in line 7 will be explained later.

**Alg. 1: BuildHierarchy (states)**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data: set of observed states</td>
</tr>
<tr>
<td>2</td>
<td>Result: hierarchical model of state space</td>
</tr>
<tr>
<td>3</td>
<td>global descriptorSets $\leftarrow \emptyset$</td>
</tr>
<tr>
<td>4</td>
<td>CollectDescriptorSets (states)</td>
</tr>
<tr>
<td>5</td>
<td>var root $\leftarrow$ (root, $\emptyset$)</td>
</tr>
<tr>
<td>6</td>
<td>global subspaces $\leftarrow {\text{root}}$</td>
</tr>
<tr>
<td>7</td>
<td>global usedStates $\leftarrow \emptyset$</td>
</tr>
<tr>
<td>8</td>
<td>var descriptorSetsSorted $\leftarrow \text{Sort} (\text{descriptorSets})$</td>
</tr>
<tr>
<td>9</td>
<td>foreach descSet $\in$ descriptorSetsSorted do</td>
</tr>
<tr>
<td></td>
<td>BuildSubspaces (descSet, root)</td>
</tr>
<tr>
<td>10</td>
<td>return root</td>
</tr>
</tbody>
</table>

At the beginning of the routine, unique groups of descriptors are collected by iterating over every input state (Alg. 2). A descriptor group consists of all the descriptors that are satisfied by a state (line 2). Observed descriptor groups usually overlap (as well as state subspaces). Thus, additional groups are created by intersecting new groups with the already observed ones (line 7), and then stored (line 9). An intersection of two descriptor groups separates a subspace that can be nested by the subspaces of both operands.

**Alg. 2: CollectDescriptorSets (states)**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>foreach $s \in$ states do</td>
</tr>
<tr>
<td>2</td>
<td>var newDescSet $\leftarrow$ DescriptorSetFromState ($s$)</td>
</tr>
<tr>
<td>3</td>
<td>if InsertDescriptorSet (newDescSet) then</td>
</tr>
<tr>
<td>4</td>
<td>var intersections $\leftarrow \emptyset$</td>
</tr>
<tr>
<td>5</td>
<td>foreach descSet $\in$ descriptorSets do</td>
</tr>
<tr>
<td>6</td>
<td>if descSet $\neq$ newDescSet then</td>
</tr>
<tr>
<td></td>
<td>intersections $\leftarrow$ intersections $\cup$ {descSet $\cap$ newDescSet}</td>
</tr>
<tr>
<td>7</td>
<td>foreach descSet $\in$ intersections do</td>
</tr>
<tr>
<td>8</td>
<td>InsertDescriptorSet (descSet)</td>
</tr>
<tr>
<td>9</td>
<td>return 1</td>
</tr>
</tbody>
</table>

It can be concluded that different game states represented by exactly the same groups of descriptors are redundant, and they do not contribute to the model. Therefore, only one state is sufficient for discovering a subspace. The more unique descriptor groups are observed, the richer the structure of the model is.

While the new descriptor groups are added to the list (Alg. 3, line 3), parent-child relations are assigned (line 4). A group of descriptors is a parent of another one if the first one is a subset of the second one. In other words, all descriptors from a parent group can be found in its child. In this relation, a parent will always cover an equal or bigger number of states than its child. The information about subspace nesting will be used in the next step.

**Alg. 3: InsertDescriptorSet (newDescSet)**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data: new descriptor set</td>
</tr>
<tr>
<td>2</td>
<td>Result: stores new descriptor set and assigns parent-child links</td>
</tr>
<tr>
<td>3</td>
<td>if newDescSet $\in$ descriptorSets then</td>
</tr>
<tr>
<td>4</td>
<td>descriptorSets $\leftarrow$ descriptorSets $\cup$ {newDescSet}</td>
</tr>
<tr>
<td>5</td>
<td>foreach descSet $\in$ descriptorSets do</td>
</tr>
<tr>
<td>6</td>
<td>if descSet $\subseteq$ newDescSet then</td>
</tr>
<tr>
<td></td>
<td>descSet.children $\leftarrow$ descSet.children $\cup$ {newDescSet}</td>
</tr>
<tr>
<td>7</td>
<td>else if newDescSet $\subseteq$ descSet then</td>
</tr>
<tr>
<td></td>
<td>newDescSet.children $\leftarrow$</td>
</tr>
<tr>
<td></td>
<td>newDescSet.children $\cup$ {descSet}</td>
</tr>
<tr>
<td>8</td>
<td>return 1</td>
</tr>
</tbody>
</table>

Having prepared such a set of descriptor groups, we can proceed with assembling a data structure that expresses a hierarchy of state subspaces – Alg. 4. Each state subspace is created based on a corresponding descriptor group. State subspaces maintain the same parent-child relation as descriptor groups. At this point, the relation links are copied and disambiguated. A descriptor group may have many possible parents if the group is a product of the intersection operation. However, a subspace in a tree can have only one parent, and it can appear in the structure only once.

In the process of disambiguation, each subspace receives one parent. The process must be performed in a certain order. For instance, if a small subspace is attached to a big one too early, we may lose an opportunity to add an intermediate layer. Therefore, the procedure begins from bigger subspaces that nest the largest number of smaller subspaces. To do so, each time a list of descriptors is sorted descending by the number of unassigned descendants (children, grandchildren, etc.) – line 7 in Alg. 1, and line 6 in Alg. 4.

The recursive procedure in Alg. 4 begins from the root, and it expands the children down to the tree leaves. A subspace can be added to the structure only if it nests (directly or through a descendant) at least one observed state that was not used previously (line 15). Otherwise, the subspace is discarded (line 32). Near the end of the procedure, if there is a subspace that holds a child subspace, and it contains any states at the same time, an additional subspace is created inside the scope of the current subspace to take over these states (line 21).
Alg. 4: BuildSubspaces (descSet, parent)

Data: descriptor set and its parent subspace

Result: subspace tree

1. if descSet ∈ usedDescSets then
   return 0
2. usedDescSets ← usedDescSets ∪ {descSet}
3. var subspace ← (descSet, parent)
4. var anyStateInChild ← 0
5. var descriptorSetsSorted ← Sort (descSet.children)
6. foreach childDescSet ∈ descriptorSetsSorted do
   if BuildSubspaces (childDescSet, subspace) then
     anyStateInChild ← 1
7. var anyStateHere ← 0
8. foreach s ∈ descSet.states do
   if s ∉ usedStates then
     anyStateHere ← 1
     break
9. if anyStateInChild ∨ anyStateHere then
   subspaces ← subspaces ∪ {subspace}
10. parent.children ← parent.children ∪ {subspace}
11. if anyStateHere then
   var leaf ← subspace
   if anyStateInChild then
     leaf ← (descSet, subspace)
     subspaces ← subspaces ∪ {leaf}
   subspace.children ← subspace.children ∪ {leaf}
12. foreach s ∈ descSet.states do
   if s ∉ usedStates then
     usedStates ← usedStates ∪ {s}
     leaf.states ← leaf.states ∪ {s}
     s.subspace ← leaf
     if IsGoal (s) then
       leaf.hasGoal ← 1
13. return 1
14. else
   delete subspace
15. return 0

This action ensures that the states are placed only in leaf subspaces. Observed states are assigned to leaf subspaces in line 27. Finally, subspaces that contain goal states are marked (line 29).

The next section explains how the resulting structure can be utilized in planning.

V. HIERARCHICAL SPACE BASED ESTIMATE

In a planning task, the least expensive (shortest) path between an initial state and any state that satisfies the goal is being searched. In our case, the result is a sequence of actions that solves a stage consuming the least amount of energy.

In the considered problem, the best performance can be achieved by applying the A* algorithm [29]. However, it requires a heuristic estimate function to approximate the distance to the goal. Providing such an estimate is not an easy task. In Smart Blocks, it is difficult because the progress of solving a stage is hard to measure. The problem structure makes relaxation heuristics futile, which was explained in Section III.B. The goal progress could be calculated using the designer's knowledge about all possible solutions of a level. In this benchmark environment, a solution pattern can be generated, but in real problems, it is an unrealistic assumption.

Our idea is to use a hierarchical state-space model to roughly estimate how close a state is to the goal. The distance is calculated based on the number of parent subspaces that a state shares with the nearest goal subspace. The more mutual nodes in a tree they have, the closer to the goal the state is. It is an abstract measure. It supports state search by leading it to more promising regions of the state space.

Fig. 2 provides a visual example of state search that uses information stored in the hierarchical model of the state space. In the picture, the state search begins in the bottom left corner of the figure, and it ends in the top right one. The initial state shares only one parent (the root) with the goal subspace (marked as the bold rectangle). At this point, there are four possible state transitions. One of the subsequent states shares two parents with the goal subspace. This one has a higher priority, and it should be expanded next. The procedure is repeated until the goal subspace is reached.

The formula for calculating the proposed Hierarchical Space Based Estimate (HSBE) is defined in Eq. 9:

$$
\Delta(s) = 1 - \frac{\max_i \left( |\text{parents}(s) \cap \text{parents}(g_i)| \right)}{d},
$$

where:

- $s$ is a state,
- $g_i$ is a goal subspace (one of many),
- $d$ is a depth of a hierarchical space tree,
- $\text{parents}(\cdot)$ is a function that returns a set of parent subspaces up to the root,
- $\max(\cdot)$ iterates over all goal subspaces and returns the biggest value.

First, the method finds a parent subspace for a state. It is a leaf subspace with the biggest number of descriptors that match the state. Then, the method collects a set of parent
subspaces of the state (up to the root). The set is intersected
with a chain of subspaces from the root to a goal subspace
(inclusively). The two sets are intersected to count the number
of shared subspaces. The number is divided by the tree depth
to normalize the outcome. If there is more than one goal
subspace, the most promising one is chosen. The range of $\Delta(\cdot)$
is in $[0, 1]$. The normalized value can be scaled by a minimum
transition cost in a state-space graph to ensure that the heuristic
never overestimates the cost. Therefore, it is admissible. It
should be emphasized that the discussed admissibility is the
property of a heuristic that ensures optimality in a state space
that does not contain negative cycles, as it was assumed in the
formal description.

The main operation of the estimate is tree search, and
its computational complexity is logarithmic. A tree structure
enables us to quickly collect a chain of nodes between a leaf
and the root. In addition, parents of goal subspaces can be
stored before the planning phase. Finding a parent subspace
for a newly expanded state is linear in the number of leaf
subspaces. A significant impact on the computational overhead
has the operation of set intersection, which is frequently used.
Complexity of this operation depends on the implementa-
tion [30]. With some effort, it can be done efficiently.

VI. EXPERIMENTS

The goal of this study was aimed at checking whether
this early concept of a planning method is worth further
development. The proposed method is intended for problems
in which a heuristic is unavailable, ineffective, or characterized
by a high computational complexity [31]. Therefore, Dijkstra’s
algorithm was chosen as a reference [24]. The algorithm is
often used as a benchmark, because it is optimal and represents
the worst-case scenario in domain-independent planners [32].

The performance of the methods was measured by:
- the number of iterations in the main loop,
- the number of visited states,
- the maximum size of the state queue (the open set),
- the mean wall-clock execution time.

The results are presented in Table III.

The experiments were conducted on a typical hardware
setup: Win 7 x64, Intel i7 @ 3.4 GHz, 8 GB RAM. The
wall-clock times were measured for the state search procedure
in the main loop. For Dijkstra’s algorithm, the measurements
were simply averaged from 10 runs. However, HSBE relies on
a subspace tree. It can have different sizes, because it can be
built from different numbers of plan traces. Thus, the smallest
subset of the collected plan traces, which was necessary to
obtain full efficiency, was used. Usually, 10% of the set was
enough. The subset was chosen randomly, and the procedure
was repeated 10 times.

The tests were conducted for the first six game levels.
The remaining levels are more complex, their state spaces
are larger, and the number of states grows very rapidly. The
explosion of states is caused by a bigger number of dynamic
objects on the stage. The experiment could not be finished in
an acceptable time on the present hardware. However, these
levels are somewhat analogous to the preceding ones, and their
contribution should not conflict with the initial results.

As expected, the compared methods are equal in the quality
of returned solutions. For most of the levels, they provide cost-
optimal plans. The exception is level 5 and 6 (compare with the
replay statistics in Table I). A slight deviation from the optimal
paths is observed. These two levels contain energy cells, which
introduce negative-cost transitions to the state-space graph. In
this case, solution optimality is not ensured by the algorithms,
and the returned solutions may vary depending on the order
of states in the queue.

The discussion regarding the performance should begin
from comparing the execution times and the number of visited
states. In most cases, A*+HSBE is slower than Dijkstra’s
algorithm. This is caused by the fact that the researched heuris-
tic uses many operations involving complex data structures,
while Dijkstra’s algorithm is all about adding and removing an
item from a queue. On the other hand, the proposed method
is characterized by a smaller number of visited states. The
execution times include the time of visiting states and the
overhead of the method. The more expensive visiting a state
is, the lesser part the overhead in the execution time has.

For instance, let us consider level 5. Dijkstra’s algorithm
is approximately two times faster than A*+HSBE, but it also
visits twice as many states. If the cost of visiting a state
was tripled, then both algorithms would have almost the same
execution time. A*+HSBE is faster if the number of states
exceeds this threshold.

The reduction of visited states increases for the larger game
levels. The density of the state space division is constant, and
it might be too sparse in the simpler ones. If the partition of
the state space is low then the heuristic is less informative. On
the other hand, if it is too high, then the overhead is considerable.

In the final part of the study, the relation between the
number of plan traces, used for building the hierarchical
model, and the performance of the proposed method was
examined. The experiment was conducted for level 5, and
the results are shown in Fig. 3. The subsets of replays in the
database were chosen randomly, the process was repeated 10
times, and the measurements were averaged. The quality of the
returned solutions remains constant. The reduction of visited
states increases as the number of plan traces grows. It appears
that a small number of observations is sufficient to discover a
large part of the subspace tree. Similar results were observed
for the remaining game levels.

Although, the results do not show incontestable superior-
ity of the proposed heuristic over the algorithm used as a
benchmark, it should be noted that applying the method in
practice may be justified by the reduction of the search space.
The profit of employing the introduced approach depends
on the computational cost of visiting a state in a particular
system. For simple planning problems, the execution time of
a complex method can take longer than using a trivial state-
search algorithm. Smart Blocks as a testbed environment is
characterized by a medium-size state space and a very light
state so that the experiments could be conducted swiftly,
### TABLE III
**Comparison of Dijkstra and A*+HSBE (the last two columns correspond to both methods)**

<table>
<thead>
<tr>
<th>Level No.</th>
<th>Algorithm iterations</th>
<th>Visited states</th>
<th>Max. queue size</th>
<th>Avg. execution time [ms]</th>
<th>Solution length</th>
<th>Solution energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>164</td>
<td>153</td>
<td>180</td>
<td>163</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>(-6.71%)</td>
<td>(-9.44%)</td>
<td>(-12.72%)</td>
<td>(-9.44%)</td>
<td>(+0.00%)</td>
<td>(+0.00%)</td>
</tr>
<tr>
<td>2</td>
<td>5271</td>
<td>4538</td>
<td>5800</td>
<td>5062</td>
<td>593</td>
<td>593</td>
</tr>
<tr>
<td></td>
<td>(-13.91%)</td>
<td>(-12.72%)</td>
<td>(-12.72%)</td>
<td>(-12.72%)</td>
<td>(+0.00%)</td>
<td>(+0.00%)</td>
</tr>
<tr>
<td>3</td>
<td>825193</td>
<td>747690</td>
<td>885508</td>
<td>806562</td>
<td>58866</td>
<td>58874</td>
</tr>
<tr>
<td></td>
<td>(-9.39%)</td>
<td>(-8.92%)</td>
<td>(-8.92%)</td>
<td>(-8.92%)</td>
<td>(+0.01%)</td>
<td>(+0.01%)</td>
</tr>
<tr>
<td>4</td>
<td>1098</td>
<td>440</td>
<td>1608</td>
<td>930</td>
<td>493</td>
<td>493</td>
</tr>
<tr>
<td></td>
<td>(-59.93%)</td>
<td>(-42.16%)</td>
<td>(-42.16%)</td>
<td>(-42.16%)</td>
<td>(+0.00%)</td>
<td>(+0.00%)</td>
</tr>
<tr>
<td>5</td>
<td>32609</td>
<td>15341</td>
<td>38025</td>
<td>17865</td>
<td>3545</td>
<td>2571</td>
</tr>
<tr>
<td></td>
<td>(-52.95%)</td>
<td>(-53.02%)</td>
<td>(-53.02%)</td>
<td>(-53.02%)</td>
<td>(-27.48%)</td>
<td>(-27.48%)</td>
</tr>
<tr>
<td>6</td>
<td>19973</td>
<td>12174</td>
<td>29549</td>
<td>19539</td>
<td>7423</td>
<td>7367</td>
</tr>
<tr>
<td></td>
<td>(-39.05%)</td>
<td>(-33.88%)</td>
<td>(-33.88%)</td>
<td>(-33.88%)</td>
<td>(-0.75%)</td>
<td>(-0.75%)</td>
</tr>
</tbody>
</table>

**Fig. 3.** The set of charts shows the statistics of A*+HSBE for level 5 depending on different numbers of replays used for building a subspace tree.

However, for real planning problems, if the state space is vast and visiting a state is expensive then the method is most certainly worth applying.

### VII. CONCLUSIONS

The original contribution of this paper is a new method of building the hierarchical model of the state space from game replays. Information stored in the model represents general knowledge about the structure of the state space. The method accepts executed plan traces as input. The observations are not required to be annotated by experts. The model abstracts from state representation methods. It relies on state descriptors that refer to selected features of a state, and their form is unrestricted. It does not oblige system designers to rewrite a planning problem in PDDL. Instead, they can use the original implementation of a game. It is more convenient and efficient.

The method is used for grouping states hierarchically, and it relies on hyperspace nesting. The proposed heuristic estimates the distance between any two states in the state space to effectively guide the state search towards the goal and reduce the search space. It is intended for difficult cases in which a heuristic estimate of distance in a state-space graph cannot be easily provided and domain-independent heuristics are inefficient.

The proof-of-concept was validated using Smart Blocks. It is a testbed environment designed for conducting experiments that involve game replay analysis. The game is modeled as a variant of a multi-agent system. It enables a researcher to focus on classical planning problems. Unlike commercial games, it comes with tools that simplify method testing.

It should be emphasized that the approach is general. Formal assumptions of the method, which include the planning problem definition and the model of the hierarchical state space, are abstract. The same rule applies to the introduced algorithms, because they do not assume any specific properties of the system in which a planning problem is solved. Although the method relies on state descriptors that were implemented according to domain-specific knowledge for this particular study, their formal form is abstract, and it is possible to extract them automatically (see the Future Work section). To summarize, the approach can be applied to any classical planning problem for which input observations are available.

### VIII. FUTURE WORK

The presented results mark an important milestone in the development of the approach. There are still many opportunities for improvement, but their examination is a rather large undertaking. This section outlines possible development directions.
In the course of ongoing research, it has been discovered that a concept (Galois) lattice is a more suitable model for expressing relations between state subspaces [33]. In a hierarchical structure described by the lattice, the intersection of state subspaces has many parents, rather than a single one like in the tree structure. Formal foundations of the Formal Concept Analysis (FCA) are consistent with the descriptors introduced in the discussed model of the state space. Thus, a lattice can be built by an algorithm commonly used in FCA [34]. Preliminary study results show a good performance of a heuristic supported by this model. Therefore, a tree will be replaced by a lattice in the subsequent study.

At the current stage of development, issues related to processing a very large replay database have not been taken into account. It is a secondary problem because the process is separated from planning, and its execution time is acceptable. Nonetheless, pruning methods that protect against the overgrowth of the structure should be researched.

Reduction of the search space depends on the quality of the space division. The algorithm for building a hierarchical space model ensures that the formal assumptions are satisfied. However, the division quality is affected by state grouping, which is handled by state descriptors. Adapting state descriptors automatically can lead to better results. The research is aimed at inventing an adaptive descriptor model that can be tuned by machine learning methods.
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Abstract—Game theory is a tool that may be used to model a player as an intelligent being – one who seeks to optimize his own performance while taking into account the performance of his opponent. However, it is often challenging to apply the theory in practice. In the naval environment, this approach may be used, for instance, to find the best strategy for an Autonomous Underwater Vehicle (AUV) while considering the intelligence of the submarine opponent. Classic approaches based on Minimax suffer from an explosion of states, and they are difficult to use in real-time. The paper introduces an approach that improves the Minimax algorithm in a complex naval environment. It assumes limited and scalable computational resources. The approach takes advantage of a flexible utility function based on a neural network with parameters tuned by a genetic algorithm.

I. INTRODUCTION

An Autonomous Underwater Vehicle (AUV) is a robot that travels underwater (Fig. 1)[1]. Compared to other Unmanned Underwater Vehicles (UUVs) such as Remote Operating Vehicles (ROVs), it is not guided by an operator. AUVs are mostly employed in the field of oceanography and are beginning to be considered for military use [2]. For instance, they can be used for patrolling and monitoring the vicinity of a naval port, or for supporting a surface platform in its search for a submarine. An AUV has an advantage over an ROV because it does not reveal its location by continuous communication with an operator.

A submarine is a very difficult opponent to detect because of its ability to exploit the complicated nature of underwater sound propagation. As a result, it can stay hidden for a long time owing to its superior endurance and speed. By comparison, an AUV has limited mobility, sonar capabilities, computational power, and battery life. More importantly, a submarine is commanded by qualified personnel making it a deliberate and intelligent competitor. Therefore, the robot controller must meet high requirements. AUV’s software should provide as much intelligent behavior as possible to mitigate its limited resources.

In order to maximize the ability of the AUV to detect the submarine, we consider here a bistatic sonar employment. This means that the sonar source and receiver are separated – rather than collocated on a single platform in the more traditional monostatic case. In this study, the sonar source...
is in a fixed location while the receiver is assumed to be a linear array of hydrophones towed by the AUV. Importantly this means that the AUV can receive bistatic sonar contacts – with range and bearing information – without needing to transmit. Sonar transmissions are easily counter detected by a submarine, thereby revealing the location of the asset and allowing the submarine the opportunity to evade.

To achieve an efficient strategy model for an AUV, it must be validated against a challenging foe. Thus, to find the best strategies for both naval units we use game theory [4]. The problem is described as a naval version of a pursuit-evasion game. The players hold different properties; therefore, a skirmish is asymmetrical. It is a multistage non-zero-sum game placed in a complex environment with uncertainty and incomplete information about the game state. The non-zero-sum assumption is introduced because the players may have specific and unique objectives. In addition, having a limited access to information about an opponent’s state, they might unconsciously cooperate in some cases.

Finding the game equilibrium, which is the problem solution, is a difficult task. In theory, the game should be defined as an extensive-form game. However, adding equivalent state nodes that denote the space of hidden possibilities would greatly increase the problem complexity by extending the game tree, which is already very large. In other words, it is nearly impossible to traverse the entire game tree (extensive or not) in practice. The approach considered here is to employ a pure strategy form of a sequential game with discrete time.

Another complication is that each player receives input that is not readily convertible to a utility value, which expresses how desirable a given state is for a player. There is a significant distance in the state space between actions in the past and their real effect in the future.

In our work, we solve the problem by using a flexible and trained utility function model that is optimized according to specified criteria. A utility function then converts player’s input into a utility value of the game state. Both players use the Minimax decision rule to choose the best action. They have their own utility function model that is tuned to gain the best outcome assuming that an opponent is doing the same. In the presented approach, a neural network was chosen as the utility modeling function [5]. Its weights are trained by a genetic algorithm to maximize each player’s fitness [6]. The fitness is calculated taking into account the players’ objectives.

In the following section, a general overview on the proposed method framework is introduced. Next, a short survey of the existing works related to the stated problem is provided. Subsequently, important properties of the naval environment are described. The following part of the document provides formal foundations and describes the problem as a pursuit-evasion game. Next, naval players are characterized, and their cost functions are defined. A utility function model and its training method are presented in the next part of the document. Finally, results of the experimental study are collated and described.

II. METHOD OVERVIEW

This section provides a general overview on the proposed approach. It briefly summarizes the method framework and its components (Fig. 2).

Method Overview

The proposed method searches for the optimal strategies of players operating in a simulated environment. The problem description uses game-theoretic formalism to model the naval environment as a game. The solution is a saddle-point equilibrium. It is a state in which no player can gain by changing his strategy. In accordance with theoretical foundations, it is assumed that players are rational. The quality of a strategy is represented by its cost value. It is an accumulative cost calculated for a sequence of states from an initial state to a final one.

For the adopted game model, an optimal strategy is expressed by the Minimax decision rule. Application of the algorithm is not straightforward, because a utility value for a given game state is unknown. The utility is a system-wide feedback to the Minimax algorithm. In this approach, a utility value is returned by the output of a multilayer neural network, which is employed as a utility function. Its input is fed with a game state perceived by a player. Each player has a separate neural network, because the players have different capabilities, and they do not share the same view of the environment and its state.

Because the desired (optimal) output of a neural network is unknown, weights inside the network are tuned using an evolutionary approach, rather than the backpropagation learning algorithm. In this method, a genetic algorithm optimizes the cost of the Minimax strategy, which is guided by the output of the neural network. The evaluation procedure requires the game to be simulated over a number of steps. During the optimization process both players improve their strategies until
they reach the equilibrium. It is a theoretical state in which the players have found their optimal strategies.

III. STATE OF THE ART

The problem stated in this work is fresh and specific. In the literature, there is a range of works directly addressed to this field but not this particular problem. Most of the papers discuss fundamental issues related to the naval environment [7]. One of the most elementary is modeling of underwater signal propagation and communication [8], [9]. Another is a classic flaming datum problem, in which a fleeing submarine is relocated after momentarily revealing its position [10].

Modern navies are beginning to procure and test multistatic sonar systems at sea. Locations of the sensors are optimized based on a game-theoretic approach, and their efficiency is evaluated in the previous works [11], [12]. Recent technological progress enables us to employ an AUV as a mobile signal receiver instead of using a fixed-position sensor [13]. Despite the fact that an AUV can be considered as a more effective tool against a submarine, the topic is rarely undertaken so far. Related works are focused on the problem of building a probability density map of possible locations of an opponent [14]. Many of the approaches employ simplified behavioral models [15], rather than considering the best strategies for both players and optimizing towards the equilibrium.

Solutions designed for similar problems are often bounded to their domains and cannot be directly applied to this specific case [16]. They are intended for less demanding environments. In the air, aerial vehicles can easily communicate with the command and exchange information. They rely on radar and visual information, which can be processed more efficiently than sonar input. Underwater communication is slow, has a very limited bandwidth, and above all, using it immediately exposes the location of a vehicle to an opponent. Underwater vehicles exploit properties of underwater signal propagation to remain stealthy. They must plan their route very carefully while drones can maneuver more freely, because their environment is mostly uniform. A very limited computational power makes it impossible to run an expensive optimization process on-board while the requirements regarding the method are still high.

The discussed problem is focused on tracking and spying an intelligent enemy unit, rather than patrolling or engaging in combat according to a clearly defined protocol. The task is specific, and it consists of a range of problems that are not addressed by the works related to autonomous vehicles.

The proposed method is based on a known idea of employing an evolutionary algorithm for finding an optimal strategy in game theory [17], [18]. In these works, a population of agents is optimized to achieve the best performance against an opponent who is following a defined strategy. However, that approach cannot be employed in this case, because the behavior of an opponent cannot be easily described by a closed set of rules. Here, both competing sides are optimized simultaneously. To avoid executing an expensive optimization process on-board, the optimization is aimed at tuning a neural network that is used for evaluating the game state and computing utility (reward). The neural network plays the role of a utility function in an on-board decision process. In the light of the above facts, the problem setup and solution are considered as original.

IV. NAVAL ENVIRONMENT

The underwater environment in which our scenario takes place is both harsh, from a technological standpoint, and complex in terms of the physics that govern the propagation of sound used to detect a submarine [8]. The performance of a sonar system is a complex function of transmission loss, reverberation levels and noise levels, all affected by various oceanographic, surface, and bottom parameters. Not least of which is the sound speed profile within the water column which causes a bending of the sound propagation paths and can result in large regions of water from which sound may be diverted. These shadow zones may then be exploited by an intelligent submarine greatly decreasing its chance of being detected.

The eventual signal-to-noise ratio (SNR), the primary metric used to assess the probability of detecting a submarine by sonar, depends on water temperature and salinity, surface roughness, depth, and shape of the sea bottom. This study considers the use of multistatic sonar whereby performance is a function of the specific geometry between the separated sonar source and receiver (in this case the AUV) together with the submarine location. As a result, detailed (and time consuming) acoustic propagation models are required to accurately predict multistatic sonar performance within range-dependent environments.

Irrespective of the complexities of actually detecting a submarine, the simple operation of an AUV in the ocean also has its challenges. In addition to basic underwater physics, the AUV has limitations imposed on its motion trajectory due to the stability of its receiving array of hydrophones [19]. The complicated propagation effects already discussed also serve to limit the ability of the AUV to send and receive messages through the water. This is in fact a driving force behind the need for better autonomous decision making – since the vehicle cannot rely on regular intervention by operators.

The goal of this study is to provide a proof-of-concept and consequently, some simplifications are introduced to avoid vast computations, which significantly improves the computation time of the experiments. The system is modeled in such a manner that a general characteristic of the underwater environment is captured. Earlier experiments have shown that the acoustic model is a bottleneck for the calculations. It was replaced by a set of rules that cover only the general features.

The operational area is rectangular, and it contains the players’ start positions, signal source position, and mission area, which is circular (Fig. 3). It is assumed that the mission area holds an objective that is important to a submarine. The objective is accomplished if the unit closes to within a defined radius of the goal. In the meantime, the AUV’s objective is to keep as close as possible to the submarine. While the AUV is
Fig. 3. The image presents an example of game arrangement. The objective of a submarine is to travel to the mission area. The AUV’s objective is to be in close surroundings of the opponent. The nearer a unit approaches the signal source, the easier it can be detected.

not intended to prosecute the submarine, thereby preventing it reaching its mission goal, it should nevertheless detect its presence and alert the defenders as soon as possible. Both players benefit from staying undetected. However, the players have different priorities, so the zero-sum property is not valid in this case.

V. GAME THEORY

The pursuit-evasion game (PEG) is a well-known problem in the class of differential games in game theory [20]. It is often referred to as a simple lion-zebra or cop-robber case.

Let us define a naval version of PEG as a state-feedback discrete-time dynamic game with two non-cooperating players, where $P_1$ is a pursuer (AUV) and $P_2$ is an evader (a submarine) executing actions sequentially in each game stage $k$, Eq. (1):

$$a(k) = \begin{cases} a_k^1 & \text{if } k \text{ is odd} \\ a_k^2 & \text{if } k \text{ is even} \end{cases}$$

where $a(k)$ is an action at stage $k$, $a_k^1$ is $P_1$’s action, and $a_k^2$ is $P_2$’s action. The game corresponds to dynamics of the form (Eq. 2):

$$s_{k+1} = \Delta_k \left(s_k, a(k)\right), \quad \forall k \in \{1, 2, \ldots, K\},$$

where:

- $s_k$ is an entry state node at stage $k$;
- $\Delta_k$ is a transition function modeling dynamics at stage $k$;
- $K$ is a finite time horizon.

A finite horizon stage additive cost is (Eq. 3):

$$\sum_{k=1}^{K} c_k \left(s_k, a(k)\right),$$

that $P_1$ wants it to minimize, and $P_2$ wants it to maximize. A state-feedback information structure corresponds to policies of the form (Eq. 4):

$$a_k^1 = \gamma_k(s_k), \quad a_k^2 = \sigma_k(s_k),$$

where $\gamma$ and $\sigma$ are state-feedback policies for $P_1$ and $P_2$, respectively. The corresponding value of the cost in Eq. 3 for the policies is denoted by $C(\gamma, \sigma)$. A saddle-point pair of equilibrium policies $(\gamma^*, \sigma^*)$ satisfies (Eq. 5):

$$C(\gamma^*, \sigma^*) \leq C(\gamma^*, \sigma) \leq C(\gamma, \sigma^*), \quad \forall \sigma, \gamma.$$ (5)

For games with a finite state space, an optimal policy cost can be found using Minimax Theorem. It is solved algorithmically. However, the players perceive the state differently, and they do not have strictly opposite objectives. Therefore, the game is not considered as zero-sum. For this reason, Alpha-Beta pruning, which would reduce the complexity, cannot be applied [21].

VI. NAVAL PLAYERS

Each player has a set of discrete move actions to choose in his turn. For the sake of simplicity, a move action can be executed with a finite number of speeds and headings (Eq. 6):

$$a(k) \in \{\vec{m}_0, \vec{m}_1, \ldots, \vec{m}_n\}, \quad \vec{m} = s \ast \vec{h},$$

where $\vec{m}$ is a move vector as a product of scalar speed $s$ and unit heading vector $\vec{h}$. In order to avoid inaccuracy and provide more flexibility, player coordinates are expressed by floating point values rather than grid cells. Units cannot currently change depth.

To imitate sonar features, both detection and counter detection ranges were introduced. A naval player does not have access to information about his opponent as long as the distance between them is bigger than the opponent’s detection range. The detection range is not constant, and it changes depending on the distance to the signal source. The closer to the source, the more acoustic energy is reflected by a naval unit and so it is easier to detect. The signal source can be received from a far distance and, therefore, its position is always known to all players.

At some point, the algorithm must estimate the opponent’s actions to calculate utilities of the future states. Unfortunately, it cannot be easily done if a player does not know the exact position and heading of the opponent. To deal with the problem an approximate map of possible locations of the opposing unit is generated based on its operational range (Fig. 4). The operational range is a circular area placed in the center of the last revealed position with a radius equal to the maximum distance the unit could travel since the last contact time. The map of possible states of an opponent is limited by the complexity of the algorithm.

VII. COST

A cost value describes how well a player performed during the whole game. AUV is referred to as a pursuer whose behavior is characterized by minimizing the distance to its opponent. The pursuer minimizes cost for staying within a specified range to an evader. The robot is penalized if
Fig. 4. The picture shows how the algorithm handles limited access to information about the current state of the opponent. The big circle on the left is the actual location of the submarine. The rectangle on the opposite side is the AUV. Small shapes represent their possible positions in the next game step. The state of the player on the left is exposed while the opposite player stays unrevealed, but his last position is known. A map of several possible positions inside the operational range of the hidden player is generated.

Its position is revealed. Formally, the cost for the AUV is calculated by the following formula (Eq. 7):

$$C_1(k) = C_1(k - 1) + d_o + \begin{cases} b_1 & \text{if } d_o \leq r_1 \\ 0 & \text{otherwise} \end{cases} + \begin{cases} p_1 & \text{if } v_1 = 1 \\ 0 & \text{otherwise} \end{cases}, \quad (7)$$

where:
- $k$ is a game stage number,
- $C_1(\cdot)$ is the pursuer’s (AUV) cost function,
- $d_o$ is a distance to the opponent,
- $b_1$ is an award given to the pursuer if distance $d_o$ is smaller than threshold $r_1$,
- $p_1$ is a penalty if the pursuer reveals his position to the opponent,
- $v_1$ is the pursuer’s state of visibility to the opponent.

By analogy, the submarine is referred to as an evader who maximizes the distance to his opponent and moves towards the mission area. If the unit is sufficiently close to the mission, a positive cost is awarded. Whenever a player is exposed to his opponent, a penalty cost is applied. In order to clarify, the cost for the submarine is calculated by the following formula Eq. 8:

$$C_2(k) = C_2(k - 1) + d_m - d_m + \begin{cases} b_2 & \text{if } d_m \leq r_2 \\ 0 & \text{otherwise} \end{cases} - \begin{cases} p_2 & \text{if } v_2 = 1 \\ 0 & \text{otherwise} \end{cases}, \quad (8)$$

where:
- $C_2(\cdot)$ is the evader’s (submarine) cost function,
- $d_m$ is a distance to the mission center,
- $b_2$ is an award given to the evader if distance $d_m$ is smaller than threshold $r_2$,
- $p_2$ is a penalty if the evader reveals his position to the opponent,
- $v_2$ is the evader’s state of visibility to the opponent.

Cost parameters $b, r, $ and $p$ affect the behavior of players by defining objectives and their relative importance. Distance effects included in the cost functions serve to steer the training towards the desired outcome. Ultimately, award and penalty values drive the tactics of a player, and they can be adjusted to observe different behaviors.

VIII. Utility

The utility value of the game state is calculated by a neural network based on information held by a player. Among many benefits of neural networks is an application for non-linearly separable problems and generalization of acquired information [22]. In this study, Multi-layer Perceptrons (MLP) were used as a popular model often applied in a broad class of problems [5]. The neural network has three layers. It gives one hidden layer with eight neurons. The activation function is the hyperbolic tangent.

The model is fed by eight inputs provided by a player:
- angle and distance to the mission area,
- angle and distance to the signal source,
- angle and distance to the opponent,
- heading relative to the opponent’s heading,
- opponent contact – informs whether the opponent is revealed to a player or one of his possible states should be considered.

The input contains only relative values to ensure that as much general information as possible is acquired by the neural network. Thus, the training process is more efficient and less constrained to a particular case.

A. Minimax

Each player uses a classic Minimax algorithm with a limited depth of the state tree to choose the best action (Alg. VIII-A).

IX. Evolutionary Training

The utility function model (a neural network) is trained by a classic variant of a genetic algorithm [6]. It is a powerful tool suitable for complex optimization problems characterized by many local extrema. The algorithm optimizes a vector of neural network weights considered as a chromosome without further encoding. To evaluate an individual in a population, it must be decoded to his phenotype level, which means that a neural network is created based on his chromosome.

The optimization process is conducted according to the fitness function that is equal to the cost calculated for each player (Eq. 7 and Eq. 8). Because the players have different goals and fitness functions, the genetic algorithm (Alg. IX) holds two populations – one for each player type. An individual cannot be evaluated without an opponent. Therefore, these two populations periodically pass the copies of their best entities after a defined number of GA iterations. Each population adds a new opponent to a list, and the final fitness is the average cost achieved against a set of foes in the list. This is done to
Algorithm 1 Minimax (node, player, depth)
if depth ≤ 0 then
  ComputeUtilities (node)
  return nil
else if IsRevealed (player) then
  actions ← GetActions (player)
else
  actions ← GetPossibleStates (player)
end if
nextPlayer ← (player + 1) \% playerCount
for child in Expand (node, actions) do
  if bestChild = nil \lor GetUtility (bestChild, player) < GetUtility (child, player) then
    bestChild ← child
  end if
end for
if bestChild = nil then
  ComputeUtilities (node)
else
  CopyUtilities (node, bestChild)
end if
return bestChild

Algorithm 2 GeneticAlgorithm ()
populations ← {evaders, pursuers}
for pop in populations do
  Evaluate (pop)
end for
while g++ < generations do
  if g mod passBestPhase = 0 then
    PassBest (populations)
  end if
  for pop in populations do
    Select (pop)
    Cross (pop)
    Mutate (pop)
  end for
end if
for pop in populations do
  Evaluate (pop)
end for
end while

optimize against a variety of enemy strategies rather than a single one.

X. Experiment
The experimental study includes a series of tests carried out to validate the approach. This section describes one of those experiments that was aimed to check the characteristics of a medium-long training process. Thus, it should be emphasized that in the best case scenario obtained results may only represent a near-optimal solution. This study has been preceded by a series of short experiments to select the training parameters. Because of the scale of the problem and the large amount of data, this section includes only selected results regarding the optimization process of the players’ strategies.

Taking into account the nature of the research, realistic units of measure have not been preserved. They were adjusted to obtain easily observable behaviors and test the approach. In the experiment, a game arrangement is the same as presented in Fig. 3. However, the picture does not show an additional free space below and above the signal source placed in the center of the stage. A single game was simulated for a limited number of turns that was sufficient for both players to fulfill their objectives. A realistic degree of asymmetry between the players was set by giving to the submarine a better speed and the AUV greater stealth. Another difference is that the submarine is more interested in being undetected than the AUV. More detailed parameters of the experiment setup are provided in Tab. I.

Training results are shown in Fig. 5 and Fig. 6. Surprisingly, training of both populations begins from a relatively high level of fitness. Notwithstanding, an initial population is random, and there is always a chance that one of population entities will accidentally advance to the goal. It is, however, a chaotic behavior, and it changes drastically depending on the input. Thus, any opponent reaction can cause that change.

Further fitness decreases are caused by filling the list of opponents with better enemies. New opponents are added to the list every 20 generations, which is referred to as the pass best phase in the algorithm. Sometimes the period between the transfers of the best entities is too short to invent a better opponent. Nevertheless, it prevents from overtraining to a current set of opponents, which evolve quickly. Forcing an entity to achieve the best average cost against a number of opponents allows it to acquire a more general strategy but may also cause conservative and protective behaviors.

While observing behaviors of both players at the end of the training, it turned out that they acquired interesting strategies. The submarine does not immediately proceed to the mission. First, it glides far below the source, where it has a good cover. Next, it quickly travels toward the mission. It can be said that the submarine takes advantage of its speed and lures the robot. The AUV is not able to catch up with the submarine nor detect the opponent near the mission, because the submarine visits the mission only for a short moment at the end of the game. On the other hand, the AUV tries to follow the trail of the submarine. The robot minimizes its distance to the opponent but never reaches a sufficient distance to receive an award.

During the experimental study, a number of long training runs have been conducted. However, the simulation progress and outcome turned out to be very sensitive to the random nature of the genetic algorithm. Therefore, it was difficult to observe regularity, and averaging results did not lead to clear conclusions. The results from long training runs are placed in Fig. 7 and Fig. 8. For some of the experiments, fitness tend to stabilize in time (Fig. 7) while in other cases, the balance was lost and the fitness of both populations fluctuated (Fig. 8).
The solution space is vast, and it has many local extrema. Therefore, it is difficult to clearly state if players could perform any better. Surely, training results may vary depending on the initial parameter setup. However, an important lesson is the training can be adjusted until a satisfactory outcome is achieved.

XI. SUMMARY

Through the training process, the players acquire knowledge that is encoded in the utility model. The knowledge can be used easily, requiring only reduced calculation. However, the information stored in a neural network cannot simply be exported to a human-readable form, unless it is a rule-based model. The study showed that the method can be successfully
used for observing how the system behaves depending on the game configuration.

Earlier studies have shown that the deeper Minimax algorithm penetrated a game tree, a more intelligent behavior of a player was observed, which is consistent with the theory. Also, it should be noted that the number of possible states of an unrevealed opponent taken into account by the algorithm has a congruent impact.

Another practical observation from the experiment is that the training phase is computationally expensive. Regardless of the fact that the implementation was using C++11 standard and calculations were efficiently distributed over several threads [23], the study was strongly impeded by time-consuming experiments. Accompanying tests proved that the process cannot be easily accelerated by GPU computing [24], [25]. The bottleneck is the Minimax algorithm that involves multiple calculations of the neural network’s output. Despite the fact that computations in each network layer can be parallelized by GPU, the gain compared to CPU calculations was hard to observe.

An important achievement in the experimental study is that the players’ strategies stabilize at some point. Strategies of competing players often oscillate when a pure-strategy equilibrium cannot be found. Although the stabilization is only one of the conditions that have to be satisfied to obtain a good solution, this should be considered as a significant success.

XII. FUTURE WORK

From a theoretical point of view, adopting a pure strategy may not be the most suitable model for this game. Nonetheless, it is one of the simplest approaches, and proved to be sufficient. One of the interesting directions is to check a mixed strategy and stochastic decision rules. Subsequently, player positions and environment parameters should be randomized. Undoubtedly, it will substantially increase the training process since additional evaluation repetitions are required to obtain an acceptable statistical significance level. However, the new model addresses environments with uncertain information, and it should give better results.

Because of the overall problem difficulty, the initial study has employed very basic tools that are commonly used in the field of computational intelligence. In the next step, it would be beneficial to use Minimax hybrids to increase the performance of the tree search [26]. Deep Learning methods could be applied to improve the training process and the generalization capabilities of a neural network [27].

At the current stage of development, the system cannot be used for building a universal model of AUV strategy that could...
be tested on actual hardware. Preparation of a reliable strategy requires a well-organized training process. The training should therefore introduce more realistic environmental parameters and cover various game scenarios including different player and mission arrangements. It should also simulate noisy and misleading information. Therefore, one of the primary goals and mission arrangements. It should also simulate noisy and misleading information. Therefore, one of the primary goals is employing an accurate model of underwater signal propagation. It should be emphasized that the quality of the system must be evaluated according to the military knowledge and real-life scenarios.
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I. INTRODUCTION

ONE OF the first steps in the exploration of a data set consists in grouping similar data. For this purpose, lot of clustering methods are proposed in literature to detect clusters within a dataset. The methods often fail when there is neither a minimal assumption on the clusters nor a minimal model of the clusters. For instance the classical k-means method [8] assumes both that data could be grouped around mean values or mean vectors and that the number of clusters is known. Unfortunately the first assumption leads to important constraints on the shape of the clusters in the data space and this condition is seldom corroborated. Other approaches of clustering are based on links between data. The hierarchical agglomerative clustering methods are probably the most known methods for exploring the datasets using such links. The links are usually drawn from pairwise comparisons between data and they are based on distances or pseudo-distances [4]. But the pairwise comparison between data and the importance of the links depend heavily on context where data lies. Indeed the ranges of values of a comparison index could change when data are not in the same clusters. In other words, the links could be well suited to connect two data in one cluster and they are not adapted for the other clusters. Thus this paper proposes a new way to define the links between data through the ranks to overcome this constraint of cluster context.

We propose to analyze a dataset through methods of the social choice theory where data plays both the role of a candidate and the role of a voter [5]. The social choice inspired approach brings a metaphorical meaning that help to understand the concepts (as in bioinspired or human-inspired algorithms [10]).

The candidates are ranked by the voters and each voter gives a score to each candidate according to his ranking. Then the scores of the voters are aggregated using generally the sum of scores obtained by the candidates. In the classical procedure of election, each voter has the same weight in the aggregation. Thus this procedure is the same for all clusters. In this paper the election procedures differ from one cluster to another. We propose one specific election for each voter based on his preferences (i.e. one election per voter). The voters of these elections have weights computed by comparison of their respective behaviors. The weights differ from one election to another. The links between data are defined using these elections where each voter selects one candidate for representing itself within the dataset. The chainings between the voters and their representatives define data communities. Thus the partitions of the dataset with these communities give us a new way to explore the dataset.

The following section describes the procedure of election that we propose in this paper. It leads to a graph that permit us to structure the dataset. Then we study and we assess this method for structuring a dataset. Finally we discuss and we conclude this work.

II. DATASET AND VOTERS

A. Collective preference

Let $\Omega$ be a dataset with $n$ elements:

$$\Omega = \{X_1, X_2,...X_n\}$$

In the framework of the social choice theory [9] [3], $\Omega$ is both a set of $n$ voters and a set of $n$ candidates. Thus each data is a voter of $\Omega$ and it also becomes an alternative that the other voters could prefer as a representative in $\Omega$ (i.e. an elected candidate of $\Omega$).

The dataset is provided with a pairwise comparison index between data. We call $D$ this index. In this paper, we use Euclidean distance as pairwise comparison index. But we need only two properties of $D$. When $X_i$, $X_j$, and $X_k$ are three data in $\Omega$, we should have:

- $D(X_i, X_i) \leq D(X_i, X_j),$
- $D(X_i, X_j) \leq D(X_i, X_k)$ if $X_j$ is more similar to $X_i$ than $X_k$ is (in other terms : $X_j$ is preferred to $X_k$ by $X_i$)
In the following, any pairwise comparison index should respect these two properties.

With using such a pairwise comparator, each data \( X_i \) is considered as a voter which can rank the other data. The ranks of \( X_i \) are defined between 1 and \( n \). The ranking function is called \( R_{X_i} \), and we have:

- \( R_{X_i}(X_i) = 1 \),
- \( R_{X_i}(X_j) \leq R_{X_i}(X_k) \) if \( D(X_i, X_j) \leq D(X_i, X_k) \).

The data \( X_i \) is a voter that selects the candidates using \( R_{X_i} \) as preference indicator. The vote of \( X_i \) is realized with a score of Borda which is a classical method of social choice theory [6] [1]. In this paper, the score of Borda given by the voter \( X_i \) to the candidate \( X_j \) is defined as:

\[
S_{X_i}(X_j) = \frac{n - R_{X_i}(X_j)}{(n - 1)}
\]

where \( X_j \) is a candidate and \( X_i \) is a voter.

The classical election procedure attributes the sum of the scores of the voters for each candidate. Thus the candidate \( X_j \) obtains the global score \( S(X_j) \) defined by:

\[
S(X_j) = \sum_{i=1}^{n} S_{X_i}(X_j)
\]

This procedure leads to nominate the best candidate as the one with the highest score. But each voter has the same weight in this overall vote. This overall election does not take into account that two voters could belong to two different clusters.

In the following, we will change the paradigm. We consider that each voter has his own election procedure that is adapted to itself. The following describes the specific procedure for each voter.

B. Individual preference

Each voter will choose its candidate with its own election procedure. Let \( X_i \) be a voter that chooses the candidates. Each data \( X_j \) is also a voter of the election that \( X_i \) proposes. All the voters of \( \Omega \) have weights that are specific of the election procedure of \( X_i \). The weight of \( X_i \) itself is equal to one. The more similar to \( X_i \), a voter \( X_j \) is, the higher the weight of \( X_j \) is in this election. The weights are based on the similarity between the voters and the similarities with \( X_i \) are used for the election that \( X_i \) proposes.

Let us describe the similarity of the behaviors of two voters. We consider that two voters \( X_i \) and \( X_j \) are similar when their respective ranking function \( R_{X_i} \) and \( R_{X_j} \) are similar. The correlation of Spearman [11] is classically used to evaluate the correlation between ranks. The higher the correlation is close to 1, the more ranks are correlated. In this paper the correlation gives us an index of the similarity of the behavior of two voters. Spearman correlation between \( X_i \) and \( X_j \) is defined by:

\[
Cor(X_i, X_j) = 1 - \frac{6 \times \sum_{k=1}^{n} (R_{X_i}(X_k) - R_{X_i}(X_k))^2}{n^3 - n}
\]

\( Cor(X_i, X_j) \) lies between -1 and 1. We consider that \( X_i \) and \( X_j \) have similar behavior when the Spearman correlation is greater than a positive threshold which is a significance level.

If we call \( t \) this level, then \( X_i \) and \( X_j \) become similar when

\[
Cor(X_i, X_j) \geq t.
\]

Let \( w_{X_i}(X_j) \) be the weight given to the voter \( X_j \) for the election based on the preferences of \( X_i \).

We define this weight by:

\[
w_{X_i}(X_j) = \max(0, \frac{Cor(X_i, X_j) - t}{1 - t})
\]

The weight lies between 0 and 1. It is equal to zero when \( X_i \) and \( X_j \) are not similar.

In the election based on the preferences of \( X_i \), each candidate \( X_j \) obtains a score \( Score_{X_i}(X_j) \) defined by:

\[
Score_{X_i}(X_j) = \sum_{k=1}^{n} w_{X_i}(X_k) \times S_{X_k}(X_j)
\]

Thus this election is based on a sum of scores weighted by the similarity of the voters with \( X_i \). Other voters similar to \( X_i \) participate in the election of the representative of \( X_i \).

C. Communities of voters

The representative of \( X_i \) becomes the one which have the highest score within \( \Omega \) for the election based on the preferences of \( X_i \). So each voter \( X_i \) has one representative in \( \Omega \) elected by the specific election of \( X_i : Rep_{Score}(X_i) \).

\[
Score(Rep_{Score}(X_i)) = \max_{k=1}^{n}(Score_{X_i}(X_k))
\]

We define a graph in \( \Omega \) where the vertices are the voters and the edges are the links between the voters and their representatives. Each connected components of this graph defines a community of voters. The more we claim a high correlation between voters, the more the size of communities is reduced. In other words, the higher the threshold \( t \) is close to 1, the more the communities are small and the number of communities increases within \( \Omega \). These communities give a data structuration to study a dataset when we have neither assumption nor model for the clusters.

If the threshold \( t \) is close to 1, the representative of each voter \( X_j \) is based only on the preference of \( X_i \). If this threshold decrease, other voters similar to \( X_i \) participate in the election of the representative of \( X_i \).

Each data \( X_i \) has two representatives: the favorite candidate of \( X_i \) and the elected candidate of the local election of \( X_i \). For each data \( X_i \), we define an individual loss indicator, wich represents the correlation loss between \( X_i \) with the same weight and the edges are the links between the voters and their representatives.
$$S(\text{RepS}(X_i)) = \max_{k \neq i} (S_{X_i}(X_k))$$

$$\text{Score(RepScore}(X_i)) = \max_{k \neq i} (\text{Score}_{X_i}(X_k))$$

III. EXPERIMENTAL STUDY

This section is devoted to the study of our method for structuring a dataset with a pairwise comparator. First let us present an example of the different steps of the dataset structuration with our method. In a second section, we assess the quality of this structuration using simulated data. Third the quality is assessed when using one real dataset.

TABLE I: Number of communities of voters, number of unique representatives and loss, using the simple example of Fig.1 when the threshold $t$ of correlation varies between 0 and 1.

<table>
<thead>
<tr>
<th>$t$</th>
<th>nbcom</th>
<th>nbrep</th>
<th>loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0.85</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>0.55</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>0.60</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>0.65</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>0.70</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>0.75</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>0.80</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>18</td>
<td>0.85</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>19</td>
<td>0.90</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>20</td>
<td>0.95</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>21</td>
<td>1.00</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

A. Workflow for structuring a dataset

We propose to explore a dataset with 20 simulated data in dimension 2 (see Fig.1-A). The pairwise comparisons are based on Euclidean distance. We conduct the overall election with a classical Borda's procedure. This overall election permits us to propose the best candidate which could be considered as the representative of the whole dataset (see Fig.1-B). Then we proceed to the elections based on the individual preferences for obtaining linking each data with another one. These links allow to define communities of voters. The procedure of the election with the individual preferences is based on a threshold of correlation. Fig.1-C shows the number of communities when the correlation threshold increases.

The higher the threshold, the higher the number of communities is. The highest threshold leads to the highest number of unique representatives. The higher the threshold, the lesser the losses are (both individual and collective). When the threshold is equal to 0.5, 0.95 and 0.99 (Fig.1-D, Fig.1-E, Fig.1-F):

- the number of communities is 2, 5 and 6 (resp.)
- the number of unique representatives is 4, 14 and 15 (resp.)
- the collective loss is 0.78, 0 and 0 (resp.)

This number of communities is less than the number of data. That gives a new way for the exploration of a dataset.

TABLE II: Number of communities of voters, number of unique representatives and loss, using the three classes of Fig.2 and criterion of assessment when the threshold of correlation varies between 0 and 1.

<table>
<thead>
<tr>
<th>$t$</th>
<th>nbcom</th>
<th>nbrep</th>
<th>loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>12</td>
<td>0.55</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>13</td>
<td>0.60</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>14</td>
<td>0.65</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>15</td>
<td>0.70</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>16</td>
<td>0.75</td>
<td>3</td>
<td>31</td>
</tr>
<tr>
<td>17</td>
<td>0.80</td>
<td>3</td>
<td>35</td>
</tr>
<tr>
<td>18</td>
<td>0.85</td>
<td>4</td>
<td>47</td>
</tr>
<tr>
<td>19</td>
<td>0.90</td>
<td>7</td>
<td>58</td>
</tr>
<tr>
<td>20</td>
<td>0.95</td>
<td>10</td>
<td>74</td>
</tr>
<tr>
<td>21</td>
<td>1.00</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

In this paper, we place ourselves resolutely in the context of the exploratory analysis of data without any a priori assumption on eventual classes, we only use an index of pairwise comparison. But the use of classes gives the most classical way to evaluate a structuration of a dataset. So this paper uses classes to assess only the links that we propose between data. The detection of classes (i.e. the clustering) is out of the scope of this paper.

The assessment of our method for structuring a dataset is performed using a dataset with known classes. Each data belongs to one class and it has the label of its class. Using our structuration each data is also linked to a representative in the dataset. A data is well represented when its own label is equal to the label of its representative. In such case the link between a voter and its representative remains inside a class of the dataset. We propose a structuration of the dataset with graphs. The vertices of the graph are labeled and the edges are labeled when their extremities have the same label. We compute the number of the labeled edges. The percentage of such edges could assess the quality of the structuration through a graph. Unfortunately the classes are unknown in the first step of data exploration. Thus we propose to use the loss indicator instead of this percentage of labeled links.

The higher is this quality criterion and the lower the number of communities is, the better the structuration is. Table II gives the values of this criterion when the threshold of correlation lies between 0 and 1. The dataset is simulated in dimension 2 (see Fig.2) and the number of detected...
In this paper we describe and we implement a method for exploring a data set. The main originality of this method lies in

![Figure 1: Twenty simulated data in dimension 2 (A), the overall election selecting one representative (B) and elections based on individual preferences leading to several communities whose number depends on the correlation threshold (C). 2, 5, and 6 communities respectively obtained with a correlation threshold equal to 0.5, 0.95, 0.99 (D, E, F).](image)

communities of voters is displayed when the threshold of correlation between voters increases from 0 to 1. Fig.2 gives also three examples of the communities when the threshold is respectively equal to 0, 0.5 and 0.9.

TABLE III: Number of communities of voters, number of unique representatives and loss, using the three classes of Fig.3 and criterion of assessment when the threshold of correlation varies between 0 and 1.

<table>
<thead>
<tr>
<th>t</th>
<th>nbcom</th>
<th>nbrep</th>
<th>loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>74</td>
<td>35.49</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>70</td>
<td>32.88</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>69</td>
<td>30.32</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>72</td>
<td>28.65</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>72</td>
<td>26.90</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>70</td>
<td>24.89</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>74</td>
<td>23.56</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
<td>79</td>
<td>21.55</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>75</td>
<td>19.58</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>76</td>
<td>17.25</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>82</td>
<td>15.09</td>
</tr>
<tr>
<td>12</td>
<td>0.55</td>
<td>92</td>
<td>11.73</td>
</tr>
<tr>
<td>13</td>
<td>0.60</td>
<td>101</td>
<td>9.50</td>
</tr>
<tr>
<td>14</td>
<td>0.65</td>
<td>107</td>
<td>7.94</td>
</tr>
<tr>
<td>15</td>
<td>0.70</td>
<td>118</td>
<td>6.54</td>
</tr>
<tr>
<td>16</td>
<td>0.75</td>
<td>128</td>
<td>5.27</td>
</tr>
<tr>
<td>17</td>
<td>0.80</td>
<td>143</td>
<td>3.99</td>
</tr>
<tr>
<td>18</td>
<td>0.85</td>
<td>149</td>
<td>3.10</td>
</tr>
<tr>
<td>19</td>
<td>0.90</td>
<td>166</td>
<td>1.96</td>
</tr>
<tr>
<td>20</td>
<td>0.95</td>
<td>186</td>
<td>0.88</td>
</tr>
<tr>
<td>21</td>
<td>1.00</td>
<td>380</td>
<td>0.00</td>
</tr>
</tbody>
</table>

In the following we simulated a dataset with three classes that are hardly distinguishable because of their shapes and their overlapping. The dataset ($n = 380$) is simulated in dimension 2 with three uniform distributions in two rectangular crowns with 200 and 80 data and one rectangle with 100 data (see Fig.3). The number of voter communities is displayed when the threshold of correlation between voters increases from 0 to 1. Fig.3 gives also three examples of the communities when the threshold is respectively equal to 0.5, 0.8 and 0.99.

- the number of communities is 3, 14 and 71 (resp.)
- the number of unique representatives is 82, 134 and 212 (resp.)
- the collective loss is 15.09, 3.99 and 0.11 (resp.)

The number of communities are respectively equal to 8, 16 and 106. In such a case the classical clustering methods fail to detect meaning clusters. Indeed classical clustering methods are often based on statistics such as means or medoids. They use these statistics to determine the clusters and they make the assumption that data could be well represented with such statistics. Unfortunately these statistical approaches are unadapted in this case. Table III gives the values of our assessment criterion when the threshold of correlation lies between 0 and 1.

C. Assessment with real data

We use the databases from Machine Learning Repository of UCI [2] to assess our method with real data. Iris is the classical database that has 150 iris plants with 4 attributes and three clusters. Table IV gives the results we obtain with this dataset. Fig.4 displays the number of voter communities and the percentage of labeled links when the correlation threshold increases from 0 to 0.99, and the loss indicator.

IV. DISCUSSION AND CONCLUSION

In this paper we describe and we implement a method for exploring a data set. The main originality of this method lies in...
the definition of links between data. These links are based on a local election mechanism with individual preferences that connects each data to another data designated by the local election process. In this approach, the conventional similarity indices between data are used to define the electoral behavior of each data. As the preferences of the users in a recommender system, the voters then have weights corresponding to the similarity of electoral behaviors. However this approach by recommender systems is not used in this paper and the robustness of our method when data is incomplete or imperfect could be studied in future work.

Another important contribution of this work is to reduce the size of a dataset from the exploration of a set of $n$ data to a set of $p$ communities where $p$ is much smaller than $n$. This approach of dimensionality reduction has the advantage that it makes no assumption about the shape or the exact number of communities. It thus constitutes a preliminary step to a more meaningful clustering and it leads to select a more suitable method for the exploring dataset. This extension of our work could also be involved in further work.
Fig. 4: Iris Data ($n = 150$) with three classes of 50 data in dimension four. Top: data projections in dimension two using sepal width and sepal length and detection of communities when the correlation threshold is equal to 0.5 and 0.95. Bottom: Number of voter communities and the percentage of labeled links when the correlation threshold increases from 0 to 0.99, and the loss indicator

**TABLE IV:** Number of communities of voters, number of unique representatives and loss, using the three classes of the Iris data (see Fig.4) and criterion of assessment when the threshold of correlation varies between 0 and 1.

<table>
<thead>
<tr>
<th>t</th>
<th>nbcom</th>
<th>nbrep</th>
<th>loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>0.55</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>13</td>
<td>0.60</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>14</td>
<td>0.65</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>15</td>
<td>0.70</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>16</td>
<td>0.75</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>17</td>
<td>0.80</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>0.85</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>19</td>
<td>0.90</td>
<td>6</td>
<td>33</td>
</tr>
<tr>
<td>20</td>
<td>0.95</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td>21</td>
<td>1.00</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

We are currently working on application for sensor network data analysis.
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Abstract—Fishing activity detection is important for fishery management to maintain abundant oceans. This paper presents a novel approach to identifying fishing activities from Automatic Identification System (AIS) data using Conditional Random Fields (CRFs). CRFs are popular for solving structured prediction problems such as sequence labeling in natural language processing. To model the conditional probability distributions that can identify fishing activities of the vessel points, we treat attributes of vessel points as observed variables and the fishing and non-fishing labels as hidden variables. We present three experiments and two comparisons to demonstrate the stability and effectiveness of the resulting models.

I. INTRODUCTION

GLOBAL overfishing causes a dramatic decline in the fish population. Several major commercial fish species are endangered which threatens the ocean ecosystem. This affects millions of people who depend on fish for food and living. According to a 2014 report by the United Nations Food and Agriculture Organization¹, more than 90 percent of global fisheries are over exploited. Unfortunately, these fishing activities are often illegal, unreported and unregulated (IUU), which makes tracing them a challenge. Thus, in order to make fishing activities more transparent for practicing sustainable fisheries, fishing activity detection is urgently needed.

In 2000, International Maritime Organization (IMO) firstly introduced the Automatic Identification System (AIS) to enhance the security and safety of maritime navigation. Ships equipped with AIS can automatically broadcast information, including unique identification (Maritime Mobile Service Identity, MMSI), position, speed, course and further details of the vessel to its nearby ships and coastal authorities. AIS data are openly accessible and not encrypted. In 2008, satellites AIS technology was implemented, enabling the collection of massive and reliable information of vessels in global areas within seconds. Consequently, satellites AIS data could be used as an ideal source to monitor vessel movements and detect fishing activities around the world.

In this paper, we present a novel approach for identifying fishing activities using Conditional Random Fields and demonstrate its stability of performance using three different evaluation experiments and two comparisons. The remainder of the paper is organized as follows: In Section 2, we describe relevant literature; in Section 3, we explain conditional random fields (CRFs) and then elaborate on how to apply them to identify fishing activities; in Section 4, we present three experiments and two comparisons and their results on historical AIS data to demonstrate the stability and effectiveness of our models; finally, in Section 5, we discuss practices and provide direction for future work.

II. BACKGROUND AND RELATED WORK

CRFs are prevalent in solving structured prediction problems [1]. It has been applied to many tasks in natural language processing (NLP) such as part-of-speech (POS) tagging [2], shallow parsing [4] and name-entity recognition (NER) [5], [6]. In addition, Hierarchical CRFs [7] has been applied to extract human activities. We find similarity between these tasks and fishing activity detection from the following perspective. In POS tagging, the goal is to label words in sentences using word-category tags. The labels depend on both the word’s meaning and context. This task involves two random variables, X and Y, where X is a sequence of words, and Y is a sequence of POS tags. Linear-chain conditional random fields can model the conditional probability distribution p(y|x) to predict POS tags. Similarly, the task of fishing activity detection involves two random variables, X and Y, where X is the observed random variable (which represents sequences of coordinates and speeds), and Y is the hidden random variable to be predicted (Y is a sequence of fishing and non-fishing labels). Consequently, it is reasonable to test whether the linear-chain conditional random fields can model the conditional probability distribution p(y|x) of fishing–non-fishing to detect fishing activities.

Most studies of fishing activity detection focus on Trawlers. For example, Mazzarella et al. identified fishing events using a clustering method [8], and Peel and Good recognized vessel activities using Hidden Markov Model [9]. It is found that trawler fishing activities are highly related with speed, meaning speed can provide useful information to aid the classification of fishing activities. However, for longliners, Souza et al. found that there is no obvious pattern to distinguish fishing activities using speed information alone [10]. Souza et al.

applied Lavielle’s unsupervised trajectory segmentation algorithm, inspired by animal movements, to identify the longliner fishing behavior. Jiang et al. applied a deep learning approach using autoencoders (AE) that are pre-trained with restricted Boltzmann Machines [11]. To the best of our knowledge, [10] was the first paper that we can find to apply Machine Learning to the task of fishing and non-fishing detection. Here we apply a supervised machine learning method (CRFs) to detect longliner fishing activities.

III. LINEAR-CHAIN CONDITIONAL RANDOM FIELDS
A. Basic Principles of Linear-Chain Conditional Random Fields

Linear-chain conditional random fields are undirected graphical models that represent conditional probability distributions of random variables $V = X \cup Y$ that take the form

$$p(y|x) = \frac{1}{Z(x)} \prod_{j=1}^{n} \psi_j(x, y),$$

(1)

where $X$ is a set of observed variables, $Y$ is a set of labels that we need to predict, and $Z(x)$ is a normalization or partition function

$$Z(x) = \sum_{x'} \prod_{j=1}^{n} \psi_j(x, y'),$$

(2)

where $\psi_j(x, y)$ are compatibility functions over a subset of random variables $A \subset V$, and $n$ is the number of compatibility functions $\psi(x, y)$ that factorize the probability distribution. Given compatibility functions in the form

$$\psi_j(x, y; \lambda) = \exp \left( \sum_{i=1}^{m} \lambda_i f_i(y_{j-1}, y_j, x, j) \right),$$

(3)

the conditional probability distribution can be written as

$$p(y|x; \lambda) = \frac{1}{Z(x)} \exp \left( \sum_{j=1}^{t} \sum_{i=1}^{m} \lambda_i f_i(y_{j-1}, y_j, x, j) \right),$$

(4)

where $m$ is the number of feature functions, $t$ is the length of sequence $y$, and $\lambda$ is a set of weight parameters that help provide weighted average over these feature functions.

![Factor graph of linear-chain conditional random fields.](image.png)

Fig. 1. Factor graph of linear-chain conditional random fields. $x$ denotes a sequence of input data, $y$ denotes a sequence of labels and $\psi_{st}$ and $\psi_{ko}$ denote two compatibility functions.

In (3), the parameter $\lambda_i$ of compatibility functions $\psi_j(x, y; \lambda)$ does not depend on the index $j$, which means the parameters are shared along the linear chain. Fig. 1 visualizes the factor graph of linear-chain conditional random fields with two compatibility functions. In (4), the first sum runs over each position of the linear chain and the second sum runs over each feature function. The conditional probability $p(y|x; \lambda)$ can be represented as a mapping function from features to labels. Thus, the selection of feature functions is of great significance for the performance of a model. The parameters can be estimated using maximum-likelihood. The log-likelihood can be estimated with the Forward-Backward Algorithm. The inference of finding the most likely sequence $y$ given observations $x$ is performed using the Viterbi Algorithm [1]. The remainder of this section demonstrates how we adapt CRFs to identifying fishing activities.

B. Discretization

Compared with POS tagging where the input is a sequence of discrete words, AIS trajectory consists of real-valued features that are continuous by nature, such as longitudes and latitudes. Conditional random fields can model real-valued features, but they typically require proper normalization so that the value of the feature function is a linear function of the conditional probability $p(y|x)$. However, since the relationships between AIS features and fishing activity labels are non-linear, we discretize the features to relax the normalization constraints and allow the conditional random fields to learn $p(y|x)$ with a more flexible representation. We use a variant of equal interval binning discretization in our work. Each bin is associated with a set of parameters to fit the model.

C. Feature Functions

We use two sets of compatibility functions $\psi_{st}$ and $\psi_{ko}$ to factor $p(y|x)$:

$$p(y|x) = \frac{1}{Z(x)} (\psi_{st}(x, y) \cdot \psi_{ko}(x, y)).$$

(5)

The first compatibility function $\psi_{st}$ is transition compatibility function, which models the transition probability of the labels from one state to another and takes the form

$$\psi_{st}(x, y; \lambda) = \exp(\lambda f_{st}(y_{j-1}, y_j, x, j)),$$

(6)

where $f_{st}(y_{j-1}, y_j, x, j)$ is transition feature function that takes the form

$$f_{st}(y_{j-1}, y_j, x, j) = 1_{\{y_{j-1}=s\}} 1_{\{y_j=t\}},$$

(7)

and $st$ are all possible combinations of labels, $y_{j-1}$ and $y_j$ are the labels of the $(j-1)$-th and $j$-th position of the linear chain and $x$ is the input sequence. More concretely, if the labels can only take two values: 0 and 1, the feature functions can be rewritten as

$$f_{00}(y_{j-1}, y_j, x, j) = 1_{\{y_{j-1}=0\}} 1_{\{y_j=0\}},$$

(8)

$$f_{01}(y_{j-1}, y_j, x, j) = 1_{\{y_{j-1}=0\}} 1_{\{y_j=1\}},$$

(9)

$$f_{10}(y_{j-1}, y_j, x, j) = 1_{\{y_{j-1}=1\}} 1_{\{y_j=0\}},$$

(10)

$$f_{11}(y_{j-1}, y_j, x, j) = 1_{\{y_{j-1}=1\}} 1_{\{y_j=1\}},$$

(11)
Fig. 2. Differences of fishing and non-fishing tracks. Tracks in the orange circle are fishing tracks and the rest are non-fishing tracks.

which are parameterized by \( \lambda_{0,0}, \lambda_{0,1}, \lambda_{1,0}, \lambda_{1,1} \) respectively.

The second compatibility function \( \psi_{io} \) is state-observation compatibility function, which models the probability distribution of the labels given a set of observations. The subscript \( i \) within \( \psi_{io} \) represents a set of input observations, which is different from the index \( i \) of parameter \( \lambda \) in (4). The state-observation compatibility function can be written as

\[
\psi_{io}(x, y; \lambda) = \exp(\lambda_{io} f_{io}(y_{j-1}, y_j, x, j)),
\]

(12)

where \( f_{io}(y_{j-1}, y_j, x, j) \) is state-observation feature function that takes the form

\[
f_{io}(y_{j-1}, y_j, x, j) = 1_{\{y_j=0\}} 1_{\{x=1\}},
\]

(13)

where \( io \) are all possible combinations of input features and its corresponding labels. The state-observation feature functions are parameterized by a set of parameters \( \lambda_{io} \).

IV. EXPERIMENTS

A. Data Preprocessing

AIS data contain attributes including MMSI, time, longitude, latitude, speed over ground (SOG) and course over ground (COG). In the experiments, we use historical AIS data from 14 longliners around the world collected from June 1st 2012 to Dec 31st 2013. The fishing and non-fishing activities of these data are labeled by a marine biology expert. Fig. 2 shows the differences between fishing and non-fishing tracks that are recovered from discrete AIS signals. The fishing tracks are in the form of a zigzag. The non-fishing tracks tend to follow smooth lines. To preprocess the data, we perform data cleansing to remove uninformative data, data conversion from absolute values to differential values (i.e. difference with to the previous point), data discretization to transform continuous absolute latitudes to its differential form.

1) Data Cleansing: We sort the data points of each longliner in chronological order. We then remove repetitive data points as well as data points with incomplete features. We further detect and remove outliers if the speed exceeds the normal range and the location deviates from its normal trajectories. After data cleansing, we have 505893 longliners data points in total. On average, 77% of the data points are labeled as fishing. Table I shows a summary of the 14 longliners after cleansing.

TABLE I

<table>
<thead>
<tr>
<th>Track ID</th>
<th>Track Size</th>
<th># of Fish Points</th>
<th>% of Fish Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21556</td>
<td>17148</td>
<td>79.6</td>
</tr>
<tr>
<td>2</td>
<td>8829</td>
<td>6326</td>
<td>71.7</td>
</tr>
<tr>
<td>3</td>
<td>30166</td>
<td>24422</td>
<td>81.0</td>
</tr>
<tr>
<td>4</td>
<td>6086</td>
<td>4226</td>
<td>69.4</td>
</tr>
<tr>
<td>5</td>
<td>28184</td>
<td>22153</td>
<td>78.6</td>
</tr>
<tr>
<td>6</td>
<td>37710</td>
<td>32977</td>
<td>87.4</td>
</tr>
<tr>
<td>7</td>
<td>24715</td>
<td>16857</td>
<td>68.2</td>
</tr>
<tr>
<td>8</td>
<td>2032</td>
<td>1755</td>
<td>86.4</td>
</tr>
<tr>
<td>9</td>
<td>12111</td>
<td>8470</td>
<td>69.9</td>
</tr>
<tr>
<td>10</td>
<td>17161</td>
<td>14277</td>
<td>83.2</td>
</tr>
<tr>
<td>11</td>
<td>2670</td>
<td>1761</td>
<td>66.0</td>
</tr>
<tr>
<td>12</td>
<td>90429</td>
<td>78765</td>
<td>87.1</td>
</tr>
<tr>
<td>13</td>
<td>108826</td>
<td>73005</td>
<td>67.1</td>
</tr>
<tr>
<td>14</td>
<td>115418</td>
<td>86256</td>
<td>74.7</td>
</tr>
</tbody>
</table>

Mean: 36135 27782 76.5

2) Differential longitude and latitude: In our early experiments, we trained our predictive models using absolute value of longitudes and latitudes. However, we find the resulting models overfitting on the training data and cannot generalize to different locations. In order to generalize the model into other areas, we use differential longitude, that is the difference of absolute longitudes between the current and previous data points. Thus the absolute longitudes \( L = [l_1, l_2, ..., l_n] \) are transformed to differential longitudes that takes the form \( L_d = [l_2 - l_1, l_3 - l_2, ..., l_n - l_{n-1}] \). Similarly, we transform absolute latitudes to its differential form.

3) Discretization: As mentioned in Section 3, we discretize the attributes of data using a variant of equal interval binning. Early experiments indicate different features require different sizes of intervals. For differential longitudes and latitudes, the interval size \( m \) takes the form

\[
m = \begin{cases} 
0.05 & l \in [-1, 1] \\
20 & l > 1, l < -1 
\end{cases}
\]

(14)

where fine intervals are selected in the range \([-1, 1]\]. Because most differential longitudes and latitudes are between -1 and 1, fine intervals provide a larger number of parameters to fit the model compared to coarse intervals, when \( l \) is greater than 1 or less than -1. For SOG, we set \( m \) to 0.5. For COG, we set \( m \) to 20.

4) Feature Selection: In early experiments, we built the model using different combinations of features, such as differential longitude, differential latitude, SOG and COG. We find the model built with differential longitude, differential latitude, and SOG performed the best. We use these features in the following three experiments of this paper, shown in Fig. 3. More precisely, we use the following feature functions in our experiments: 1) pairs of longitudes and latitudes are selected to represent the positions of data points (colored in orange); 2) pairs of neighbouring longitudes are selected to represent the changes of longitudes over time (colored in red); 3) pairs of neighbouring latitudes are selected to represent the changes of latitudes over time (colored in green); 4) speed and pairs of neighbouring speed are selected to represent speed information
Fig. 3. Feature functions. When predicting the label of index \(j\), the values of colored dots as well as the paired values connected by solid lines are selected as feature functions.

![Fig. 3. Feature functions.](image)

Fig. 4. Modified Monte Carlo. Choose 10 points as split point, obtain 10 pairs of training and testing sets.

![Fig. 4. Modified Monte Carlo.](image)

<table>
<thead>
<tr>
<th>Expt ID</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.868</td>
<td>0.481</td>
<td>0.929</td>
<td>0.740</td>
<td>0.888</td>
</tr>
<tr>
<td>2</td>
<td>0.872</td>
<td>0.460</td>
<td>0.947</td>
<td>0.610</td>
<td>0.906</td>
</tr>
<tr>
<td>3</td>
<td>0.859</td>
<td>0.826</td>
<td>0.985</td>
<td>0.996</td>
<td>0.966</td>
</tr>
<tr>
<td>4</td>
<td>0.973</td>
<td>0.876</td>
<td>0.991</td>
<td>0.953</td>
<td>0.976</td>
</tr>
<tr>
<td>5</td>
<td>0.860</td>
<td>0.622</td>
<td>0.947</td>
<td>0.785</td>
<td>0.879</td>
</tr>
<tr>
<td>6</td>
<td>0.765</td>
<td>0.821</td>
<td>0.739</td>
<td>0.598</td>
<td>0.897</td>
</tr>
<tr>
<td>7</td>
<td>0.851</td>
<td>0.743</td>
<td>0.908</td>
<td>0.809</td>
<td>0.871</td>
</tr>
<tr>
<td>8</td>
<td>0.944</td>
<td>0.885</td>
<td>0.965</td>
<td>0.900</td>
<td>0.960</td>
</tr>
<tr>
<td>9</td>
<td>0.939</td>
<td>0.735</td>
<td>0.981</td>
<td>0.892</td>
<td>0.947</td>
</tr>
<tr>
<td>10</td>
<td>0.946</td>
<td>0.835</td>
<td>0.983</td>
<td>0.940</td>
<td>0.947</td>
</tr>
<tr>
<td>Mean</td>
<td>0.898</td>
<td>0.728</td>
<td>0.940</td>
<td>0.813</td>
<td>0.924</td>
</tr>
<tr>
<td>SD</td>
<td>0.065</td>
<td>0.157</td>
<td>0.075</td>
<td>0.131</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Table II Evaluation using Modified Monte Carlo methods.

of the ten Monte Carlo experiments, we first set aside \(\frac{1}{5}\) of the whole data set in the front and back respectively, then select 10 dividing points with identical intervals that can cover the entire dataset. For each selected point, the \(\frac{1}{5}\) portion of the data set to the left of the point and the \(\frac{1}{5}\) portion to the right constitute one pair of training and testing set. Fig. 4 shows the way we obtain our 10 pairs of training and testing sets.

For each Monte Carlo experiment, the model is evaluated using accuracy, sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV), as shown in Table II, where the positive class is non-fishing. These measurements provide us with information about the overall performance of the model. Also, we present the mean and standard deviation (SD) of the metrics.

2) Iterative Leave One Batch Out: Here, we first split the 14 vessels into 2 groups, group one with 10 vessels for iterative LOBO, and group two with four vessels for stratified LOBO. To split the vessels into two groups, we first take four vessels from the 14 longliners as group two and then take the rest 10 vessels as group one. To get an accurate evaluation of the model, we need the four selected vessels to be representative of the entire data set. Therefore, we use trajectory size as a criterion to help select these vessels. Since the trajectory sizes of the 14 vessels vary from thousands to hundred thousands, as shown in Table I, we categorize the 14 trajectories into three sets based on their sizes. For the three sets, the sizes of trajectories are in the range of thousands, ten thousands and hundred thousands respectively. We then randomly select vessels that are proportional to the cardinality of each set, one vessel in set one, two vessels in set two, and one vessel in group set as the four testing vessels.

For the set of 10 vessels, in each iteration, we consider one vessel as one batch to be the test vessel and build one model on the rest of 9 vessels, and repeat this for 10 times. The results of Iterative Leave One Batch Out for the 10 test vessels are shown in Table III.

3) Stratified Leave One Batch Out: We use the selected four vessels from experiment 2 as independent test vessels and we train the model using the 10 vessels from experiment 2, and evaluate on the rest four vessels individually. The performance of the model on the four testing vessels are shown in Table IV. We further visualize the classification results in Fig. 5.

4) Comparisons with autoencoders and Data Mining approach: We reproduce the autoencoders [11] and the data mining approach [10] on the same set of data in previous ILOBO experiment. We compare the performance of CRFs with these two methods as shown in Table III. We perform paired-samples t-test to compare the classification accuracies of CRFs with autoencoders and the data mining approach. The resulting p-value from the comparison of CRFs and autoencoders is 0.057. For the comparison of CRFs and the data mining approach, the p-value is 0.032 which is less than significance level 0.05 so that we can conclude these two methods are significantly different.
TABLE III
EVALUATION USING ITERATIVE LEAVE ONE BATCH OUT.

<table>
<thead>
<tr>
<th>ID</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>PPV</td>
<td>NPV</td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>PPV</td>
</tr>
<tr>
<td>1</td>
<td>0.86</td>
<td>0.83</td>
<td>0.65</td>
<td>0.74</td>
<td>0.60</td>
<td>0.45</td>
<td>0.90</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>0.85</td>
<td>0.85</td>
<td>0.89</td>
<td>0.53</td>
<td>0.39</td>
<td>0.71</td>
<td>0.93</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>3</td>
<td>0.83</td>
<td>0.86</td>
<td>0.46</td>
<td>0.92</td>
<td>0.58</td>
<td>0.35</td>
<td>0.78</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>4</td>
<td>0.86</td>
<td>0.86</td>
<td>0.87</td>
<td>0.50</td>
<td>0.51</td>
<td>0.66</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>0.86</td>
<td>0.89</td>
<td>0.74</td>
<td>0.44</td>
<td>0.54</td>
<td>0.99</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>6</td>
<td>0.82</td>
<td>0.76</td>
<td>0.76</td>
<td>0.52</td>
<td>0.34</td>
<td>0.59</td>
<td>0.96</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>7</td>
<td>0.92</td>
<td>0.80</td>
<td>0.54</td>
<td>0.53</td>
<td>0.00</td>
<td>0.20</td>
<td>0.98</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>8</td>
<td>0.90</td>
<td>0.84</td>
<td>0.86</td>
<td>0.44</td>
<td>0.38</td>
<td>0.55</td>
<td>0.99</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>9</td>
<td>0.83</td>
<td>0.86</td>
<td>0.88</td>
<td>0.55</td>
<td>0.62</td>
<td>0.89</td>
<td>0.97</td>
<td>0.94</td>
<td>0.86</td>
</tr>
<tr>
<td>10</td>
<td>0.91</td>
<td>0.85</td>
<td>0.74</td>
<td>0.72</td>
<td>0.56</td>
<td>0.49</td>
<td>0.98</td>
<td>0.94</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Mean | 0.87 | 0.84 | 0.75 | 0.62 | 0.44 | 0.54 | 0.94  | 0.94 | 0.93 |
SD  | 0.05 | 0.03 | 0.16 | 0.15 | 0.19 | 0.19 | 0.06  | 0.01 | 0.04 |

TABLE IV
EVALUATION USING STRATIFIED LEAVE ONE BATCH OUT.

<table>
<thead>
<tr>
<th>Expt ID</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
<th>CRF</th>
<th>AE</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>PPV</td>
<td>NPV</td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>PPV</td>
</tr>
<tr>
<td>1</td>
<td>0.871</td>
<td>0.642</td>
<td>0.929</td>
<td>0.700</td>
<td>0.910</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.818</td>
<td>0.576</td>
<td>0.922</td>
<td>0.759</td>
<td>0.835</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.991</td>
<td>0.944</td>
<td>0.998</td>
<td>0.988</td>
<td>0.992</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.888</td>
<td>0.824</td>
<td>0.919</td>
<td>0.833</td>
<td>0.914</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mean | 0.892 | 0.747 | 0.942 | 0.820 | 0.913 |
SD  | 0.072 | 0.168 | 0.038 | 0.125 | 0.084 |

C. Discussion

The results of the three experiments are consistent. The average accuracy of the three experiments is 88.7% with 6.1% average standard deviation. By comparing the results of the second and the last experiments, we found that the models built using Iterative Leave One Batch Out perform as good as the model built in Stratified Leave One Batch Out. This further proves the stability and potential of the model in future fishing activity detection.

Through comparisons, we find CRFs can have better classification accuracy, in terms of mean and standard deviation. We also find CRFs do not suffer from imbalanced data as autoencoders: in experiment 7, autoencoders label all data points as positive class with 0% of sensitivity, whereas CRFs have 53.4% of sensitivity. According to our t-test results, despite the fact that the CRFs and autoencoders are not systematically different on significance level 0.05, CRFs can perform as well as and sometimes better than autoencoders and the data mining approach.

V. Conclusions and Future Work

This paper presents an approach to detecting fishing activities from historical AIS data using Conditional Random Fields. Data cleaning, discretization and transformation followed by feature selection are performed to preprocess data. We then specify proper feature functions to train CRF models. The resulting models are further evaluated in three different ways. In terms of effectiveness, we find CRFs can be trained efficiently than complex models such as deep learning. In terms of effectiveness, the three evaluation experiments suggest the model can generalize well in future fishing activity detection problems.

As for future work, we will investigate better ways of developing additional features, such as density and angle. We also consider systematic approaches to incorporate additional density and angle information into feature functions to aid the development of the model.
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Abstract—The paper concerns automatic recognition of emotion induced by music (MER, Music Emotion Recognition). Comparison of different sparse coding schemes in a task of MER is the main contribution of the paper. We consider a domain-specific categorization of emotions, called Geneva Emotional Music Scale (GEMS), which focuses on induced emotions rather than expressed emotions. We were able to find only one dataset, namely Emotify, in which data are annotated with GEMS categories, this set was used in our experiments. Our main goal was to compare different sparse coding approaches in a task of learning features useful for predicting musically induced emotions, taking into account categories present in the GEMS. We compared five sparse coding methods and concluded that sparse autoencoders outperform other approaches.

I. INTRODUCTION

Music information retrieval has been gaining an increased amount of attention in machine learning community over the past decade due to the increasing popularity of new musical services and a huge amount of music data available on the internet, annotated using imperfect systems such as community tagging and description supplied by producers. With the increasing amount of files, automated music analysis and content-based retrieval becomes increasingly relevant.

One particular subset of music information retrieval tasks is music emotion recognition (MER) [1]. Emotion recognition, besides the potential use in recommendation systems and search engines, poses an interesting theoretical problem for artificial intelligence researchers due to its high subjectivity and the fact human emotions are still not fully understood by psychologists. For music emotion recognition, even the set of emotions employed to annotate the dataset and use as a ground truth in machine learning is still subject to discussion.

Emotional categories and scales in popular datasets are often not domain-specific.

Another important issue in automated emotion recognition is that emotion can often be related to musicological concepts such as chords and tempo [2], which from a machine learning standpoint correspond to high-level features that require specialized algorithms to extract them from the music files. However, these algorithms can be imperfect and affect the performance significantly. Meanwhile, current trends in deep learning suggest that algorithms which learn to extract more complicated features from low-level features in an unsupervised manner can achieve even better results than hand-crafted features designed for a specific domain [4]. In music information retrieval, this kind of approach has become popular in the context of genre recognition [5][6] and generalized autotagging task [7][8], which includes simple emotional tags, but is more focused on semantic categories such as genre, male/female vocalist, etc.

In this paper, we describe a machine learning approach based on aggregation of sparse vectors constructed from the low-level description of a sound file and apply it to Emotify, a publicly available MER dataset. It is different from usual emotion recognition datasets in that it uses Geneva Emotional Music Scale, an emotional scale designed specifically for music-induced emotion. We compare different sparse coding approaches in order to find out whether these methods can reliably learn features useful for recognition of musically induced emotion, especially the highly subjective and hard to define emotional categories present in GEMS, for which the usually employed emotional scale with Valence-Arousal dimensions does not account.

The paper is organized as follows: Section II summarizes literature related to our paper. Section III describes GEMS emotion categorization and the dataset we used in our experiments. Section IV describes different sparse coding methods which can be used interchangeably in our approach. Section V explains our representation of music files, create using sparse vector pooling, and the rationale behind it. In Section VI, we report the results of our experiments on the Emotify dataset.

II. RELATED WORK

Music emotion recognition is an important part of automated music information retrieval and as such, it has been covered extensively in existing literature. Typically, an MER task in artificial intelligence research takes one of two forms: a multi-class annotation task in which each song in a dataset is annotated with a subset of a predefined set of tags [9][10], or a regression task multiple continuous values representing different dimensions of perceived emotion are assigned to a song [11][12]. In the case of multi-class annotation, there is no single consistent system of emotional categories. The set of tags can be based on one of existing emotion categorization
systems in psychology [13] [14]. However, these are not
domain-specific and can be imperfect for describing music.

A common concept in work focusing on dimensional scales
is the Valence-Arousal space [15], in which only two con-
tinuous dimensions are considered. Valence differentiates
between positive and negative emotions while Arousal describes
the intensity of perceived emotion. E.g., music described as
“energetic” or “joyful” could be placed on the V-A scale in
the high valence, high arousal area while music described as
“calm” will be in the low arousal, middle valence area. It
should be noted that the concept of placing specific emotions
on the V-A scale was not designed specifically for describing
emotions concerning music. Another criticism of this scale
is that its two dimensions are insufficient to describe more
complex emotions and discern pairs of emotions such as fear
and anger (both of which are negative emotions with high
arousal). The question whether V-A scale should be extended
with a third dimension is an important subject of discussion
among both MIR researchers and psychologists [16].

An important aspect of music emotion is the differentiation
between induced and expressed emotions. Since one of the
basic purposes of music is influencing the listener’s mood, that
differentiation should be a subject of interest when research-
ing emotion modelling. A domain-specific emotion categorization
system called Geneva Emotional Music Scale which takes
the distinction between induced and expressed emotion into
account was proposed in [17]. We describe it in more detail
in section III, along with Emotify, the first MER dataset
annotated with GEMS categories. The dataset was researched
from a machine learning viewpoint in [18], which examined
the performance of available features from multiple existing
MATLAB toolboxes in combination with SVR algorithm.
However, more complicated approaches such as stochastic
process modelling or codebook methods have not been applied
to GEMS-annotated data yet.

Among existing music information retrieval approaches, we
chose to examine codebook methods. Codebook methods rely
on building a dictionary of discernible patterns appearing in
sample data on a short time-scale and then expressing the
contents of a music file using contents of the dictio-

nary. In recent years, papers concerning codebook methods
reported good results in music information retrieval tasks
[5][8] using the Restricted Boltzmann Machine algorithm [19].
In [8], results on the state of the art level were achieved
in generalized music auto-tagging using temporal pooling
of sparse vectors to represent a music file. We apply the
same pooling approach to music emotion modelling. The
authors established that sparse RBM can learn features better
than sparse coding methods used for codebook generation
in the past. Another promising coding method that, unlike
RBM, has not been tested extensively in this context is an
autoencoder neural network. Autoencoders without sparsity
constraints have been tested as an emotion recognition method
in [20], using a separate network for each modelled emo-
tion. They have been applied to chord recognition [21] with
good results. Hence, in our experiments we test autoencoder
with a sparsity inducing loss function as an alternative to
RBM.

III. GEMS EMOTION RECOGNITION

Geneva Emotional Music Scale is a categorical model of
emotion designed specifically for the music domain, based
on psychological research [17]. GEMS authors propose a
hierarchy with three levels, with three general categories on the
top level, nine emotions in the middle and 45 specific emotions
at the bottom. The emotional categories were created using
surveys concerning music-induced emotion. It is important to
note that the difference between emotions expressed by music
and induced by music is relevant to the choice of terms.
Surveys explicitly asked separate questions about emotions
participants felt and emotions they perceived in music.

In [22], nine emotions from the middle level of GEMS hier-
archy were chosen to annotate the Emotify dataset, consisting
of 400 songs from 4 genres. These middle-level categories
are: amazement, solemnity, tenderness, nostalgia, calmness,
power, joyful activation, tension, and sadness. The annotations
were gathered using a Facebook game Emotify, and thus can
represent the task of modelling a community consensus. For
each song, annotations in the form of vectors consisting of
zeros (emotion not felt) and ones (emotion felt) were gathered
from multiple subjects. Overall annotation of a song can be
calculated as a mean of the annotation vectors corresponding
to it, resulting in a vector of 9 continuous values ranging
from 0 to 1, where zero means a complete agreement that
the song does not evoke a particular feeling and one complete
agreement that it evokes said feeling.

The dataset was analysed from a machine learning view-
point in [18]. Authors compared three different sets of auto-
matically extracted features and a set of manually annotated
musicological features. First analysed feature set was features
designed for music description available in MIRtoolbox, a
MATLAB toolbox for music information retrieval. The second
one used Mel-frequency Cepstral Coefficients (MFCC) [23]
and statistical functionals applied to them such as mean,
variance, skewness, etc. Third feature set consisted of har-
monic features proposed by the authors used in combination
with MIRtoolbox features. The authors concluded that while
certain emotions can be modelled with decent accuracy, the
performance of machine learning is heavily limited by the
issue of subjectivity. The most subjective emotional categories
identified by the authors were amazement, solemnity, and
tension.

IV. SPARSE REPRESENTATION OF DATA

Sparse coding is the idea of approximating data drawn
from a multidimensional space by representing it in another
space in a way that encourages sparsity, i.e. a vector in the
output space should consist mostly of zeroes. In its simplest
form, the problem of approximating a vector $y$ with its sparse
representation $x$ in a base $D$ (called a dictionary), can be
defined as:

$$
x^* = \arg \min_{x} \|x\|_0 \quad s.t. \quad \|y - Dx\| < \lambda \quad (1)
$$
where \( \lambda \) is a parameter dictating the desired accuracy of reconstruction and \( \|x\|_0 \) is the number of non-zero elements of vector \( x \). However, this optimization problem is NP-hard and assumes a linear transformation between two spaces, which can sometimes be insufficient to create sparse representations for complex data. Below we describe approaches practically applicable to the problem of sparse representation for any given set of data.

A. K-means Clustering

K-means clustering [24] is a well-known unsupervised learning algorithm in which a dataset is divided into clusters, and each cluster is represented by a single point in the data space, which is the centroid of the cluster. The algorithm assigns any vector in the dataset to the cluster represented by a point closest to it. This enables us to treat K-means clustering as a very restrictive form of sparse coding. A vector \( y \) in the original data space assigned to \( n \)-th cluster can be represented by a vector \( x \) in which every component except \( n \)-th is 0, and the \( n \)-th component is 1. The dimensionality of \( x \) is equal to the number of clusters. Note that this is equivalent to minimizing \( \|y - Dx\| \) with constraints \( \|x\|_0 = 1 \) and \( \|x\|_1 = 1 \), where the dictionary \( D \) is a matrix which \( n \)-th column is the centroid of the \( n \)-th cluster.

For any vector which is not present in the dataset used for dictionary training, its sparse representation can be calculated by simply choosing the centroid closest to it, and creating a vector of zeros with \( n \)-th component being one, where \( n \) is the closest centroid. This allows us to express the popular Bag-of-Words model [3] as a specific case of our approach, which will be explained in section IV. This model is known for its simplicity and efficiency regarding the dictionary building process.

B. L1 Regularized Least Squares

A basic way of solving the sparse representation problem in polynomial time is to use L1 norm regularization:

\[
    x^* = \arg \min_x \|y - Dx\| + \lambda \|x\|_1
\]

(2)

L1 norm is known to encourage sparsity [25] and there has been a significant amount of research dedicated to fast solvers for both L1 regularized least squares and its nonnegative variant. Nonlinearity is possible to achieve using the kernel trick [26], the problem then becomes:

\[
    x^* = \arg \min_x \|\Phi(y) - \Phi(D)x\| + \lambda \|x\|_1
\]

(3)

where \( \Phi \) denotes a mapping function from the original data space to a space of larger dimensionality, implicitly defined by a kernel function \( K(a,b) \) which replaces dot product.

Variants of regularized least squares are commonly used in sparse coding problems. They can achieve better reconstruction than a K-means based dictionary approach, at the cost of more complicated dictionary building process. Another issue is that the encoding of a vector is not explicitly given and requires solving (2), which is the main disadvantage of this approach.

C. Sparse Autoencoder

Autoencoders [27] are a type of neural networks developed mostly for use in deep learning. In its basic form, an autoencoder is simply a standard feedforward neural network in which the number of input neurons is equal to the number of output neurons. The network is trained using a backpropagation algorithm [28], in which the network is given a matrix of training vectors \( X \) and a matrix desired outputs \( Y \). In the case of autoencoders \( Y = X \), meaning the objective of learning is to create an encoding in hidden layer that enables the network to reconstruct later input vectors with maximum possible accuracy.

Without additional modifications to a standard loss function used in backpropagation (e.g. mean squared error), data compression is achieved by using a hidden layer with a low number of neurons, relatively to the number of input neurons. However, it is possible to encourage sparsity [29] by modifying the loss function for hidden layer. Denoting a loss function in relation to data matrix \( X \) and desired output matrix \( Y \) as \( L(X,Y) \), the new loss function minimized by the backpropagation algorithm becomes:

\[
    L'(X,Y) = L(X,Y) + \lambda \sum_i \left( \rho \log \frac{\rho}{\hat{\rho}_i} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_i} \right)
\]

(4)

where \( \rho \) is a parameter indicating the desired average activations in the hidden layer, and \( \hat{\rho}_i \) is the average activation of i-th neuron in that layer over the whole dataset. This encourages neuron activations in hidden layer to be 'sparse' in the sense that only a few neurons relevant to recognizing a particular data pattern are 'active' in response to a given input, i.e. they should exhibit significantly higher activations than all the others. However, the vector of hidden layer outputs is not sparse in a strict sense, as most of the 'inactive' neuron outputs are not equal to 0, and it is nearly impossible to achieve zero activations through backpropagation. We will explain why this is not an issue in our model when discussing the representation of music by pooling sparse vectors.

D. Sparse RBM

Restricted Boltzmann Machine [19] is a stochastic neural network model consisting of a set of visible units and a set of hidden units. These layers are fully connected to each other, however, there are no connections inside a layer. Assuming Gaussian visible nodes and binary hidden nodes (which is sufficient to model real-valued inputs) a configuration of network \((x,h)\), where \( x \) is the vector of visible values and \( y \) is the vector of hidden values, is associated with an energy function:

\[
    E(x,h) = \frac{1}{2\sigma^2} x^T x - \frac{1}{\sigma^2} x^T W h - a^T x - b^T h
\]

(5)

where \( W \) is the weight matrix, \( a \) and \( b \) are bias terms. \( \sigma \) is a scaling parameter. This energy function is inversely proportional to the log-likelihood of observing a particular
configuration. Probability distribution of \( x^{(i)} \), the value of \( i \)-th visible neuron, assuming a hidden layer configuration \( h \) is Gaussian with mean \( a_i + w_i^{T} h \) and standard deviation \( \sigma \):

\[
p(x^{(i)} | h) = \mathcal{N}(a_i + w_i^{T} h, \sigma^2)
\]

(6)

where \( w_i \) denotes the \( i \)-th row of \( W \) and \( a_i \) the \( i \)-th component of bias vector \( a \). Probability for \( j \)-th hidden layer unit being active is given by:

\[
p(h^{(j)} | x) = \text{sig}(\frac{1}{\sigma^2}(b_j + w_j x))
\]

(7)

where \( b_j \) is the \( j \)-th component of bias vector \( b \), \( w_j \) is the \( j \)-th column of \( W \) and \( \text{sig} \) is the logistic sigmoid function. Given these definitions, a model of \( (W, a, b) \) can be learned by maximizing the log-likelihood of visible values \( x \) using the contrastive divergence learning [30].

A penalty term can be added to the objective function to encourage sparsity. Given a sequence of training vectors in which \( i \)-th vector is \( x_i \), the penalty term is:

\[
\text{penalty} = \lambda \sum_j (\rho - \frac{1}{m} \sum_i E(h^{(j)} | x_i))
\]

(8)

where \( \rho \) is the desired average activation of hidden layer and \( \lambda \) is a scaling parameter.

Encoding of a given input vector can be calculated using equation (7), which is similar to coding in autoencoder networks. Restricted Boltzmann Machines are known for their efficiency in building deep neural network architectures, however, these deep networks are usually fine-tuned after the initial learning, using backpropagation. In our approach, this fine-tuning in a supervised manner is not possible.

V. MUSIC REPRESENTATION BY POOLING SPARSE VECTORS

We apply a method of representing music files described in [8], in which a machine learning scheme based on the sparse representation of data was employed to great success. Proposed approach achieved state-of-art results in the generalized music annotation task, in which the goal is to select a subset from a set of predefined tags for each music file in the dataset. These tags included genre tags, simple categorical emotion tags and other descriptive tags such as ‘female vocalist’. It is important to note that emotion recognition does not necessarily rely on the same features of music as genre recognition. For emotion recognition, it is significantly more important to take rhythmic, tempo and harmonic features into account. For example, the differentiation between major and minor chords, while not very important when differentiating between classical and rock music, becomes crucial when attempting to differentiate sad and happy songs due to strong cultural associations between major-minor scales and emotions of happiness-sadness.

In our approach, firstly we calculate the spectrogram of a music file, using log scale for frequency. A sequence of vectors is built in which every vector represents a spectrogram patch of \( l \) consecutive frames of the spectrogram, with maximum overlap between patches (i.e. for a window length \( l \) a vector \( x_i \) in the sequence contains frames from \( i \) to \( i + l - 1 \), then the next vector \( x_{i+1} \) contains frames from \( i + 1 \) to \( i + l \)). This way, each vector represents a \( f \times l \) patch of the spectrogram, where \( f \) is the number of frequency bins. Overall, a spectrogram of \( t \) time-frames with \( f \) bins results in a sequence of \( t - l + 1 \) vectors with \( fl \) components each.

For each vector in the resulting sequence, a sparse representation is calculated. We aggregate the information from the sequence of sparse vectors via pooling, two methods of pooling are considered: max pooling and average pooling.

In max pooling, a sequence of \( n \)-dimensional vectors is aggregated to a single \( n \)-dimensional vector by choosing the maximum value of \( i \)-th dimension among all vectors in the sequence as the \( i \)-th component of the resulting vector. In average pooling, we simply sum vectors in the sequence and divide the result by the number of vectors. For both pooling methods, the length of resulting vector representing the music file will be equal to the size of sparse representation vector. It is possible to use one of the methods over the entire file, or to mix them by first splitting the sequence of vectors into fragments of length \( m \), use one type of pooling over the fragment, resulting in a sequence that is \( m \) times shorter, and then aggregate that sequence using the second type of pooling. The process is shown in Fig. 1.

The intuitive rationale behind using pooling for a sequence of sparse vectors is that every dimension in sparse representation corresponds to a particular pattern which can be found in the data used in the process of dictionary building or learning the encoding neural network. With this interpretation, we should understand max pooling as a method to find out whether a particular pattern appeared in a given part of a song at all. If maximal value of \( i \)-th element over multiple vectors in a sequence is low, there was no vector that could be reconstructed using \( i \)-th dictionary element or a vector that would result in a strong activation of \( i \)-th neuron. Similarly, average pooling gives the information of a particular dictionary element (or a pattern detected by the neural network) appearing consistently over the course of the entire song.

One useful property of max pooling is that it eliminates the drawback of autoencoders possibly creating non-sparse representation of data in the strict sense. The notion of ‘sparse’ vectors in which most neurons are ‘inactive’, while not precise, is not a problem here because the low activation values of ‘inactive’ neurons are mostly lost in the process of pooling regardless of whether or not they equal 0.

VI. EXPERIMENTS ON EMOTIFY DATASET

The main goal of our experiments was to compare the performance of different sparse coding methods in creating features for emotion regression task (subsection VI-B). Additionally we tested the influence of the pooling window size on the result (subsection VI-C). Our third experiment shows the spectrogram patterns recognized by sparse coding methods (subsection VI-D). At the beginning we present what is common across all performed experiments. The used tools and
the learning of sparse representation as well as the regression algorithm is presented in subsection VI-A.

A. Common conditions of the experiments

All performed experiments were performed using MATLAB/Octave toolboxes: MIR Toolbox [31] for spectrogram extraction from music files, Sparse Representation Toolbox [32] for the L1 regularized least squares implementation and DeeBNet [33] for the implementation of autoencoder and sparse RBM.

Sparse Representation Learning

Representation of music files we used in our experiments was based on spectrograms. Spectrogram of each file in the dataset was extracted using 50 ms frames with 25 ms overlap, using mel scale with \( f = 40 \) bins for frequency axis. The resulting values were logarithmized. Spectrogram patches were \( l = 10 \) frames long. This means vectors of length \( fl = 400 \) were used as an input for sparse coding algorithms.

We report the results for sparse representation size of \( k = 200 \) to emphasize tested methods’ capabilities to build compact representations of musical files. In comparison, the best-performing feature set in previous research on the Emotify dataset consisted of 6535 features [18]. Testing sparse representation sizes 200, 500 and 1000 we found that increasing the vector size beyond 200 does not improve the performance significantly. For efficiency, both dictionary building and neural network training were performed on a randomly selected set of 40000 spectrogram patches from the whole dataset.

For kernelized version of L1-regularized least squares algorithm, we use radial basis function kernel defined as:

\[
K(x, y) = \exp(-\gamma \|x - y\|^2)
\]  

Scaling parameter \( \lambda \), which governs the weight of sparsity constraints relatively to reconstruction accuracy, is present in all methods except K-means. For this parameter we considered values of \( \{0.01, 0.1, 1, 10, 100\} \). For parameter \( \rho \), the desired average activation of neurons in sparse autoencoder and sparse RBM, values \( \{0.01, 0.05, 0.1, 0.2, 0.5\} \) were considered. These parameters were optimized using grid search, and we report the best results.

Regression algorithm

We approached music emotion recognition as a regression problem: the input was the representation of the file calculated by pooling sparse vectors, i.e. a vector with 200 elements, and the value we were attempting to predict was a real number within \([0,1]\) range, corresponding to the level of agreement that the music file evokes a certain emotion in the listener, as described in section III. A separate Support Vector Regression (SVR) [34] model was trained for each emotion. SVR is a model in which data is fit by a hyperplane, however, due to the possibility of using kernel trick one can accommodate for non-linear data. In our experiments we found that radial basis function kernel, defined as in (9), performs the best.

B. Experiment 1: Performance of different sparse coding methods

Obtained results are collected in Table 1. In order to compare them with [18], which is the only MER paper that reported results of research on Emotify dataset so far, we use the same performance measure, namely Pearson’s correlation coefficient \( R \). We compare proposed sparse coding methods to the results achieved using a feature set consisting of features available in MIRToolbox and harmonic features based on chord detection and interval detection.
TABLE I
SPARSE CODING METHODS COMPARED WITH A HIGHER-LEVEL FEATURE SET (PERFORMANCE MEASURED BY PEARSON’S R)

<table>
<thead>
<tr>
<th>Method</th>
<th>K-means</th>
<th>L1 Least Squares</th>
<th>Kernel L1LS</th>
<th>Autoencoder</th>
<th>Sparse RBM</th>
<th>MIRtoolbox+Harmonic [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazement</td>
<td>0.27</td>
<td>0.20</td>
<td>0.18</td>
<td><strong>0.29</strong></td>
<td>0.21</td>
<td>0.16</td>
</tr>
<tr>
<td>Solemnity</td>
<td>0.41</td>
<td>0.43</td>
<td>0.36</td>
<td><strong>0.50</strong></td>
<td>0.48</td>
<td>0.43</td>
</tr>
<tr>
<td>Tenderness</td>
<td>0.30</td>
<td>0.46</td>
<td>0.38</td>
<td><strong>0.54</strong></td>
<td>0.49</td>
<td><strong>0.57</strong></td>
</tr>
<tr>
<td>Nostalgia</td>
<td>0.47</td>
<td>0.40</td>
<td>0.37</td>
<td><strong>0.50</strong></td>
<td>0.40</td>
<td>0.45</td>
</tr>
<tr>
<td>Calmness</td>
<td>0.47</td>
<td>0.47</td>
<td>0.45</td>
<td><strong>0.56</strong></td>
<td>0.53</td>
<td>0.50</td>
</tr>
<tr>
<td>Power</td>
<td>0.47</td>
<td>0.46</td>
<td>0.44</td>
<td>0.53</td>
<td>0.50</td>
<td><strong>0.56</strong></td>
</tr>
<tr>
<td>Joyful activation</td>
<td>0.48</td>
<td>0.50</td>
<td>0.50</td>
<td>0.53</td>
<td>0.54</td>
<td><strong>0.66</strong></td>
</tr>
<tr>
<td>Tension</td>
<td>0.32</td>
<td>0.47</td>
<td>0.26</td>
<td><strong>0.48</strong></td>
<td>0.43</td>
<td>0.46</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.30</td>
<td>0.32</td>
<td>0.27</td>
<td>0.33</td>
<td>0.27</td>
<td><strong>0.42</strong></td>
</tr>
<tr>
<td>Average</td>
<td>0.39</td>
<td>0.43</td>
<td>0.37</td>
<td><strong>0.47</strong></td>
<td>0.43</td>
<td><strong>0.47</strong></td>
</tr>
</tbody>
</table>

For pooling, we first use max pooling over fragments of music file corresponding to 100 spectrogram patches (around 3 seconds), and then average pooling over the resulting sequence. Results were measured using 10-fold cross-validation.

It can be seen that on average, a sparse coding based approach can achieve performance comparable to that of handcrafted features. However, autoencoder-based music representation outperforms hand-crafted features features in modeling highly subjective emotions, such as amazement and solemnity. At the same time, the results are significantly worse for "simple" emotions highly correlated with occurrence of major and minor chords, i.e. joyful activation and sadness.

Out of all examined methods, only autoencoders achieved this level of performance. The addition of radial basis function kernel to the L1 least squares not only did not improve the results, but worsened them. Sparse RBM performs better than most approaches, but does not achieve the performance of a sparse autoencoder. Interestingly, K-means based approach, equivalent to the simple bag of words model, achieves performance comparable to autoencoder. However, it does so only for specific emotions, while being significantly worse for others.

Under-performing in terms of recognizing joyful activation and sadness can be interpreted as a sign of difficulty in learning harmonic features. While an unsupervised dictionary learning method can recognize a pattern corresponding to a particular chord, it may be hard to generalize them to the concept of major and minor chords, and further to key detection for the entire song.

C. Experiment 2: Influence of pooling window size on the results

Using previous parameters and choosing autoencoder as the best performing method of sparse coding, we performed a second experiments with the goal of estimating the influence of selected pooling window size on the prediction of specific emotions. Usually, in music information retrieval, model parameters such as window sizes for any type of operation are constant and tuned for best overall performance. However, with a specific set of differing emotions, it is interesting to see how recognition of each emotion is affected by the time-frame considered.

As in the experiment 1, we use max pooling over small windows first, and average pooling over the resulting sequence of vectors afterwards. We consider pooling window sizes of {1, 20, 40, 60, 80, 100, 120, 140, 160}. Note that window size equal to one is equivalent to average pooling over the entire file, which is commonly used in dictionary learning. Similarly to the main experiment, results are measured using 10-fold cross-validation.

Fig. 2 shows the changes in performance for different window sizes of max pooling. It can be seen that peaks in performance appear at different window sizes for different emotions. For detection of joyful activation and sadness small window sizes seem optimal, while detection of tension can be improved with sizes close to 140 vectors.

D. Experiment 3: Encoding patterns

Since our sparse representations are built from spectrogram patches and spectrogram is a visual representation of how sound evolves, it is possible to visualize spectrogram patterns which sparse coding methods recognize. In case of autoencoder neural network, a response of a hidden layer neuron depends on the vector of input-hidden weights associated...
with that particular neuron. For each neuron in the hidden layer, there are 400 weights, each corresponding to one input neuron. Since a vector given as an input to the neural network represents a $40 \times 10$ spectrogram patch, we use the same $40 \times 10$ dimensions to visualize the input weights. We want to see if the response patterns are possible to interpret by a human observer and relate to concepts existing in music. For visualization of encoding patterns, we learned an autoencoder network with the best-performing set of parameters found in previous experiments: $\lambda = 10$, $\rho = 0.1$.

Fig. 3 shows sample response patterns of single neurons in the encoding layer, with the highest weight values coloured red and lowest coloured blue. Neuron should respond with a high activation to spectrogram patches similar to these patterns.

We found certain types of response patterns appearing consistently in unsupervised training of autoencoders. In Fig. 3, leftmost pattern shows high weights in distinct narrow frequency bands, responding in high activation when the amplitude is high in these bands. Patterns like this respond well to specific music intervals, which makes them useful in extracting harmonic features. A combination of them could approximate chord detection. Second leftmost pattern shows an example of high weights in a wider frequency band, in this case responding to high amplitude in low frequency bins. Neurons responding to patterns like this for different wide bands can enable detection of overall amount high, mid and low tones, which in turn could be used e.g. in recognizing songs with a heavy bass line. Third pattern shows small weights for inputs corresponding to initial frames and high weights for inputs corresponding to latter frames in the low frequency band, indicating the neuron will respond with high activation to an onset of a musical phrase. Rightmost pattern can detect increases in amplitude separated by a specific interval of time, which gives the possibility of beat frequency detection.

We can see that through unsupervised training, autoencoders could learn features that are interpretable using concepts related to high-level features of music.

VII. CONCLUSIONS AND FUTURE WORK

We applied a machine learning approach based on pooling of sparse vectors built from spectrograms of sound files to Emotify, first publicly available music emotion recognition dataset annotated with Geneva Emotional Music Scale categories. We compared 5 sparse coding methods and measured their performance in the task of predicting a community consensus concerning emotions induced by a music piece. We found out that sparse autoencoders significantly outperform other approaches.

The results show that a sparse coding approach based on autoencoders can achieve satisfying performance in recognizing certain very subjective emotions hard to detect using higher level features. On the other hand even the best sparse coding method applied to this problem cannot outperform harmonic features in recognizing joyful activation and sadness. However, the results show that performance is significantly affected by the choice of the size of pooling window and it appears that different window sizes are optimal for detecting different emotions. These results suggest that analysing sound using fixed and constant time scales is a significant limiting factor in predicting music-induced emotions.

The main limitation of our research was the dataset, which unfortunately is the only one so far using the GEMS system for emotion classification. Generalizations based on our results should be confirmed on other datasets, possibly including more varied music types.

Future research in the area of induced emotion modelling can focus on a number subjects. First, a thorough examination of properties of the sparse autoencoder in the context of music emotion recognition can be useful. Second possible area of research is developing methods that can simultaneously consider multiple time-scales since there is no optimal selection of time windows for pooling, and maximizing average prediction performance does not guarantee maximizing performance for every emotion. Finally, building new datasets annotated with domain-specific emotional models such as GEMS should be a subject of interest.
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Abstract—This paper is aimed at presenting some general construction method of the hybrid plan controller for some task of temporal planning with preferences. This construction is multi-stage and it begins with a description of a chosen robot environment and its plan in some extended version of Linear Temporal Logic. This description is later transformed to the appropriate preferential Büchi automaton. In the same way, the real plan performing by the robot is encoded by the similar automaton. Finally, both automata are exploited to construct its product automaton, which is later described in PROLOG.
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I. INTRODUCTION

A Plan Controller constitutes a machine (sometimes only abstract) suitable for controlling how different tasks are performed in comparison with the initially developed plans or schedules. The plan controller construction is often a multi-stage activity and it begins with a description of the robot environment and tasks in the appropriate formal language. This description should be later translated into the appropriate automata which encode the initial part of information in terms of automaton states and admitted transitions between them. Such controllers¹ satisfy many different features, and – depending on the proposed approach to the robot’s motion representation – are usually rendered in terms of Linear Temporal Logic (LTL), but may be also rendered in terms of the motion description language [9] or of the control and computation language [14].

An interesting approach to the plan controller construction was presented in [4], [20], which is based, however, on the known idea of the environment triangulation. The classical approach to the controller construction leads just from a triangulation of the robot's agent’s environment and the appropriate finite transition system by a representation of this environment in terms of LTL. In the next step, the LTL-formulas are represented by the appropriate Büchi automaton². Its construction is later complemented by the construction of the appropriate product automaton for LTL-specification and for the considered transition system – suitable for a grasping of the basic dynamism in the robot’s environment. This product automaton ensures acceptance of certain desired transitions only, see: [4], and it forms a ‘core’ of the hybrid plan controller representation.

The method of the Büchi automaton construction alone for a use of different planning situations was presented in [6] and – w.r.t. formulas of some extended LTL — earlier in [21], [22]. The applicability of the formalism of temporal logic for specification of the robot’s motion environment is a commonly known and widely discussed fact; see for example: [1], [2]. Indeed, such systems as Linear Temporal Logic (LTL) and Computation Tree Logic (CTL) have a satisfying expressive power to give a relatively detailed description of components of robot’s motion planning such as action sequencing or objectives, the properties of the robot’s environments. This utility of LTL was suggestively demonstrated in [2]. The robot’s environments specification in terms of temporal logic constitutes the first fundamental step for planner and plan controller construction.

We intend to extend these recent approaches in two ways: we introduce an additional preferential component to the considered transition system and we extend the language for the robot’s environment specification by introducing Halpern-Shoham logic (HS) – introduced in [7] – with single operators $\langle D \rangle$ and $\langle L \rangle$ for relations: 'during' and 'later' (resp.). Such a radical restriction of HS is dictated by formal requirements of the conversion to the automaton, which can be realized in this case.

Motivation. Majority of approaches to plan controlling of the robot behavior in polygonal environment – such as the presented in [1], [2], [4], [20] – discuss this issue rather in a form of extended outlines and without (often needed) technical details. By contrast, some formal papers such as [21], [22],

¹ They are often called “hybrid controllers” as they join different automation types and they refer to different features and ‘entities’ such as plans and the motion environments.

² This useful formal tool was invented in 1962 and described in [7].
are aimed at presenting a purely meta-logical face of the construction of automata in a language of temporal logic. In result, there is no real coincidence between these approaches. Moreover, no of them take into account preferential aspects of planning, which introduce a portion of 'rationality' to performing tasks and, its management and controlling.

These lacks constitute a main motivation factor of this paper investigations. The next motivation factor stems from an additional lack of some correlation between research on the real expressive power of temporal logic systems – such as Halpern-Shoham logic in [18], [19] – and some engineering tendency to exploit temporal logic systems in (almost) all possible contexts and without restrictions.

Against this state of the art, we intend to propose such a new preferential extension of the current approaches to the plan controller construction for a robot in polygonal environment which respects last arrangements about temporal logic and its expressive power. This intention determines a choice of the appropriate subsystems of Halpern-Shoham logic: its restrict to the modal operator ‘during’ and ‘later’-relations (resp.). In fact, these operators can be effectively transformed to the appropriate automata in the light of recent observations from [19], [17]. Some conceptual background of the automaton construction for combined formulas of some multi-valued extension of HS-logic has been presented in [13], [10].

Moreover, the authors of this paper give venture of their enthusiasm with respect to some utility of the proposed construction in different areas of utility of temporal logic systems: in engineering or – for example – in business processes and their management. Some applicability of temporal logic systems for engineering has been recently discussed in [12], [11], for a use of business management – in [15], [16]. Last, but not least, expected future implementation of the automaton construction in languages of a declarative paradigm such as PROLOG or ASP forms some additional motivating factor of this paper’s analysis.

**Objectives of the paper.** According to these motivation factors, rendered above, objectives of this paper – in a chronological order – are the following:

1) proposing a new preferential extension of the concept of the hybrid plan controller– based on product automata,
2) construction of hybrid plan controller for a robot performing task in a polygonal environment in the block world,
3) an outline of the PROLOG-representation for some fragments of the constructed plan controller.

We also associate to these main objective some additional goal to extend the used specification language from LTL to LTL extended by Halpern-Shoham logic with \( \langle D \rangle \) and \( \langle L \rangle \)-operators, symb. HS\( ^D \).

**Organization of the paper.** This paper is organized as follows. In section 2 we present a terminological background of the analysis. In section 3 we present the main problem of the paper analysis and we give a general algorithm of our hybrid controller specification. Section 4 forms the main conceptual part of the paper, where we describe in details the steps of the controller construction via the Büchi automaton for LTL and for the considered transition system. In section 5 we briefly describe the implementation area of this construction and HS logic with operators: ABAB. In section 6 we formulate conclusions and some remarks on the future research direction.

**II. PRELIMINARIES**

Before moving to main paper body, we present a terminological framework of this paper analysis, introducing a new concept of preferential automata and preferential transition system. The recalled definitions of a (finite) transition system and a Büchi automaton are incorporated from [7].

**Definition 1.** A (finite) transition system \( \text{FTS} \) is a n-tuple \( \text{FTS} = (W, W_0, \text{Act}, \text{Tran}, \Pi, \text{Obs}) \), where:

1) \( W \) is the finite set of states (worlds),
2) \( W_0 \subseteq W \) is the distinguished set of initial states,
3) \( \text{Act} \) denotes the set of possible actions,
4) \( \text{Tran} : W \times \text{Act} \rightarrow W \) is a transition function, i.e such a total function that returns the next stage for a given state an an action,
5) \( \Pi \) denotes the set of possible observations,
6) \( \text{Obs} : W \rightarrow \Pi \) is the observability function, which returns the observable part of the current state.

We define an execution on \( \text{FTS} \) as an infinite sequence of states \( w_0, w_1, \ldots \), such that \( w_0 \in W_0 \) and \( w_{k+1} = \text{Tran}(w_k, a) \) for some action \( a \in \text{Act} \). The observable part of the execution will be called a trace.

**Definition 2.** A Büchi automaton is a tuple

\[
A = (\Sigma, S, S_0, \rightarrow, \rho, F),
\]

where:

1) \( \Sigma \) is the alphabet of the automaton,
2) \( S \) is the set of states of the automaton,
3) \( S_0 \subseteq S \) is the set of initial states of the automaton,
4) \( \rho : S \times \Sigma \rightarrow 2^S \) is the transition function of the automaton and
5) \( F \) is the set of accepting words.

We expand this definition to a definition of preferential Büchi automaton by specification of the set of accepting words by introducing some degrees/parameters \( \alpha \)'s from an interval \([0, 1]\). The role of them is to measure a degree of a preference of the accepting words from \( F \), indexed by such an \( \alpha \).

**Definition 3.** A Preferential Büchi automaton is a tuple \( A = (\Sigma, S, S_0, \rightarrow, \rho, F, \alpha_1, \alpha_2 \ldots) \), where:

1) \( \Sigma \) is the alphabet of the automaton,
2) \( S \) is the set of states of automaton,
3) \( S_0 \subseteq S \) is the set of initial states of automaton,
4) \( \rho : S \times \Sigma \rightarrow 2^S \) is the transition function of automaton and
5) \( F^{\alpha} \) is the set of accepting words with associated \( \alpha \)-degree preferences.
6) $\alpha_1, \alpha_2, \ldots$ are values of functions $f : \rightarrow F^\omega \rightarrow [0, 1]$ called preferences.

We assume that a set of $\alpha$ degrees is finite as they index accepting words from set $F^\omega$. Naturally, $F^\omega$ should be finite as a set of accepting words of a finite automaton.

For such a defined automaton we define a run of $A$ (on an infinite words $a_0, a_1, a_2, \ldots$) is an infinite sequence of such states $s_0, s_1, \ldots \in S^2 \Rightarrow$ that $s_0 \in S_0$ and $s_{i+1} \in \rho(s_i, a_i)$. We say that a run $r$ is accepting iff a set $\{ s | s$ occurs in $r \text{ infinitely often } \} \cap F \neq \emptyset$. If $F$ is finite, this general condition means that there exists at least one state $s'$ that occurs in a run $r$ infinitely often.

**Linear Temporal Logic (LTL).**

**Syntax.** Bi-modal language of LTL is obtained from standard propositional language (with the Boolean constant $\top$) by adding temporal-modal operators such as: always in a past ($H$), always in a future ($G$), eventually in the past ($P$), eventually in the future ($I$), next and until ($U$) and since ($S$) – co-definable with "until". The set FOR of LTL-formulas is given as follows:

$$\phi ::= \neg \phi \lor \psi | \phi U \psi | \phi S \psi | H \phi | P \phi | I \phi | Next(\phi)$$  

(1)

Some of the above operators of temporal-modal types are further co-definable as follows: $F \phi = \neg G \neg \phi$ and $P \phi = \neg H \phi$.

**Semantics.** LTL is traditionally interpreted in models based on the point-wise time-flow frames $F = (T, \leq)$ and dependently on a set of states $S$. In result, we consider pairs $(t, s)$ (for $t \in T$ representing a time point and $s \in S$) as states of LTL-models. Anyhow, we often consider a function $f : T \rightarrow S$ that associates a time-point $t \in T$ with some state $s \in S$ and we deal with pairs $(t, f)$ instead of $(t, s)$. Hence the satisfaction relation $|=\vdash$ is defined as follows:

1) $(t, f) |= G \phi \iff (t^\prime > t) f^\prime = \phi$, $(t, f) |= H \phi \iff (t^\prime < t) f^\prime = \phi$.
2) $(t, f) |= F \phi \iff (\exists t^\prime > t) f^\prime = \phi$, $(t, f) |= P \phi \iff (\exists t^\prime < t) f^\prime = \phi$.
3) $(t_1, f) |= \phi S \psi \iff$ there is $t_2 < t_1$ such that $t_2, f = \psi$ and $t, f = \phi$ for all $t \in (t_1, t_2)$.

Halpern-Shoham logic. HS forms a modal representation of the following temporal relation between intervals, defined by [7]: after" (or meets"), (later"), begins" (or start"), during", end" and overlap". These relations are intuitive and their visualization can be easily found in many papers, so we omit their visual presentation, they correspond to the modal operators: $\langle A \rangle$ for after", $\langle B \rangle$ for begins", $\langle D \rangle$ for during", etc. The syntax of HS entities $\phi$ is defined by:

$$\phi ::= p | \neg \phi \land \phi (\langle X \rangle) (\langle X \rangle),$$  

(2)

where $p$ is a propositional variable and $\langle X \rangle$ denotes a modal operator for the inverse relation with respect to $X \in \{A, B, D, E, O, L\}$ if $\phi \in L(HS)$. $M$ is a model, and $I$ is an interval in the $M$-domain, then the satisfaction for the HS-operators looks as follows:

$$M, I |= \langle X \rangle \phi \iff \exists I' \text{ that } IXI' \text{ and } M, I' |= \phi.$$  

(3)

**Example 1.** Some simple spatial-temporal requirements imposed on the robot’s environment $E$ can be expressed by formulas:

- **Always if you take a block $A$, take $B$, as well:** $G(\text{take}(A) \rightarrow \text{take}(B))$.
- **For any intervals: if you take $A$, than you also put $B$:** $[D|HOLDS(\text{take}(A)) \rightarrow HOLDS(\text{put}(B))]$.

**III. PROBLEM FORMULATION AND A GENERAL ALGORITHM OF THE CONTROLLER CONSTRUCTION**

Assume that $E$ is a polygonal environment of robot motion operations. All possible admitted holes of $E$ have to be enclosed by a single polygonal chain. The motion of robot is expressed as follows:

$$x(t) \in E \subseteq R^2, u(t) \in U \subseteq R^2, u(t) \cap x(t) \neq \emptyset$$  

(4)
where \( x(t) \) is a trajectory of robot’s motion (position of a robot in a time \( t \)) in \( E \) and \( u(t) \) is a control input. Non-emptiness of the above intersection \( u(t) \) and \( x(t) \) ensures that a controller detects the robot’s trajectory. In such a framework, the goal of the paper is to give an outline of a construction of a hybrid controller that generates controllers inputs \( u(t) \) for a trajectory \( x(t) \) and environment with a specification given by formulas of LTL and – partially – by HS restricted to D-operator.

A general path of our controller construction looks as follows. We begin with the environment \( E \) and its triangulation. Secondly, we consider some transition system FTS to describe a basic dynamism of \( E \). The next, we specify \( E \) in terms of LTL (\( \phi \)-formula) and of some subsystem of HS logic. In the next construction step, we transform FTS to the appropriate Büchi automaton \( A_{FTS} \) for it. The similar automaton \( A_{\text{LTL,HS}} \) is constructed for representation of a specification of \( E \) (with a chosen point \( x_0 \)) in terms of the considered temporal logic. Having these automaton, we construct some product automaton \( A \) to ‘reconcile’ the activity of both automata. Assume that some environment \( E \) of a robot and a formula \( \phi \in \mathcal{L}(\text{LTL} \cup \text{HS}^{D,L}) \) – describing this environment or the robot motion are given. Thus, the algorithm of the hybrid controller construction could be given as follow – as a specified version of algorithm from [4]:

**Algorithm: The Hybrid Controller Construction**

**Procedure:** CONTROLLER(\( E, \phi \))

1. \( \triangle \leftarrow \text{Triangulate}(E) \)
2. \( \text{FTS} \leftarrow \text{TriangulationToFTS}(\triangle) \)
3. \( A_{FTS} \leftarrow \text{FTS to Büchi Automaton} \)
4. \( A_{\text{LTL,HS}} \leftarrow \text{LTL} \cup \text{HS}^{D,L} \text{to Büchi Automaton} \)
5. \( A \leftarrow \text{Product}A_{FTS}, A_{\text{LTL,HS}} \)
6. return: Controller(\( A, \triangle, \phi \))

**End procedure**

IV. CONTROLLER CONSTRUCTION FOR PATH TEMPORAL PLANNING WITH OBSERVABILITY

**A. From triangulation to the FTS system**

In order to propose an exact construction of our path temporal planning controller we will represent a polygonal environment \( E \) as a finite set of partitions. One can use many methods of the initial polygonal environment’s decomposition, presented in [4], [5].

The main idea of such a triangulation consists in a mapping of each point \( x \in E \) to a one of the disjoint equivalence classes determined by an equivalence relation \( \sim \). The natural way is to define \( \sim \) as follows: \( \forall x, y \in E : x \sim y \iff x, y \in \triangle, i.e. each such an equivalence class forms a triangle, what allows us to represent a quotient set \( E/\sim \) as a sum of triangles. Assume now that \( T : E \rightarrow Q \) for \( Q = \{ \triangle_1, \ldots, \triangle_k \} \). Then each \( T^{-1}(\triangle_i) \), for \( i \in \{1, 2, \ldots, n\} \) contains some states \( x \in E \) and a set \( \{ T^{-1}(\triangle_i) \} \cap Q, \) for \( i \in \{1, 2, \ldots, n\} \) of all such triangle anti-images is a desired partition of the initial motion environment \( E \). In order to preserve a consideration generality, we do not impose any special requirements on \( E \) (concerning the temporal or spatial coverage etc.)

In this framework we can introduce a finite transition system with preferences – FTS, modifying a definition of of FST with observability from [4], [20] as follows:

**Definition 4.** We define the finite transition system FTS with preferences as a tuple \( FTS = \langle Q, Q_0, \text{Act}, \text{tran}_{FTS}, \text{Pref}, P \rangle \), where:

1) \( Q \) is the finite set of states (triangles),
2) \( Q_0 \subseteq Q \) is the set of initial robot states,
3) \( \text{Act} \) is the set of actions,
4) \( \text{tran}_{FTS} : Q \times \text{Act} \rightarrow Q \) is defined as a ‘move’ from \( \triangle_i \rightarrow \triangle_j \) if the cells \( T^{-1}(\triangle_i) \) and \( T^{-1}(\triangle_j) \) share a common edge,
5) \( P \) is the set of objects called preferences, \( \text{Pref} : Q \rightarrow P \) is a preferential map which associates to a \( \triangle_i \in Q \) some preference \( \text{Pref} \) such that \( \text{Pref}(\triangle_i) \in P \) if \( P \subset [0, 1] \) and \( \text{Pref} \) is a function.

**Example 2.** One can consider such a transition system with preferences as a system – depicted on a Fig. 2 with a function \( \text{PREF} \), which satisfies a condition: \( \text{PREF}(\triangle(\text{room3})) = \frac{1}{2} \).

(All triangles from a room 3 are preferable (in a sense of a robot task as places to visit) with a degree \( \frac{1}{2} \)).

**B. From FTS system to the Büchi automaton**

It easy to observe that the finite transition system \( FTS \) naturally models a basic structure of the motion environment. It can play this role independently of a way of its presentation – in the standard form: \( FTS = \langle W, W_0, \text{Act}, \text{Tran}, \Pi, \text{Obs} \rangle \) or in the "triangle" tuple \( FTS = \langle Q, Q_0, \text{Act}, \text{tran}_{FTS}, \text{Pref}, P \rangle \). Moreover, their structure – as it has been said – is similar to a structure of automata, so they seems to be a natural base of a construction of the required automata. In essence, (finite) automata may be considered as (finite) transition systems with labeling functions, connected with the appropriate language which delivers an alphabet as a required component of the automaton structure. Due to some practice in this area – expressed in [4], [20] – we will consider the standard repre-
sentation of FTS as more suitable for an expected automaton construction.

Authors of the approach from [4], [20] recommended to an immediate use a structure of such an FTS for this construction. We only partially make use of this advise. Of course, we will base the automata construction on the FTS-structure with its states as transitions and transitions of the newly constructed automaton. Nevertheless, we decide for a more "descriptive" solution: we firstly describe a robot environment (FTS) in terms of LTL and we construct states of desired automaton from sets of the used formulas. For that reason, one need now a mechanism of such a description. Its presentation will be given below.

C. From LTL and HS to its Büchi automaton

The next step of our construction will consist in a constructing of the appropriate Büchi automaton for LTL- and HS-formulas expressing the robot’s motion environment E and the action sequencing. This situation is, however, not so comfortable as in the FTS-case for three purposes. First, both LTL and HS form formal languages, so their translation for the Büchi automaton should be more sophisticated. Moreover, we deal with two languages: LTL and HS of a different temporal and a modal-temporal nature. Last, but not least, HS logic (in generality) cannot be expressed by the Büchi automaton because of the enormous expressive power of this logic. Fortunately – as it was already mentioned – it was proven in [17] that the subsystem of HS with an operator D can be represented by a finite state automaton. Unfortunately, it is not clear whether there exists any extension of this subsystem with the same property. Nevertheless, it is known that a subsystem AABB is too strong, because ω-regular languages can be embedded in this system, but not in the inverse direction [19]. According to these remarks on the Büchi automaton construction in section 2, we begin with defining of a closure of formulas of LTL and HS.

Definition 5. Let assume that φ ∈ L(LTL). We define its closure cl(φ) as follows:
1) φ ∈ cl(φ), ¬(φ₁) ∈ cl(φ), than φ₁ ∈ cl(φ),
2) φ₁ ∧ φ₂ ∈ cl(φ) than φ₁, φ₂ ∈ cl(φ),
3) A(φ₁, . . . , φₖ) ∈ cl(φ) → A_{sub}(φ₁, . . . , φₖ) ∈ cl(φ) for A_{sub} denoting a sub-formula of A.

In the similar way we will define a closure for φ ∈ L(HS).

For a distinction of these languages and their formulas we will denote them as: φ_{LTL} and φ_{HS}.

Definition 6. In accordance with the earlier statements we define an automaton A_{LTL,HS} as n-tuple:

\[ A_{LTL,HS} = (2^{D(\phi_{LTL} \cup \phi_{HS})}, \rho, S_{0}^{\phi_{LTL}}, \delta_{0}^{\phi_{HS}}, F) \]  

where \( 2^{D(\phi_{LTL})} \) is the set of states of the automaton as the collection of all sums of (disjoint) sets of formulas in \( cl(\phi_{LTL}) \) and \( cl(\phi_{HS}) \), \( \rho \) is the transition and \( S_{0}^{\phi_{LTL}}, \delta_{0}^{\phi_{HS}} \) are sets of initial states of automaton containing for \( \phi_{LTL} \) and \( \phi_{HS} \) and \( F \subseteq 2^{cl(\phi_{LTL})} \cup 2^{cl(\phi_{HS})} \) is a set of accepting words of automaton\(^3\) (resp.).

One can expand this definition – based on [21], [22] to the definition of a preferential automaton as follows:

Definition 7. A preferential automaton (for words of \( L(LTL \cup HS) \)) is defined as n-tuple:

\[ A_{LTL,HS} = (2^{cl(\phi_{LTL} \cup \phi_{HS})}, \rho, S_{0}^{\phi_{LTL} \cup \phi_{HS}}, F^0, \alpha_1, \alpha_2, \ldots) \]  

where \( 2^{cl(\phi_{LTL} \cup \phi_{HS})} \) is the set of states of the automaton as the collection of all sums of (disjoint) sets of formulas in \( cl(\phi_{LTL}) \) and \( cl(\phi_{HS}) \), \( \rho \) is the transition, \( S_{0}^{\phi_{LTL} \cup \phi_{HS}} \) are sets of initial states of automaton containing for \( \phi_{LTL} \) and \( \phi_{HS} \) and \( F^0 \subseteq 2^{cl(\phi_{LTL} \cup \phi_{HS})} \) is a set of accepting words of automaton, and each of \( \alpha_1, \alpha_2, \ldots \) is a function \( f : F^0 \rightarrow [0, 1] \).

Example 3. Let us consider \( \phi = \neg\psi_1 \) for some \( \phi_1 \) as a LTL-formula and \( \psi = (D)\psi_1 \) (for some \( \psi_1 \)) as our HS-formula. We show how to construct a Büchi automaton in a case of these formulas.

Due to definition of a closure of the formula we obtain:

\[ cl(\phi) = \{ \phi_1, \neg\phi_1 \} \]  

and \( cl(\psi) = \{ \psi, \neg\psi, (D)\psi, \neg(D)\psi \} \) and thus\(^2\):\(^2\)

\[ 2^{cl(\phi)} = \{ \emptyset, \{ \phi_1 \}, \{ \neg\phi_1 \}, \{ \phi_1, \neg\phi_1 \} \} \]  

and \( 2^{cl(\psi)} = \{ \emptyset, \{ \psi \}, \{ \neg\psi \}, \{ \psi, (D)\psi \}, \{ \neg\psi, (D)\psi \}, \{ \neg\psi, \neg(D)\psi \} \} \). \( N_\psi = \{ \neg\phi_1, \neg(D)\psi \} \) (because these sets contain \( \phi \)) and \( N_\phi = \{ \{ \phi_1, (D)\psi \}, \{ \neg\psi, (D)\psi \} \) (because these sets contain \( (D)\psi \)). Transitions \( \rho_{LTL} \) and \( \rho_{HS} \) are defined in such a way that sets from \( N_\phi \) are initial in \( \rho_{LTL} \) and \( N_\psi \) are initial for \( \rho_{HS} \).

D. Product automaton \( A_{FTS} \times A_{LTL,HS} \)

We have already defined the automaton \( A_{FTS} \), which describes the finite transition system and the automaton \( A_{LTL,HS} \) represents the initial temporal logic-based specification of the motion environment. There is a need to reconcile both automata in order to construct our open-loop hybrid controller. For this purpose, it seems to be reasonable to restrict a spectrum of the possible transitions to these of them, which can ensure some form of observability.

For this purpose we introduce a product automaton \( A = A_{FTS} \times A_{LTL,HS} \) with a new transition \( \rightarrow_A \) between pairs: \( (q_i, w_i) \rightarrow_A (q_j, w_j) \). We assume that this transition holds between such pairs if and only if \( q_i \rightarrow_{FTS} q_j \) and \( (w_i; \pi(q_j)) \rightarrow_{LTL} w_j \). This last condition means that the last transition has an input that contains an action \( \pi(q_j) \) being an observation of the newly achieved (in sense of \( \rightarrow_{FTS} \)) state \( q_j \).

Definition 8. Let \( A_1 = (\Sigma_1, S_0, \rightarrow_1, F^1, \alpha_1, \alpha_2, \ldots) \) and \( A_2 = (\Sigma_2, T_0, \rightarrow_2, F^2, \beta_1, \beta_2, \ldots) \) are preferential

\(^3\)Let us observe that defining of \( F \) as accepted words determines, somehow, a set of final states by this way of state definition – just by formulas, which seems to justify \( F \) as a subset of \( 2^{\{\phi_{LTL}, \phi_{HS}\}} \).
automata, than their preferential product automaton is the automaton of the form:

\[ (\Sigma_1 \times \Sigma_2, S \times T, S_0 \times T_0, \rightarrow_{A_1 \times A_2}, F^\alpha \times F^\beta, \alpha_1, \alpha_2, \beta_1, \beta_2, \ldots) \]

where \( \rightarrow \) is a product transition defined such that: \((s_i, t_i) \rightarrow (s_{i+k}, t_{i+k})\) holds for natural \(i \in I\) and \(1 \leq k\) if and only if \(s_i \rightarrow_{A_1} s_{i+k}\) and \(t_i \rightarrow_{A_2} t_{i+k}\) and \(\alpha_1, \alpha_2, \beta_1, \beta_2 \in [0, 1]\) are fuzzy values expressing preference degrees of accepting words from \(F^\alpha\) and \(F^\beta\) (resp.)

(For simplicity, we will shortly write \(\rightarrow\) instead of \(\rightarrow_{A_1 \times A_2}\), when it will not lead to any confusion.)

E. Complementation of conditions for a product automaton

After the product automaton construction the design of an open-loop hybrid controller for motion planning reduces to the finding problem the accepting execution of this automaton. Nevertheless, this construction requires a small complementation. In fact, some components of \(A\) being singletons can have no outgoing transitions. In order to ensure a normal work of the automaton, we add the so-called stutter extension \([8]\) rule, which adds a self-transition on the blocking states. More formally: for all states \(s\) in domain of \(A\) we define a new transition \(\rightarrow_{\text{s-gr}} = \rightarrow_{A} \cup (s \rightarrow_{A} s)\), where \(\rightarrow_{\text{s-gr}}\) is the transition of the automaton \(A\), earlier defined. In such a framework it holds the following:

**Theorem 1.** (adopted from \([6]\)) An execution of FTS that satisfies the specification in terms of LTL and HS-formulas exists iff the language of \(A\) is non empty.

We omit the proof details. For a case of LTL-specification it can be found in\([7]\). For a case of HS-logic it follows from the existence of the automaton accepting formulas of this logic from \([17]\).

V. PART II: IMPLEMENTATION

In last part of the paper we gave a theoretic outline of the hybrid controller construction – based on some product automaton. In addition, a description of the robot motion environment and the robot plan have been rendered in LTL extended by some fragment of HS-logic. In this part we intend to illustrate these ideas by proposing a concrete construction of such a controller. According to the earlier arrangements – this construction will be multi-stage and it will contain the following stages:

1) a presentation of the robot motion environment,
2) a formal description of the environment and the plan of the robot in terms of LTL \(\cup HS^{D,L}\),
3) a formal description of the environment and a real plan performing by the robot in terms of LTL \(\cup HS^{D,L}\).

\(^4\)In essence we consider a projection of \(\rightarrow_{A}\) for the set of \(s\)-states, because \(\rightarrow_{A}\) works for pairs of states.

A. The motion robot environment and its LTL \(\cup HS^{D,L}\)-specification

Let us consider a robot, say \(R\), in some polygonal environment with 4 rooms as depicted on a picture below. Assume that \(R\) performs a task to dislocate a black block \(A\) from a room 1 to the room 4 and put in on a block \(B\) there and the planned (preferred) move trajectory leads from the room 1 by a neighborhood of the room 3 to the room 4 (the blue line on a picture). Let also assume that our robot exchanged this trajectory for another one (marked by a red line).

Therefore, the robot motion environment and plan specification in LTL \(\cup HS^{D,L}\) may be rendered as follows:

- **Plan + Preferences:**
  1) Take a block A.
  2) Move from \(R_1\) to \(R_1\) (more preferable) or Move from \(R_1\) to \(R_1\) (less preferable).
  3) If you are in \(R_3\), move from \(R_3\) to \(R_4\).
  4) Go to the room \(R_4\).
  5) Put a block \(A\) on the block \(B\).

We can also extract the following ‘behavioral’ rule for the robot as a condition of an effective plan performing.

- **Condition for the plan performing/behavioral rules:**
  1) Always in a future, if you take a block \(A\), go to the room \(R_3\).
Finally, we should give a short description of the polygonal robot motion environment.

- **The robot environment:**
  1. Environments consists of 4 rooms.
  2. In a room $R_1$, block A is initially located.
  3. In a room $R_2$, block B is initially located.
  4. In rooms $R_2, R_3$ no blocks are located.
  5. In room $R_4$, block A is finally located.
  6. The robot motion area is always located on the left of a room $R_1$.
  7. The robot’s motion area is always located on the right of a room $R_4$.

All these conditions may be regarded now in terms of $LTL \cup HS^{D,L}$ in the corresponding way as follows:

- **Plan + Preferences:**
  1. $Take(A)$.
  2. $Move(R_1^A, R_3) \lor Move(R_1^A, R_4)$.
  3. $HOLDS(R_3^A) \rightarrow Move(R_3, R_4)$.
  4. $Put(A)$.
  5. $HOLDS(R_4^A)$.

- **Condition for the plan performing/behavioral rules:**
  1. $G(take(A)) \rightarrow (L)go(R_3)$.

**The robot environment:**

- **Conditions:**
  1. $R_1 \land R_2 \land R_3 \land R_4$.
  2. $R_1^A \land R_4^B$ ($HOLDS_{in}(R_1^A)$).
  3. $R_4^A$ ($HOLDS_{fin}(R_4^A)$).
  4. $D[R_1 \rightarrow Left]$
  5. $D[R_4 \rightarrow Right]$.

Let us return now the initial assumption that the robot deviated from the planned path and has chosen a red line from $R_1$ to $R_4$, so via $R_2$. We can trace this deviation for the following juxtaposition of two formal descriptions in terms of $LTL \cup HS^{D,L}$ for both situations.

**Plan of the robot**

<table>
<thead>
<tr>
<th>Plan of the robot</th>
<th>The real plan performing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Take(A)$</td>
<td>$Take(A)$</td>
</tr>
<tr>
<td>$Move(R_1^A, R_3) \lor Move(R_1^A, R_4)$</td>
<td>$Move(R_1^A, R_2)$</td>
</tr>
<tr>
<td>$HOLDS(R_3^A) \rightarrow Move(R_3, R_4)$</td>
<td>$Move(R_2^A, R_4)$</td>
</tr>
<tr>
<td>$Put(A)$</td>
<td>$Put(A)$</td>
</tr>
<tr>
<td>$HOLDS(R_4^A)$</td>
<td>$HOLDS(R_4^A)$</td>
</tr>
</tbody>
</table>

**Behavioral rule**

- **Behavioral rule**

<table>
<thead>
<tr>
<th>Behavioral rule</th>
<th>behavioral rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(take(A)) \rightarrow (L)go(R_3)$</td>
<td>?</td>
</tr>
</tbody>
</table>

**B. From $LTL \cup HS^L$ to the Büchi automaton**

The next stage of the plan controller construction consists in a translation of $LTL \cup HS^L$-formulas to states of an automaton which usually is not given a priori, but it must be constructed in the appropriate way. The automaton in our case will be constructed due to [21], [22] via such that states are identified with subsets of closures of the $LTL \cup HS^L$-formulas. In order to illustrate this procedure let us consider a case of a single $LTL$-formula $Take(A)$. Due to definition 5 from p. 5 a closure of a formula $\phi$ contains all of its sub-formulas and its negations. In this case we get the following sets of formulas: $\emptyset$, $\{\neg A\}$, $\{A\}$, $\{TAKE(\neg A)\}$, $\{A,TAKE(\neg A)\}$, $\{TAKE(A)\}$, $\{A,TAKE(A)\}$ – as depicted on a fig. 3.

The fragment of the Büchi automaton with states for a closure of the $LTL$-formula $Take(A)$ was presented on a diagram 4.

The fragment of the Büchi automaton for a more complicated formula $LTL \cup HS^L$-formula $take(A) \rightarrow (L)go(R_3)$ was presented on a diagram 5.
of the automaton fragment for \( \text{Move}(R_1^A, R_3) \) – as depicted on a Fig. 7. In addition, the fragment of automaton for both formulas: \( \text{Take}(A) \) and \( \text{Move}(R_1^A, R_3) \) (taken together) is demonstrated on a Fig. 6. Finally, a more extended fragment of this automata for \( \text{Move}(R_1^A, R_3) \) and the ’behavioral rule’ of the robot \( \text{Take}(A) \rightarrow \langle L \rangle \text{go}(R_3) \) – providing the plan performing – was presented on a Fig. 7.

It is not difficult to observe that a ”global size” of such automata for a complete plan of the robot and its motion environment is very large and its complete presentation would be difficult and non-suggestive. It is enough to observe that the full automaton is a composition of the appropriate fragments enriched by some ’move-lines’ (the dark line on a Fig. 7) in order to connect the appropriate fragments of this automaton.

In order to detect discrepancies between the plan-automaton (for \( \text{Move}(R_1^A, R_3) \) and for the ’behavioral rule’ \( \text{take}(A) \rightarrow \langle L \rangle \text{go}(R_3) \)) with the corresponding part of automaton for the real performing of the plan, it is enough to compare both pictures. (The different states, i.e. with different formulas satisfied in them, are marked in a blue color.) Moreover, the plan-automata is larger as it also contains the transition ’branch’ for the ’behavioral rule’ of the robot. This branch cannot be added to the second automaton – due to observations from last section.

It has emerged that a discrepancy on the level of \( \text{LTL} \cup \text{HS}^k \)-formalism can be naturally reflected by its corresponding automata – as depicted on the Fig. 8, and Fig. 6.
C. The product automaton

As it has already been mentioned – each product automaton preserves some portion of information encoded by two automata: by the plan-automata, say $A^{\text{plan}}$ and by its ‘rival’ for the real task performing, say $A^{\text{perf}}$. As each product structure, the product automaton $A^{\text{plan}} \times A^{\text{perf}}$ is built up from pairs of states of the form: $(s_1^{\text{plan}}, s_2^{\text{perf}})$, where each $s_1^{\text{plan}} \in A^{\text{plan}}$ and each $s_2^{\text{perf}} \in A^{\text{perf}}$. The similar pairs can be constructed with respect to transitions taken from $A^{\text{plan}}$ and their equivalents from $A^{\text{perf}}$ (if there are).

The product automaton – due to the earlier definition of preferential product automaton – $A^{\text{plan}} \times A^{\text{perf}}$ must have a general form:

$$(\Sigma_1 \times \Sigma_2, S^{\text{plan}} \times S^{\text{perf}}, S_0^{\text{plan}} \times S_0^{\text{perf}}, \rightarrow, F^\alpha \times F^\beta, \alpha_1, \alpha_2, \ldots).$$

Assuming that the choice of $\text{Move}(R_1, R_3)$ is preferable with a degree, say $\frac{\alpha}{\beta}$ and the choice of $\text{Move}(R_2, R_4)$ – with a degree $\frac{\gamma}{\delta}$ in the robot plan, the fragment of product automata $A \times A^{\text{pref}}$ for formulas $\text{Move}(R_1, R_3) \lor \text{Move}(R_2, R_4)$ and $\text{Move}(R_1, R_2)$ – due to definition – will have the following algebraic representation:

$$\Sigma_1 \times \Sigma_2 = \langle \mathcal{L}(\mathcal{LTL} \cup H S^L) \times \mathcal{L}(\mathcal{LTL} \cup H S^L) \rangle,$$

$$S^{\text{plan}} \times S^{\text{perf}} = \mathcal{P}^2(\text{Move}(R_1, R_3) \lor \text{Move}(R_2, R_4)) \times \mathcal{P}^2(\text{Move}(R_1, R_2)),$$

$$F^\alpha \times F^\beta = \{0, \{R_1\}, \{\neg R_1\} \ldots \},$$

$$\alpha_1 = \frac{\alpha}{\beta}, \alpha_2 = \frac{\gamma}{\delta}.$$

The diagram presentation of the product automaton $A \times A^{\text{pref}}$ is simple and much more suggestive. For example, a diagram of the product automaton fragment for formulas $\text{Take}(A), \text{Move}(R_1, R_3)$ ‘produced’ with $\text{Move}(R_1, R_2)$ would be a product of single automata from Fig.6 and Fig. 8. (Both these automata – so to speak – combined together). The preferences imposed on some transition paths must be only marked by the appropriate values such as $\frac{\alpha}{\beta}, \frac{\gamma}{\delta}$.\footnote{It is not completely correct, because we should pedantically state that $s_1^{\text{plan}}$ belongs to some set $s^{\text{plan}}$ of states of $A^{\text{plan}}$, but we will omit this distinction for a simplicity and some suggestiveness of analysis.}

D. PROLOG-description of the product automaton

The last step of our plan controller construction is to encode the product automaton – earlier described in details – in a declarative language such as PROLOG. An idea of encoding is simple: a ‘status’ and localization of automaton states will be described by such predicates as: final(x), initial(x), but the transitions between them may be rendered by 3-argument predicates arc(x,y,z).

In this framework the PROLOG-description of the fragment of $A^{\text{plan}}$-automaton for two formulas: $\text{Take}(A) \lor \text{Move}(R_1, R_3)$ may be as follows:

```prolog
initial(0).
final(r3). final(r1). final(r2).
final(r3). final(r4). final(q4).
arc(0,p1). arc(0,p2). arc(0,p3).
arc(0,p4).
arc(p1,q2). arc(p2,p2). arc(p2,q2).
arc(p2,q3). arc(p3,q2). arc(p3,q3).
arc(p4,q3).
arc(q1,q1). arc(q2,q1). arc(q2,q1).
arc(q2,q2). arc(q3,r3). arc(q3,r4).
arc(q3,q4).
arc(r1,r1). arc(r2,r1). arc(r3,r3).
arc(r4,r4).
arc(0,p). arc(p,q). arc(q,r). arc(q,q).
```

In the similar way one can encode the fragment of the second automaton $A^{\text{perf}}$ for $\text{Move}(R_1, R_3)$. Since each state is determined by a set of formulas satisfied in it and most of states of this automaton is determined by formulas different from the earlier ones, one should denote the corresponding states – when needed – by capital letters: $R_1, R_2, Q_1, Q_2$ etc. In order to encode them in PROLOG we will represent them by ‘stateR1’, ‘stateR2’ etc.\footnote{Of course, both automata $A^{\text{plan}}$ and $A^{\text{perf}}$ are defined over the same alphabet $\Sigma = \mathcal{L}(\mathcal{LTL} \cup H S^L)$.} Thus the PROLOG-description of the required fragment of $A^{\text{pref}}$ looks as follows:

```prolog
initial(0).
final(r3). final(r1). final(r2).
final(r3). final(r4). final(q4).
arc(0,p1). arc(0,p2). arc(0,p3).
arc(0,p4).
arc(p1,q2). arc(p2,p2). arc(p2,q2).
arc(p2,q3). arc(p3,q2). arc(p3,q3).
arc(p4,q3).
arc(q1,q1). arc(q2,q1). arc(q2,q1).
arc(q2,q2). arc(q3,r3). arc(q3,r4).
arc(q3,q4).
arc(r1,r1). arc(r2,r1). arc(r3,r3).
arc(r4,r4).
arc(0,p). arc(p,q). arc(q,r). arc(q,q).
```

In order to better elucidate differences between both PROLOG-encodings, let us write in the lines which differentiate both codes:

\footnote{Naturally, these paths (with associated values) could by also distinguished among other ones in other way on a diagram representation of the automaton.}
arc(stateQ1, stateQ1).
arc(stateQ2, stateQ1).
arc(stateQ2, stateR1).
arc(stateQ3, stateQ3). arc(stateQ3, stateR3).
arc(stateQ3, stateQ4).
arc(stateR1, stateR1). arc(stateR2, stateR1).
arc(stateR3, stateR3). arc(stateR4, stateR4).

In addition, the third line of this first code for $\mathcal{A}_{plan}$ is partially incompatible with the corresponding line of the second code. The lack of the last line of the first code in the second code is accidental, since it follows from the automaton construction for $\text{Move}(R^1_1, R_2)$ only, but the "branch" for $\text{Take}(A)$ could be also added to this fragment of $\mathcal{A}^\text{pref}$. Nevertheless, the branch for $\text{Take}(A) \rightarrow (L)go(R_3)$ cannot be added to is as the robot did not respect this 'behavioral rule' in its real task performing what it is reflected by $\mathcal{A}^\text{pref}$. It remains to enrich these PROLOG-descriptions by some preferential component – as it it has been made with respect to automata. Due to our convention – preferences are denoted by rational numbers from a fuzzy set $[0,1]$ and they are associated to paths/arc between automaton states. For simplicity of the PROLOG-representation, we can assume that they can be associated to final states of such paths/arc. Assume, however, that we do not know how they are associated to concrete formulas or states, but we only known that each of formula can take one of values from the set $\{0, \frac{1}{2}, \frac{2}{3}, 1\}$. If we define the automaton branches for a $\text{Take}(A)$-formula by PROLOG lists, say X and Y, we also need to add a piece of information about possible fuzzy values that can be considered:

$$X \text{ ins } 0, \frac{1}{2}, \frac{2}{3}, 1; \text{ and } Y \text{ ins } 0, \frac{1}{2}, \frac{2}{3}, 1.$$

These coding examples do not exhaust the list of possible ways of PROLOG-encoding, but they are used for illustration and can be extended and specified in many ways.

VI. CONCLUSIONS

It has just been demonstrated how the hybrid plan controller can be constructed beginning with a formal description of the robot motion environment. As it could be observed – we were mostly interested in a theoretic side of a construction of such a controller, putting aside its real robotic materialization. This issue could constitute a subject of further research direction.

Anyhow, it has emerged that the initial discrepancy between a plan and its real performing by a robot can be encoded at each stage of the controller construction without losing of any portion of information. In fact, the same discrepancy at the stage of the LTL-description can be transformed to the stage of the automaton construction and – finally – could be visible at the stage of its PROLOG-representation, too. One could venture a thesis that attempts with other languages of a declarative paradigm give the similar results.

Naturally, the preferential extension of automata and the whole construction of the plan controller that we have just proposed forms a kind of an "external" extension. In fact, we have not introduced any explicit preferential language to LTL extended by HS-language with $(D)$ and $(L)$. It seems that this task could be feasible in some preferential extension of HS or LTL.
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Abstract—Mood of music is considered as one of the most intuitive criteria for listeners, thus this work is focused on the emotional content of music and its automatic recognition. The research study presented in this work contains an attempt to music emotion recognition including audio parameterization and rough sets. A music set consisting of 154 excerpts from 10 music genres was evaluated in the listening experiment. This may be treated as a ground truth. The results achieved indicated a strong correlation between subjective results and objective descriptors and on that basis a vector of parameters related to mood of music was created. On the other hand, rough set-based processing was applied to derive reducts containing the most promising features in the context of mood recognition, as well as confusion matrices of the mood recognition. Both approaches indicate strong relationship between objective descriptors and subjective evaluation of mood of music.

INTRODUCTION

In music perception studies many different classifications and systems that describe music components are defined. Levitin [1] observed that from the listener’s perspective there are seven major elements of music: loudness, pitch, melody, harmony, rhythm, tempo, and meter. These components are significant for discussion related to emotions included in music. The conventional approach to studying music emotion perception or to assigning music genre consists in subjective tests, in which a number of listeners evaluate a given music excerpt, and then these results are analyzed using statistical processing. This process is very lengthy and arduous, and does not always return reliable results, as mood and emotion are often treated by the listeners as interchangeable terms. Even such a notion as “music genre” may not precisely be defined, but still it plays an essential role in music appreciation and cognition. Mood plays an important role in music interpretation and annotation. Still, even though mood is an intuitive way of music describing, it is very difficult to find an exact correlation between physical features and perceived mood, which is necessary to make the annotation process automatic. This way, mood could automatically be added to music recommendation systems [2], [3].

Music as a form of art is perceived and interpreted in many different ways. It contains layers of music composition elements, emotions that may elicit different meanings, references to other pieces and other elements that are difficult to define and interpret. On the other hand, music can be treated as an audio signal and parameterized according to its temporal and spectral characteristics. The relationship between music described by music features and parameters derived from the signal is very difficult to find. The researchers’ task is to identify parameters that are related to those features.

As already mentioned, with the growth of accessible digital music libraries over the past decade, there is a need for research into automated systems for searching, organizing and recommending music. Therefore, the aim of this study is to find a correlation between subjective evaluation of music mood and objective data processing. For that purpose, the rough set-based [4], [5] analysis is carried out, employing the Rough Set Exploration (RSES) system [6], [7].

The paper is organized as follows; Section II presents the mood model used in this study, list of labels and the principles of the listening tests carried out by the authors, as well as results of mood perception-based evaluation. In Section III correlation analysis is performed for data gathered in the listening tests and in feature vectors that are assigned to the set of 150 music excerpts. As a result, a table is created that contains the most significant parameters correlated to two mood-related features, namely: valence and arousal. Next, the same data are analyzed using the rough set-based processing and then results obtained compared to those presented in Section III. Finally, a short summary is included in Conclusion Section.

SUBJECTIVE EVALUATION

A. Model of Mood of Music

This section includes information with regard to the main experiment that aimed for subjective emotional content evaluation of larger set music. Outcomes from previous experiments [8]–[12] were taken into consideration and affected the final form of this experiment including the model of emotions, music dataset and the experimental procedure.

The test was executed to collect subjective mood evaluation results of a large set of songs using specially
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designed graphical interface (Fig. 1, for translation see Table I). The model of mood of music used in the experiment was proposed by the authors. The main assumptions were that the model has to be intuitive for users and compatible with dimensional models consisting of two dimensions as proposed by Thayer [13].

Since previous stages of the research showed that 2-dimensional model is not very intuitive for listeners, an alternative solution was proposed [10]. The set of mood labels was selected from the Mood Dictionary Associated with Music proposed by the authors [10]. Mood labels (originally in Polish) along with their translation can be found in Table I.

Mood descriptors were placed on a 2-dimensional plane, with regards to dimensions retrieved from Multidimensional Scaling (MDS) experiment [11]. This placement is coherent with Thayer's model [13] and Russell's [14] emotion representation. It is also consistent with findings of Brinker et al., [15] and Hevner [16], who placed mood descriptors on Valence/Arousal (VA) plane.

### Table I.
**List of mood labels used in graphical interface designed for mood of music representation**

<table>
<thead>
<tr>
<th>No.</th>
<th>Mood label (Polish)</th>
<th>Mood label (English)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agresywny</td>
<td>Aggressive</td>
</tr>
<tr>
<td>2</td>
<td>Depresyjny</td>
<td>Depressive</td>
</tr>
<tr>
<td>3</td>
<td>Ekscytujacy</td>
<td>Exciting</td>
</tr>
<tr>
<td>4</td>
<td>Energeticzny</td>
<td>Energetic</td>
</tr>
<tr>
<td>5</td>
<td>Neutralny</td>
<td>Neutral</td>
</tr>
<tr>
<td>6</td>
<td>Relaksujacy</td>
<td>Relaxing</td>
</tr>
<tr>
<td>7</td>
<td>Smutny</td>
<td>Sad</td>
</tr>
<tr>
<td>8</td>
<td>Spokojny</td>
<td>Calm</td>
</tr>
<tr>
<td>9</td>
<td>Wesoly</td>
<td>Joyful</td>
</tr>
</tbody>
</table>

The intensity of color corresponds to the intensity of the particular emotion contained in music. The "white" area placed in the center is considered as a neutral, where no emotional content is included. This concept is also strongly related to fuzzy logic and the concept of "degrees of truth". It includes various states of truth in between 0 (false) and 1 (true), which is very intuitive, when it comes to evaluation of such a subtle substance as emotions.

#### B. Listening Procedure

The stages of the test are presented in Fig. 2. The main part of the test consisted of a series of musical excerpts presented one after another, where listeners were asked to evaluate the mood of music by clicking at the graphical mood representation. It was preceded by a short survey and the level check. The experiment was performed in Polish and its total average duration was approximately 12 minutes. The test was performed using a WEB-based interface. 112 listeners (57 women and 55 male) within age from 16 to 56 (average age 28) participated in the experiment. Majority of the audience reported that they listen to music everyday.

150 tracks were chosen from 10 different music genres, to obtain a diversified set. Chosen music styles were as follows: Blues, Classical, Country, Dance & DJ, Hard Rock & Metal, Jazz, Pop, R&B, Rap & Hip-Hop, Rock. It is worth noting, that styles chosen are easy to distinguish between each other and cover various music material. 30-sec music excerpts used in the experiment came from the SYNAT music database.
A detailed list of music files used in the experiments is available in [9].

C. Results

Answers provided by subjects were pre-processed and only valid entries were included in the result analysis. A submission was considered as valid, if consisted of 5 to 30 evaluated songs.

Results were analyzed with both dimensional and label approaches. In the dimensional approach answers were analyzed in the polar coordinates. To each field on the graphical interface, the number value was assigned according to the mood intensity (from 0 to 3) and the angle was assigned according to the position of the label. This allowed mapping onto 2D Energy/Arousal plane (Fig. 3). Achieved results were used as polar and Euclidean coordinates depending on the employed method. Selected results are listed in Table II.

Averaged ratings are mostly within range [0,2]. Only for aggressive mood a stronger result was obtained. In this case mood of music might be strongly related to the perceived emotion. Also distribution of music pieces sorted by genre is very interesting.

For pop and rock music, excerpts are distributed in all quadrants of the AV plane. There is no jazz songs in III quadrant. Blues was placed by listeners mostly on the right half of the VA plane (positive) as well as classical, where only two pieces were placed in quadrant III. A similar tendency is observed for country excerpts. Rap & Hip-Hop was considered mostly as music with high arousal and appeared mostly in quadrants I and II but some excerpts are placed in quadrant III.

Distribution of Blues and R&B was quite similar (mostly quadrants I and IV), which might be related to musical similarities and common roots of both genres. Although blues is often considered as very sad music, it was placed on the "positive" half of VA plane.

What is interesting, Dance & DJ excerpts are distributed among all quadrants as well as Pop and Rock. These music genres are very frequent in popular culture, therefore are not strongly related to one and only esthetics or topic but are mixtures of different trends. That is also reflected in values of the standard deviation, which are highest for these genres. Averaged results for each genre are listed in Table II. This table was used in the rough set-based analysis further on. Detailed results of the listening test are presented in [9].

**TABLE II. AVERAGED RESULTS FOR VARIOUS MUSIC GENRES**

<table>
<thead>
<tr>
<th>Music genre</th>
<th>Averaged Valence</th>
<th>Averaged Arousal</th>
<th>St. Dev. Valence</th>
<th>St. Dev. Arousal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blues</td>
<td>0.60</td>
<td>0.33</td>
<td>1.11</td>
<td>1.16</td>
</tr>
<tr>
<td>Classical</td>
<td>0.68</td>
<td>-0.25</td>
<td>1.28</td>
<td>1.25</td>
</tr>
<tr>
<td>Country</td>
<td>0.44</td>
<td>0.10</td>
<td>1.05</td>
<td>1.02</td>
</tr>
<tr>
<td>Dance &amp; DJ</td>
<td>0.25</td>
<td>0.26</td>
<td>1.06</td>
<td>1.15</td>
</tr>
<tr>
<td>Hard Rock &amp; Metal</td>
<td>-0.55</td>
<td>1.03</td>
<td>0.99</td>
<td>1.09</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.60</td>
<td>-0.10</td>
<td>1.19</td>
<td>1.33</td>
</tr>
<tr>
<td>Pop</td>
<td>0.04</td>
<td>0.22</td>
<td>1.04</td>
<td>1.20</td>
</tr>
<tr>
<td>R&amp;B</td>
<td>0.49</td>
<td>-0.32</td>
<td>0.99</td>
<td>1.12</td>
</tr>
<tr>
<td>Rap &amp; Hip-Hop</td>
<td>-0.17</td>
<td>0.62</td>
<td>1.10</td>
<td>1.12</td>
</tr>
<tr>
<td>Rock</td>
<td>0.00</td>
<td>0.43</td>
<td>1.24</td>
<td>1.13</td>
</tr>
</tbody>
</table>

All observations listed above are important cues for conducting experiments with decision systems. Although they are related to the specific music set, they might represent more general trends due to carefully selecting excerpts for the performed evaluation.

Contrarily, the label analysis was performed, where the number of occurrences of each label was calculated for every song. As a result, each song is described with a 9-element vector, where each position refers to the mood label (Table I). The value describes the percentage of occurrences of each label. Some songs are described by all listeners with mainly one label, while for other evaluations is spread among the labels. Examples of songs along with their label description are shown in Fig. 4.
The starting point of the feature vector (FV) content creation for the purpose of automatic mood recognition was examination of previous studies performed in MIR by the authors and their collaborators. Resulted from them was FV applied to two databases, namely ISMIS [18] and SYNAT [9], [19]–[25], thus its content may be treated as very thoroughly analyzed. Moreover, the same FV was used in the ISMIS’2011 conference in music competition [18], in which more than 100 teams participated, thus it may also be treated as a kind of benchmarking. ISMIS is a database of approx. 1300 music excerpts of high quality audio excerpts, collected and divided into six music genres. On the other hand, the SYNAT database is a collection of 52532 pieces of music described with a set of descriptors obtained through the analysis of mp3-quality recordings. For the SYNAT database, the analysis band is limited to 8kHz. The database stores 173-feature vectors, which in majority are the MPEG-7 standard parameters (109). The vector has additionally been supplemented with 20 Mel-Frequency Cepstral Coefficients (MFCC), 20 MFCC variances and 24 time-related ‘dedicated’ parameters. The SYNAT database was realized by the Gdansk University of Technology (GUT) [19] and music was collected from the Internet. The vector includes parameters associated with the MPEG-7 standard, melcepstral coefficients (MFCC) and is supplemented by the so-called dedicated parameters which refer to temporal characteristic of the analyzed music excerpt. Full list of parameters was shown in the earlier study [12], [20].

In addition, parameters from the MIR Toolbox [26] were calculated. This set of parameters contains a lot of information but not necessarily related to mood of music. At previous stages of this study a selection of parameters based on correlation analysis was performed and returned good results, therefore this approach was also applied. Correlation between subjective values of Valence and Arousal and parameters was calculated and therefore a set of features strongly related to mood was created. Only parameters with correlation coefficient higher than 0.50 were included in the final feature vector. Eventually, the feature vector describing mood of music consisted of 16 parameters from SYNAT, listed in Table III and 16 parameters from MIR Toolbox Table IV. It is worth noting that correlation is slightly stronger with parameters based on music characteristic than from SYNAT, which describe general properties of an audio signal. Description of parameters included in SYNAT can be found in [9], [12] and features from MIR Toolbox in the MIR manual [26].

### Table III.
PARAMETERS CORRELATED WITH SUBJECTIVE MOOD OF MUSIC EVALUATION SELECTED FROM 173-SYNAT FVS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>ASE2</td>
<td>-0.72</td>
</tr>
</tbody>
</table>

### Table IV.
PARAMETERS CORRELATED WITH SUBJECTIVE MOOD OF MUSIC EVALUATION SELECTED FROM THE MIR TOOLBOX

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>Spectral irregularity</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>MTBF2</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Spectral roughness</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Brightness</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Entropy of Spectrum</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Timbre Zerocross</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Tonal Harmonic Change Detection</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Harmonic Change Detection Function</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Spectral Centroid Mean</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Key Clarity</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Tempo</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Spectral Flux Period</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Spectral Irregularity</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Spectral Rolloff 185</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Spectral Kurtosis</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>Spectral roughness</td>
<td>0.50</td>
</tr>
</tbody>
</table>

### ROUGH SETS-BASED ANALYSIS

#### A. Input Data for Rough Sets

As mentioned earlier, the RSES was used in this study. The system generates interpretable results in the form of reducts,
classification measures, etc., thus it is very useful for the analysis and classification of data.

Data for the rough set-based analysis were prepared in various configurations. Table V gathers datasets in a form of decision tables, in which: "Mood label I", "Mood label II", and "Music Genre" are the decision attributes. Averaged values of Valence and Arousal were calculated, and averaged position on the Valence/Arousal plane indicated Mood label I. Mood label II was chosen according to the label analysis, where the number of occurrences of each label was calculated for every song and the label with maximum number of occurrences was chosen. The last column shows music genres. As seen from Table V, not always labels from Mood labels I and II are consistent between each other. Moreover, it is interesting that the position in VA plane does not condition music genre assigned.

Datasets from Table V were analyzed by the RSES system, the returned results are shown in a form of confusion matrices (Tables VI-VIII), containing true positives (TP), as well as coverage and accuracy measures. Data were randomly split into 60% and 40% subsets for training and testing the classifier. For every dataset a separate set of rules was created by the following procedure:

1. Every parameter value range was discretized by a local variant of Maximum Discriminability discretization method.
2. Reducts were calculated from training subset by the genetic method available in RSES software.
3. Reducts were tested against training subset to create decision rules, based on every object in the subset.
4. Testing subset was classified and accuracy was expressed by calculating a confusion matrix.

**Table V.**

<table>
<thead>
<tr>
<th>Song No.</th>
<th>Valence</th>
<th>Arousal</th>
<th>Mood Label I</th>
<th>Mood Label II</th>
<th>Music Genre</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>2.06</td>
<td>Energetic</td>
<td>Energetic</td>
<td>Blues</td>
</tr>
<tr>
<td>2</td>
<td>0.43</td>
<td>1.74</td>
<td>Energetic</td>
<td>Energetic</td>
<td>Blues</td>
</tr>
<tr>
<td>15</td>
<td>0.92</td>
<td>1.31</td>
<td>Exciting</td>
<td>Energetic</td>
<td>Blues</td>
</tr>
<tr>
<td>16</td>
<td>0.41</td>
<td>0.75</td>
<td>Exciting</td>
<td>Exciting</td>
<td>Classical</td>
</tr>
<tr>
<td>17</td>
<td>1.23</td>
<td>0.77</td>
<td>Exciting</td>
<td>Exciting</td>
<td>Classical</td>
</tr>
<tr>
<td>25</td>
<td>-1.00</td>
<td>-0.73</td>
<td>Depressive</td>
<td>Sad</td>
<td>Classical</td>
</tr>
<tr>
<td>30</td>
<td>1.67</td>
<td>0.55</td>
<td>Joyful</td>
<td>Exciting</td>
<td>Classical</td>
</tr>
<tr>
<td>31</td>
<td>0.36</td>
<td>1.21</td>
<td>Energetic</td>
<td>Energetic</td>
<td>Country</td>
</tr>
<tr>
<td>32</td>
<td>0.19</td>
<td>2.15</td>
<td>Energetic</td>
<td>Energetic</td>
<td>Country</td>
</tr>
<tr>
<td>40</td>
<td>-0.71</td>
<td>-0.55</td>
<td>Depressive</td>
<td>Depressive</td>
<td>Country</td>
</tr>
<tr>
<td>45</td>
<td>1.21</td>
<td>0.97</td>
<td>Exciting</td>
<td>Energetic</td>
<td>Country</td>
</tr>
<tr>
<td>46</td>
<td>-0.81</td>
<td>1.77</td>
<td>Aggressive</td>
<td>Aggressive</td>
<td>Dance &amp; DJ</td>
</tr>
<tr>
<td>47</td>
<td>-0.21</td>
<td>-0.61</td>
<td>Calm</td>
<td>Relaxing</td>
<td>Dance &amp; DJ</td>
</tr>
</tbody>
</table>

**B. Results**

As seen from Tables VI-VIII, the rough set-based processing brought satisfying results with a high accuracy and coverage.

**Table VI.**

<table>
<thead>
<tr>
<th>No. of obj.</th>
<th>Acc.</th>
<th>Cov.</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>0.667</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0.875</td>
<td>0.889</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Confusion matrix for classification of Mood Label I, with Attributes “Valence”, “Arousal”, “genre”**
Total number of tested objects: 60, Total accuracy: 0.879, Total coverage: 0.967.

**TABLE VII.**
CONFUSION MATRIX FOR CLASSIFICATION OF MOOD, WITH FEATURES “VALENCE”, “AROUSAL”, CLASSIFICATION GOAL IS MOOD LABEL I

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energ.</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0.857</td>
<td>0.933</td>
</tr>
<tr>
<td>Exc.</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>Joy.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0.929</td>
<td>1</td>
</tr>
<tr>
<td>Calm</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>Relax.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0.875</td>
<td>1</td>
</tr>
<tr>
<td>Depr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Aggr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>TP</td>
<td>1</td>
<td>1</td>
<td>0.93</td>
<td>0.5</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Total number of tested objects: 60, Total accuracy: 0.922, Total coverage: 0.85.

**TABLE VIII.**
CONFUSION MATRIX FOR CLASSIFICATION OF MOOD, WITH FEATURES “VALENCE”, “AROUSAL”, CLASSIFICATION GOAL IS MOOD LABEL II

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energ.</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>15</td>
<td>0.857</td>
</tr>
<tr>
<td>Exc.</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Joy.</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>Calm</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0.9</td>
<td>0.833</td>
</tr>
<tr>
<td>Relax.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0.857</td>
<td>0.875</td>
</tr>
<tr>
<td>Depr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>0.714</td>
</tr>
<tr>
<td>Aggr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>TP</td>
<td>1</td>
<td>1</td>
<td>0.57</td>
<td>0.86</td>
<td>0.71</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total number of tested objects: 60, Total accuracy: 0.87, Total coverage: 0.9.

Another set of data containing FVs and assigned Mood label I, Mood label II and music genre for the same 150 music excerpts was called FVs. These data returned confusion matrix (see Table IX). This dataset was classified by the following 10 reducts, with sizes ranging from 8 features to 11 features, each with positive region of 1.0 (i.e. percentage of objects from training set accurately classified), see Table X.

It should be of interest that reducts contain rhythm-related features belonging to “dedicated” features, such e.g. 1RMS_TCD_10FR_VAR, 2RMS_TCD_10FR_VAR, etc. This confirms a notion that music genre and related mood rely heavily on rhythmic features of music. Moreover, when comparing the correlation analysis performed (Table III), it may be seen that similar parameters were derived from this analysis for Valence and Arousal, which are features corresponding to mood of music.

**TABLE IX.**
CONFUSION MATRIX FOR FVS-BASED SET

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energ.</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>14</td>
<td>0.214</td>
</tr>
<tr>
<td>Exc.</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>13</td>
<td>0.158</td>
</tr>
<tr>
<td>Joy.</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0.333</td>
</tr>
<tr>
<td>Calm</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0.2</td>
</tr>
<tr>
<td>Relax.</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>0.583</td>
</tr>
<tr>
<td>Depr.</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>0.111</td>
</tr>
<tr>
<td>Aggr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>TP</td>
<td>0.6</td>
<td>0.67</td>
<td>0.09</td>
<td>0.17</td>
<td>0.5</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total number of tested objects: 60, Total accuracy: 0.3, Total coverage: 1.

As mentioned before other datasets combinations were tested. Two more attempts were made to classify songs:
- mood based on “Valence”, “Arousal”, and music genre features,
- genre based on “Valence”, “Arousal”, and “Mood Label I” features.

Even though, confusion matrices did not bring very satisfying results, i.e. the total accuracy was at level of 0.25 and the total coverage was approx. 0.56, still, the classification performed, based on a majority voting, returned adequate results.

**TABLE X.**
REDUCTS DERIVED FROM THE RSES SYSTEM FOR FVS

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1RMS_TCD10FR_VAR,2RMS_TCD10FR_VAR,ASC_V,AES12,AES27,AES14,MFCC20,SFM7</td>
</tr>
<tr>
<td>2</td>
<td>1RMS_TCD10FR_VAR,2RMS_TCD10FR_VAR,3RMS_TCD,ASC_V,AES10,ASC17,AES27</td>
</tr>
<tr>
<td>3</td>
<td>1RMS_TCD10FR_VAR,2RMS_TCD10FR_VAR,3RMS_TCD,ASC_V,AES,MV,AES10,ASC17,AES27</td>
</tr>
<tr>
<td>4</td>
<td>1RMS_TCD10FR_VAR,2RMS_TCD10FR_VAR,3RMS_TCD,TCD10FR_MEAN,AES,MV,AES10,AES12,AES20,AES22,MFCC20,SFM8</td>
</tr>
<tr>
<td>5</td>
<td>1RMS_TCD10FR_VAR,2RMS_TCD10FR_VAR,3RMS_TCD,TCD10FR_MEAN,ASC_V,AES,MV,AES10,AES14,AES22,MFCC20</td>
</tr>
</tbody>
</table>
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Finally, the last experiment used a decision table consisted
of the joint Synat and MIR Toolbox parameters (derived
from the correlation analysis as the ones correlated with mood of
music). The decision attribute was Mood Label I. The
confusion matrix for this dataset is presented in Table XI. 44
reducts resulted from the processing, each containing 6 to 8
attributes (Fig. 5).

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1RMS_TCD, 1RMS_TCD_10FR_VAR, ASE10, ASE17, ASE20, ASE5, ASEV1, MFCC20, MFCC7, SFM5, SFMV6</td>
</tr>
<tr>
<td>7</td>
<td>1RMS_TCD, 1RMS_TCD_10FR_VAR, 3RMS_TCD, ASE_MV, ASE10, ASE17, ASE20, MFCC7, SFM5, SFMV6</td>
</tr>
<tr>
<td>8</td>
<td>1RMS_TCD, 1RMS_TCD_10FR_VAR, 2RMS_TCD_10FR_VAR, ASC_V, ASE10, ASE17, ASE20, MFCC7, SFM7, SFMV6</td>
</tr>
<tr>
<td>9</td>
<td>1RMS_TCD, 2RMS_TCD_10FR_VAR, 3RMS_TCD, ASE_MV, ASE10, ASE17, ASE20, MFCC7, SFM5, SFMV6</td>
</tr>
<tr>
<td>10</td>
<td>1RMS_TCD, 2RMS_TCD_10FR_VAR, 3RMS_TCD, ASC_V, ASE_MV, ASE10, ASE17, ASE20, MFCC7, SFM5, SFMV6</td>
</tr>
</tbody>
</table>

**Table XI.**

**Confusion matrix for classification of mood**

```
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energ.</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td>3</td>
<td>0.556</td>
<td>1</td>
</tr>
<tr>
<td>Depr.</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>0.143</td>
<td>1</td>
</tr>
<tr>
<td>Exc.</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>14</td>
<td>0.357</td>
<td>1</td>
</tr>
<tr>
<td>Joy.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>Relax</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>Calm</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>11</td>
<td>2</td>
<td>0.273</td>
<td>1</td>
</tr>
<tr>
<td>Aggr.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
```

Total number of tested objects: 60, Total accuracy: 0.383,
Total coverage: 1.

Omitted attributes:
Tonal\_hcdf1\_HarmonicChangeDetectionFunction\_Mean,
Spectral\_irregularity1\_Spectral\_irregularity\_Mean2,
Spectral\_kurtosis1\_Spectral\_kurtosis\_Mean.

An attribute called Spectral\_irregularity\_mean was the most
often used (see Fig. 6), also Spectral\_brightness is among
those most often occurring, which confirm the results derived
from the correlation analysis (see Table IV).

Based on these attributes and all training cases a set of rules
was generated, containing 2583 rules (Fig. 7), aimed at
precise classification of all 90 training objects. Such a
disproportion indicates low quality of approximations, and
low generalization, as the test set is classified with total
accuracy of only 0.383.

**Conclusio**

Several subsets were created for mood classification within
the study presented. Gathered data contain results of
subjective evaluation, which may be treated as ground truth
in this type of classification. This means that we treat
listeners’ opinions, derived from a meaningful statistical
analysis, as the starting point in such analyses. However, it
should be remembered that listeners may impose their own
emotions on those intended by the composer. That’s why it
would be preferable if the composer’s perspective on the
emotion content is known. However from the results
obtained, distribution of music objects on the VA plane is
coherent with findings available in the literature of the subject

```
Fig. 5 Histogram of occurrence of attributes in reducts
```

```
Fig. 7 Histogram of rule lengths
```
[27], reflected by the prior concepts on musical expressiveness.

Data were carefully analyzed using correlation analysis, as well as the rough set-based processing. In the experiments conducted, the authors used the RSES application for testing the effectiveness of recognizing music genres using the rough set theory. It should be observed that reducts containing only a small number of parameters brought very similar results to those obtained in the correlation analysis, among them spectral irregularity mean and spectral brightness features may be found. The latter analysis was performed for two important features describing mood of music, namely valence and arousal. High accuracy and coverage achieved in rough sets processing confirm consistency between dimensional and label interpretation of the proposed model of mood of music.
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Abstract—This paper describes a new approach to metaheuristic-based data clustering by means of Krill Herd Algorithm (KHA). In this work, KHA is used to find centres of the cluster groups. Moreover, the number of clusters is set up at the beginning of the procedure, and during the subsequent iterations of the optimization algorithm, particular solutions are evaluated by selected validity criteria. The proposed clustering algorithm has been numerically verified using twelve data sets taken from the UCI Machine Learning Repository. Additionally, all cases of clustering were compared with the most popular method of k-means, through the Rand Index being applied as a validity measure.

I. INTRODUCTION

EXPLORATORY Data Analysis is essentially centred upon tasks of clustering, classification, data reduction and outliers detection. The procedure of clustering consists of dividing a large data set into smaller subsets called ‘clusters’. This partition is achieved through developing a function which assigns individual elements of the data collection into each subset. This technique has been applied to a wide range of problems, including various technical tasks [1], robotics [2] and control approaches [3], to aspects of economics [4], as well as to many agricultural issues [5].

This procedure is considered to be an unsupervised method, therefore, the division of the data is based on information directly discovered (derived) from the data itself. Hence, the separation into clusters is made in such a way that the elements within the clusters are very similar to each other, but show a difference to that held in other clusters. [6].

In data clustering procedures, a few main groupings of algorithms can be distinguished. The first of these are hierarchical [7]. In this case, the process consists of phases in which available set of clusters are merged or divided. An example of an algorithm implementing the aforementioned task, is the "bottom up" approach of Agglomerative Clustering [8]. It starts from a division in which every object is a separate cluster. In each subsequent iteration, the various groups are combined on the basis of the adopted criteria. Finally, all tested elements are placed within one cluster. A further example, albeit an opposite, is the "top down" approach of Divisive Clustering Algorithm [9]. Here, all data items start in one cluster, and this splits recursively, as one element represents one cluster.

A second algorithm group is that called ‘centroid-based clustering’. This is based on minimizing variance within the clusters. Here, the best known and most commonly employed method is 'k-means procedure’ [10].

The application of fuzzy-logic-based techniques [11] are a still further way of completing a clustering task. In so doing, the individual elements of a considerate data set are assigned to more than one cluster. This feature imparts a significant difference to this category of algorithms, when compared to the other procedures. The most popular algorithm of this group is 'C-fuzzy-means’ [12].

Density based methods are included within another group of clustering procedures. One of the more recently introduced algorithms is that referred to as the Complete Gradient Algorithm [13]. It based on the nonparametric methodology of statistical kernel estimators as used for the recognition of data set density. This information provides the number, as well as the shape of the proposed clusters. An interesting feature of this algorithm is that it possibilities of adjustment to the authentic structure of data, and, consequently, the achieved
results are more justifiable with regard to natural point of view.

A further, but similar group of procedures of clustering tasks are those of algorithms based on grid technique. These methods are based on the assumption that data space can be partitioned into a finite number of cells - the grid structure. Subsequently, each cell density is calculated, and, after sorting the cells according to their densities, the clusters centres are determined. What is interesting herein is that this group of algorithms allows for the traversal of neighbour cells. The first algorithm in this group was introduced by Warnekar and Krishna [14]. Nowadays, the most well-known algorithms in this group are CLIQUE, MAFIA, ENCLUS, OptiGrid, O-cluster and CBF. It should be noted that such algorithms can be used for high-dimensional tasks [15].

Yet one more group of clustering algorithms is that based on an optimization algorithm inspired by Nature [16], [17]. In this approach, some metaheuristics are applied for the optimization of adopted division criteria. This action enables the coming about of great similarity of items inside the clusters, and, simultaneously, vast diversity between clusters. The mentioned criteria can be expressed as a specific mathematical formula, using a variety of statistical measures. These criteria are called ‘clustering indexes’, and their properties are used to assess the quality of the assignment of individual elements of the test set to the appropriate clusters.

Because the task of clustering is a NP-hard problem of combinatorial optimization [18], here – in natural manner – we apply KHA [19] as an optimization technique. This is so as to find the best location for placement of the centre point of cluster. Based on these position of centres, the individual elements of the data set are then assigned to defined groups. Completion of the thus defined clustering method is achieved using the selected three indices separately, and the obtained results are compared with the outcomes of k-means method application, taking into account the Rand Index [20] as a common evaluation criterion.

In next section, the reader will familiarize with some general information concerning optimization tasks and KHA. In Section III, the details of the application of the clustering approach, as well as selected clustering validity measures are being covered. The experimental results of our work are discussed in Section IV. Finally, in the last section of this paper, the reader will find some conclusions regarding the application of the proposed clustering algorithm, as well as intended further research and studies.

II. OPTIMISATION BASED ON KRILL HERD ALGORITHM

KHA is an iterative heuristic procedure inspired by the natural phenomena of krill heard behaviour. This technique is mainly used for solving optimization problems in continuous space. Here, the solution of this problem comes about by finding such an argument $x^*$ of space under consideration $S \subseteq R^N$, which satisfies the following formula

$$f(x^*) = \min_{x \in S} f(x)$$

(1)

where $f(x)$ describes value of cost function.

The KHA originally proposed by Amir Hossein Gandomi and Amir Hossein Alavi in the paper [19], imitates the behaviour of the individual krill moving together as a herd. Such herds, move accordingly to environmental factors such as proximity to neighbours (herd density), dispersion of swarm, food position and any other biological and environmental phenomena.

In order to solve the optimization problem, we apply KHA metaheuristic. Herein, particular elements $x_i = x_i^1, \ldots, x_i^N$ of $N$ dimensional solutions space in the form of $P$ herd’s individuals are represented. In the $k$th iteration, the best solution of the optimization problem as represented by the $p$th individual is given alternatively by these two equations:

$$x^p(k) = \arg \max_{p=1,\ldots,P} f(x^p(k)) \text{ for maximization task/}$$

(2)

or

$$x^p(k) = \arg \min_{p=1,\ldots,P} f(x^p(k)) \text{ for minimization task/}$$

(3)

The above best solution are corresponding with extremal value of cost function $f^* = f(x^*)$ given as (2) or (3).

The full KHA procedure in flow chart form is shown as Figure 1. This algorithm starts from an initialization of all its parameters, and positions of all $P$ individuals are generated randomly $\Theta$. In next step $\Theta$, the cost function values are calculated for all initial $P$ individuals using (2) or (3). The subsequent stage $\Theta$ is of great importance and is characterized by KHA technique. It consists of formulas describing the movement of particular individuals. Such motion viv-a-vis each individual krill is determined by three main components. They are:

- movement induced by other krill individuals,
- foraging activity,
- random diffusion.

In subsequent time units, vector of movement of $i$th krill in KHA technique is based on the by Lagrangian formula:

$$\frac{dx_i}{dt} = N_i + F_i + D_i,$$

(4)

where $N_i$ is the motion induced by other krill individuals, $F_i$ denotes the foraging motion and $D_i$ is the physical diffusion of the krill individuals, respectively.

The first factor $\Theta$ is a reflection of the social inspiration of the swarm’s individual members. In the herd, individuals are maintained at a high density. Hence, the velocity of each individual is influenced by the movement of others. Thus, the direction of movement by the $\alpha_i$ parameter is induced by the presence of other herd members. This parameter is determined on the basis of the following components: local effect and target effect. The fraction of motion is formulated as:

$$N_i^{new} = N_i^{max} \alpha_i + \omega_n N_i^{old}.$$  

(5)

Here $N_i^{max}$ represents the maximum possible speed that can be induced, $\omega_n$ in the range $[0, 1]$ is the inertia weight of a particular krill and $N_i^{old}$ is the motion induced in the previous turn. The $\alpha_i$ parameter is defined as:

$$\alpha_i = \alpha_i^{local} + \alpha_i^{target},$$

(6)
where $\alpha_{local}^i$ is the local influence of the neighbours of any particular krill, whereas $\alpha_{target}^i$ is the target direction. The latter is determined by the position and movement of the best individual in a herd.

The $\alpha_{local}^i$ parameters are calculated according to the following formula:

$$\alpha_{local}^i = \frac{1}{NN} \sum_{j=1}^{NN} \hat{f}_{ij} \hat{x}_{ij},$$

(7)

where

$$\hat{x}_{ij} = \frac{x_j - x_i}{\|x_j - x_i\| + \epsilon},$$

(8)

and

$$\hat{f}_{ij} = \frac{f_i - f_j}{f_{worst} - f_{best}}.$$  

(9)

In equation (9), $f$ in describes the fitness value (1) of any investigated krill. Therefore $f'_{worst}$ and $f'_{best}$ represent, respectively, the worst and the best fitness of individuals in swarm. Additionally, $NN$ provides the identification of the number of reachable krill neighbours, and $\epsilon$ is a positive number introduced to avoid singularities in the formula (8).

For determination of distance between particular krills and their neighbours, a parameter designated as being the sensing distance $d_{s,i}$, is introduced. This parameter may be formulated as:

$$d_{s,i} = \frac{1}{5P} \sum_{j=1}^{P} \|x_i - x_j\|.$$

(10)

Each individual incorporates its own target vector. This is determined as follows:

$$\alpha_{target}^i = C_{best} \hat{f}_{i,best} \hat{x}_{i,best},$$

(11)

where

$$C_{best} = 2 \left( \text{rand} + \frac{k}{K_{max}} \right).$$

(12)

Herein, $k, K_{max}$ designate, respectively, the current iteration number and the maximum number of iterations. Moreover, $\text{rand}$ is a random value between 0 and 1, whereas $\hat{f}_{i,best}$ describes the best value of fitness function, while $\hat{x}_{i,best}$ provides the position of the best $i$th krill individual form the previous iterations.

The next main factor $F_i$ of equation (4), is connected with the food foraging task. This $F_i$ is defined as:

$$F_i = Vf \beta_i + \omega_f F_{old}^i,$$

(13)

where $Vf$ is the food foraging speed and $\omega_f$ denotes the inertia of the movement. In this previous equation (13), the food fitness of the $i$th individual is determined as follows:

$$\beta_i = \beta_{food}^i + \beta_{best}^i.$$  

(14)

The aforementioned food aspect is determined by way of its location. Therefore, the virtual centre of food concentration is defined via KHA. This conception by the "centre of mass" approach is inspired. Hence, the food concentration in each iteration is calculated according to following formula:

$$X_{food} = \frac{\sum_{i=1}^{P} \frac{1}{f_i} x_i}{\sum_{i=1}^{P} \frac{1}{f_i}}.$$  

(15)

Moreover, the food attraction for the $i$th krill individual is described via:

$$\beta_{food}^i = C_{food} \hat{f}_{i,food} \hat{x}_{i,food}.$$  

(16)

The food coefficient in (16), expresses the global attraction of the food centre (15), and may be calculated as:

$$C_{food} = 2 \left(1 - \frac{k}{K_{max}} \right).$$

(17)

The second part of equation (14) is as follows:

$$\beta_{best}^i = \hat{f}_{i,best} \hat{x}_{i,best}.$$  

(18)

In this equation, $\hat{f}_{i,best}$ is the best fit achieved by a given $i$th krill individual so far. This is characterised by its position $\hat{x}_{i,best}$.
The last element of the Lagrangian equation (4) is related to random physical diffusion $D$, notated as $D$. In essence, this component is of fully random character. This sub-part of movement is focused upon the diversity of population. In addition, it allows the individual krill to escape krill swarm in a situation of local optimum. Moreover, this part of equation (4) represents a trade-off between exploration and exploitation. The following formula describes this aspects of a random diffusion:

$$D_{i} = D^{\text{max}} \left(1 - \frac{k}{R^{\text{max}}} \right) \delta,$$

where, $D^{\text{max}}$ is the maximum diffusion factor and $\delta$ describes the random directional vector.

Finally, the motion process can be formally summarized. This employs all the above effective parameters. The position of $i$th krill during the interval $t$ to $t + \Delta t$ is, thus, determined by the following formula:

$$x_{i}(t + \Delta t) = x_{i}(t) + \Delta t \frac{dx_{i}}{dt}.$$

Here, it must be emphasized that parameter $\Delta t$ is very sensitive to the speed and accuracy of optimisation task. In this respect, the $\Delta t$ may be interpreted as being a scale factor of krill movement. This parameter can be obtained by way of the following equation:

$$\Delta t = C_{t} \sum_{j=1}^{N} (UB_{j} - LB_{j}).$$

In this equation, $C_{t}$ is an empirically found constant number from the interval $[0, 2]$. What is more, $UB_{j}$ and $LB_{j}$ are, respectively, the upper and lower bounds of the $j$th feature ($j = 1, \ldots, N$) of data set $X = x_{1}, \ldots, x_{p}$.

In the next stage of the KHA, the implementation of two basic evolutionary operators is applied. Firstly, in step $\Theta$ the crossover function is considered. This operator is controlled by the crossover probability of the $Cr$ parameter. In this approach, this operator is defined randomly. The crossover results in a change of the $m$th coordinate of $i$th krill as shown below by the formula:

$$x_{i,m} = \begin{cases} x_{r,m} & \text{for } \gamma \leq Cr \\ x_{i,m} & \text{for } \gamma > Cr \end{cases},$$

where $Cr = 0.2 \hat{K}_{i,\text{best}}$; $r \in \{1, 2, \ldots, i-1, i+1, \ldots, P\}$ denotes a random index, and $\gamma$ is a random number drawn from the interval $[0, 1]$ generated according to the uniform distribution. In this approach the crossover operator is calculated upon a single individual.

The last part of the main loop of the KHA employs the mutation operator $\Phi$. This modifies the $m$th coordinate of the $i$th krill, doing so via the following formula:

$$x_{i,m} = \begin{cases} x_{q,best,m} + \mu(x_{p,m} - x_{q,m}) & \text{for } \gamma \leq Mu \\ x_{i,m} & \text{for } \gamma > Mu \end{cases},$$

wherein $Mu = 0.05/\hat{K}_{i,\text{best}}$; $p, q \in \{1, 2, \ldots, i-1, i+1, \ldots, P\}$ and $\mu \in [0, 1]$.

This operation completes the evolutionary procedures. Subsequently, we can now obtain individuals that are readily utilizable within the next iteration. In so-doing, in the last stage $\Phi$ of the main loop, we should calculate the cost function for all the swarm members. Herein, the algorithm’s stop condition $\Phi$ decides whether the next iteration or the optimization algorithm is to be completed. The form of stop condition could be that of a time limit, or the reaching of a desired fitness level or a combination of these two.

More information about KHA can be found in [19]. Regarding KHA parameters, the tuning of the KHA is described in publications: [21], [22] and [23]. Notably articles [24] and [25] include other proposed modifications of the algorithm. The KHA procedure has been verified positively in discrete optimization tasks [26]. Furthermore, a parallel version of this algorithm can be found in [27]. It should also be underlined that this heuristic procedure has been applied in data base domains [28], medical tasks [29], in mechanism and machine theory [30], and also in neural learning process [31], e.t.c.

III. CLUSTERING AND SELECTED CLUSTERING INDICES

In this section a fusion of KHA with a variety of clustering task assessment methods is to be presented. The stated validation methods are based on characterisation indexes.

Consider a $Y$ as being a data set matrix with dimensions $D$ and $M$, respectively

$$Y = [y_{1}, \ldots, y_{M}].$$

Herein, each data set element is represented by one column of this matrix. Moreover, the $D$ feature describes each data item. The goal of the clustering task is to devise the particular division of the data set (24) into the individual $C$ subsets, including the assignment of individual elements $y_{1}, \ldots, y_{M}$ to clusters $CL_{1}, \ldots, CL_{C}$. In such process, as a rule, the number of clusters $C$ is considerably smaller than the cardinality of set $Y$, i.e. $C \ll M$.

Individual clusters, along with their associated elements of the set $Y$, are characterized by points deemed the centroid of clusters $O_{1}, \ldots, O_{C}$. Each of these is calculated as:

$$O_{c} = \frac{1}{\#CL_{c}} \sum_{y_{i} \in CL_{c}} y_{i},$$

where $\#CL_{c}$ denotes the number of elements assigned to the $c$th cluster. In a similar way, the center of gravity for all the investigated elements (24) is defined:

$$O_{Y} = \frac{1}{M} \sum_{i=1}^{M} y_{i}.$$

In this paper, the assignment of individual elements of the data set $Y$ (24), to the clusters, is made through employing the KHA procedure. In undertaking this, krills are encoded as vectors that contain the centroid of clusters $O_{c}$. In this case, the number of clusters is established in advance, and the grouping of the individual elements of the data set is made on the basis of the rules of the nearest centroid. Thus, for
each point \( y_i \) (for \( i = 1, \ldots, M \)) the distance to each cluster centre \( O_c \) is calculated. In so-doing, the \( i \)th element belongs to cluster \( CL_c \) if the distance \( dist(y_i, O_c) \) is the smallest of the tested distances.

Furthermore, the division of elements of the set \( Y \), is evaluated in such a way as to minimize the cost function (1). This aspect is individually determined for each of the clustering index. The formula pertaining to individual functions will be described later in this work.

A. Rand Index

The Rand Index is the first in the sequence that will be presented. This is considered to be a so-called supervised method for validating clustering procedures. To use this index, it is assumed that the reference distribution of membership of individual elements of the data set \( Y \) with regard to the pertinent cluster, is known to be similar as in the case of handling the data for the classification task. This index is expressed as:

\[
I_R = \frac{a + d}{a + b + c + d},
\]

where \( a \) is the number of elements placed in the same reference group that in the cluster grouping, \( b \) denotes the number of elements that are placed in the reference group and in the different cluster sets, \( c \) defines the number of elements placed in other reference groups and in the same cluster, and, finally, \( d \) indicates the number of elements placed in the different reference groups and in the different cluster’s groups.

Building upon above definition, it can be observed that \( I_R \) can yields value between 0 and 1. Furthermore, its maximum value points out the degree of full compliance of the clustering division result, with a reference set. In the reported studies, this index is employed for comparing the division by way of applying the clustering procedure that is based on KHA, with the division arising from the structure of the reference data (i.e. the label of classes). With this index, it is possible to compare the obtained results with the reference data, as well as with other clustering indices applied in the optimization cost function.

More information about the Rand Index can be found at [20], [32].

B. Celinski-Harabasz Index

The following indexes are designated as being unsupervised methods for validating clustering procedures. In such, the assessment of the quality of the division stems from the properties of the dataset and the individual clusters. Consequently, such induces, in terms of measuring ability, can be utilized within the evaluation function (1) at the KHA stage.

The Celinski-Harabasz criterion has its foundation within the concept of data set variance. This index is defined as:

\[
I_{CH} = \frac{V_B}{V_W},
\]

where \( V_B \) and \( V_W \) denote overall between-cluster and within-cluster variance respectively. These are calculated according to the following formulas:

\[
V_B = \sum_{c=1}^{C} #CL_c \|O_c - O_Y\|^2,
\]

and

\[
V_W = \sum_{c=1}^{C} \sum_{y_i \in CL_c} \|y_i - O_c\|^2,
\]

where \( \| \cdot \| \) is the \( L^2 \) norm (Euclidean distance) between the two vectors.

It must be underlined that high values of Celinski-Harabasz Index designate well-defined partitions. More information about this index can be found at [33].

C. Davies-Bouldin Index

The Davies-Bouldin Index is one of the more commonly utilized unsupervised evaluations of clustering results criteria. This function consists of a ratio of within-clustering and between-clustering distances. This index is described via:

\[
I_{DB} = \frac{1}{C} \sum_{c=1}^{C} \max_{c \neq p} \{D_{c,p}\},
\]

where \( D_{c,p} \) denotes within-to-between cluster distance for the \( c \)th and \( p \)th cluster.

\[
D_{c,p} = \frac{d_{c} + d_{p}}{d_{c,p}}.
\]

In (32) notation \( d_p \) designates the average distance between each element of the \( p \)th cluster and centre point of this group. Moreover \( d_{c,p} \) is the distance between the centres of the \( c \)th and \( p \)th clusters. In this case, the smallest value of the Davies-Bouldin Index delineates a well-defined clustering solution. More information about this measure is obtainable in [34].

D. Silhouette Value Index

The Silhouette Value Index (SH) is the last clustering index to be dealt within this part of this paper. Herein, for each \( i \)th point of data set \( Y \), the distance between all points in the same cluster and the separation distance presented by the nearest neighbours, are calculated. This criteria is defined as follow:

\[
I_{SV} = \frac{1}{M} \sum_{c=1}^{C} \sum_{y_i \in CL_c} \frac{b(i,c) - a(i,c)}{\max(a(i,c), b(i,c))}
\]

Here, \( a(i,c) \) describes the mean distance of the \( i \)th point to other points in the same cluster \( CL_c \), while \( b(i,c) \) represents a minimum of average distance from the \( i \)th point in cluster \( p \)th to points in other clusters. These values are obtained through the following formulas:

\[
a(i,c) = \frac{1}{\#CL_c} \sum_{y_j \in CL_c, j \neq i} dist(y_i, y_j),
\]

\[
b(i,c) = \min_{c \neq p} \{dist(y_i, O_p)\}.
\]
and

\[ b(i, c) = \min_{CL_l \in C \setminus CL_c} \frac{1}{\#CL_l} \sum_{y_j \in CL_l} \text{dist}(y_i, y_j). \]  

(35)

For a single \( i \)th data point, a high value of the component of this criteria denotes that this element \( y_i \) is well-matched to its group, and, simultaneously is weakly-match to other clusters. What is interesting, is that a low value of \( I_{SV} \) index reveals that the number of clusters is overestimated.

By way of formulas (33)-(35), one can observe that this criteria yields a value between \(-1\) and \(+1\). Of note: a well-defined clustering solution is represented by a value close to 1.

More information concerning the SH Clustering Index can be found in [35], [36]. With regard to clustering quality measures as a whole, more information is obtainable in [37], [38].

IV. NUMERICAL RESULTS

This section is intended to inform the reader of several numerical verification procedures that are useful in assessing the quality of the proposed clustering methods. In order to verify the quality of the clustering algorithm, 12 sets of data obtained from the UCI Machine Learning Repository were taken into consideration [39]. With regard to these, Table I provides a characterization of all the data sets that were applied in generating a numerical verification within this paper. Evident in this table is that it includes names, abbreviations, numbers of items, dimensionality, number of classes and references to the description of the presented data sets. Herein, synthetic data collection is placed within the first four rows. These data sets are two-dimensional, and, therefore, they serve as being very good explanatory examples upon which Figure 2 is outlined.

In the presented approach, the vector of cluster centre represents the solution in state space for KHA. Thus, the product value \( D-C \) expresses the dimensionality of a particular optimization task.

In this work, a quite difficult task that the researcher must undertake is to determine a suitable set of KHA parameters. Thus, for several data sets, pilot-tests are calculated. In each test, one parameter of the KHA optimisation procedure is made variable. In addition, in these studies, the CH Index is applied as a validation parameter. As a result of this research, it is found that for almost all data set cases, the same suboptimal sets with best parameters values are calculated. Indeed, it has been discovered that it is only in the case of the Sonar and Ionosphere data sets that the achieved parameters differ. The reason for this is thought to be the higher dimension of these datasets. The following parameters of KHA were established after pilot-tests:

\[ P = 20, \]
\[ K^{\text{max}} = 200, \]
\[ N^{\text{max}} = 0.01, \]
\[ \omega_n = 0.5, \]
\[ V_I = 0.02, \]
\[ D^{\text{max}} = 0.01, \]
\[ C_I = 0.5. \]

Each clustering test is made of only 200 iterations of the KHA optimization procedure. For this task, three clustering indexes CH, DB and SV are employed, and these validity measures are applied in assessing the value of the cost function (1) for KHA. Because of their different properties (described in Section III), for the indices used here, the following forms of cost functions are formulated:

\[ f_{CH} = \frac{1}{I_{CH}} + \# CL_{empty}, \]  

(36)

\[ f_{DB} = 2I_{DB} + \# CL_{empty}, \]  

(37)

and, finally,

\[ f_{SV} = \frac{1}{I_{SV} + 1.01} + \# CL_{empty}. \]  

(38)

In the investigation presented here, it is assumed that, firstly, a clustering procedure based on KHA is performed by way of one selected index at a time. The result of this experiment is the clustering of the explored data set. In the next step of the test, the Rand Index calculated versus class labels is employed, as this is a commonly used evaluator of clustering performance. Thus, the obtained KHA optimization procedure solution is compared with the reference label of the class (cluster) which came from the data set. Additionally, for comparison purposes, outcomes from utilizing the k-means algorithm are also reported (with corresponding Rand Index values). Results generated by means of aforementioned steps can be seen in Table II. Throughout the testing runs, both KHA-based clustering procedures, as well as the k-means clustering algorithm were performed 30 times.

Table II consists of two parts. The first incorporates the 2nd and 3rd columns, and it contains the mean values \( \overline{R} \) and the standard deviations \( \sigma_R \) of the Rand Index that was obtained while using the k-means clustering function. The second part of the table lists the Rand Index results (as in the first part). However, these were obtained by the way of following the KHA-clustering procedure. Here, each of three sub-parts provides the application results for Celinski-Harabasz (\( \overline{R}_{CH} \) and \( \sigma_{R_{CH}} \)), Davies-Bouldin (\( \overline{R}_{DB} \) and \( \sigma_{R_{DB}} \)) and Silhouette Value (\( \overline{R}_{SV} \) and \( \sigma_{R_{SV}} \)) Indexes, respectively.

While comparing all the obtained results, it can be seen that it is only in the case of the ION data set when Rand Index of clustering that was performed with k-means procedure achieves better quality then the one attained by the application of the KHA-clustering procedure. In all other cases, the results obtained via the KHA clustering method yield much better evaluation notes. These cases in Table II are emphasized with a bold font.

Based on presented results, one can observe that the Celinski-Harabasz Index clustering validation measure proved to be the best evaluation index applicable in metaheuristic procedures used in clustering. However, with regard to the other indexes, the results generated by way of the Davies-Bouldin Index are better than that obtained via the k-means
Fig. 2: Plots of 2 dimensional $s1$ (a), $s2$ (b), $s3$ (c) and $s4$ (d) datasets

### TABLE I: Data sets used for experimental verification

<table>
<thead>
<tr>
<th>Name of Data set</th>
<th>Abbreviation</th>
<th>Number of elements ($M$)</th>
<th>Number of features ($D$)</th>
<th>Number of classes ($C$)</th>
<th>Bibliographical reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic 1</td>
<td>S1</td>
<td>5000</td>
<td>2</td>
<td>15</td>
<td>[40]</td>
</tr>
<tr>
<td>Synthetic 2</td>
<td>S2</td>
<td>5000</td>
<td>2</td>
<td>6</td>
<td>[40]</td>
</tr>
<tr>
<td>Synthetic 3</td>
<td>S3</td>
<td>5000</td>
<td>2</td>
<td>3</td>
<td>[40]</td>
</tr>
<tr>
<td>Synthetic 4</td>
<td>S4</td>
<td>5000</td>
<td>2</td>
<td>6</td>
<td>[40]</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>ION</td>
<td>351</td>
<td>34</td>
<td>2</td>
<td>[41]</td>
</tr>
<tr>
<td>Iris</td>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>[42]</td>
</tr>
<tr>
<td>Seeds</td>
<td>Seeds</td>
<td>210</td>
<td>7</td>
<td>3</td>
<td>[43]</td>
</tr>
<tr>
<td>Sonar</td>
<td>SON</td>
<td>208</td>
<td>60</td>
<td>2</td>
<td>[44]</td>
</tr>
<tr>
<td>Thyroid</td>
<td>TH</td>
<td>7200</td>
<td>21</td>
<td>3</td>
<td>[45], [46]</td>
</tr>
<tr>
<td>Vehicle</td>
<td>VH</td>
<td>846</td>
<td>18</td>
<td>4</td>
<td>[47]</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>WBC</td>
<td>683</td>
<td>10</td>
<td>2</td>
<td>[48]</td>
</tr>
<tr>
<td>Wine</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>[49]</td>
</tr>
</tbody>
</table>
algorithm in only three of the applications, and that of the Silhouette Value Index, four.

Looking closely at all the results obtained by way of an application of the KHA procedure, it can be stated that for data collections S1, S2, S3, S4, Iris, Seeds, VH and Wine, the employment of the Celinski-Harabasz Index as a part of the cost function in KHA-clustering procedure gives the best results. Similarly, for the data set SON, applying the Davies-Bouldin Index, and, for the TH data set, using the best results. Similarly, for the data set SON, applying the Davies-Bouldin Index, and, for the TH data set, using the best results. For the evaluation of particular KHA generated clusterings, the biologically-inspired KHA procedure was employed. For the evaluation of particular KHA generated clusterings, the biologically-inspired KHA procedure was employed. For the evaluation of particular KHA generated clusterings, the biologically-inspired KHA procedure was employed. For the evaluation of particular KHA generated clusterings, the biologically-inspired KHA procedure was employed.

TABLE II: Results summary

<table>
<thead>
<tr>
<th>Data set</th>
<th>k-means clustering</th>
<th>KHA clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\overline{R}$</td>
<td>$\sigma_{R}$</td>
</tr>
<tr>
<td>S1</td>
<td>0.9748</td>
<td>0.0093</td>
</tr>
<tr>
<td>S2</td>
<td>0.9760</td>
<td>0.0072</td>
</tr>
<tr>
<td>S3</td>
<td>0.9522</td>
<td>0.0072</td>
</tr>
<tr>
<td>S4</td>
<td>0.9454</td>
<td>0.0056</td>
</tr>
<tr>
<td>Iris</td>
<td>0.8458</td>
<td>0.0614</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.5945</td>
<td>0.0004</td>
</tr>
<tr>
<td>Seeds</td>
<td>0.8573</td>
<td>0.0572</td>
</tr>
<tr>
<td>Sonar</td>
<td>0.5116</td>
<td>0.0016</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.5843</td>
<td>0.0359</td>
</tr>
<tr>
<td>WBC</td>
<td>0.5448</td>
<td>0.0040</td>
</tr>
<tr>
<td>Wine</td>
<td>0.7167</td>
<td>0.0135</td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.5844</td>
<td>0.0982</td>
</tr>
</tbody>
</table>

V. SUMMARY

This paper is a presentation of research describing various clustering methods based on metaheuristic procedures and several validation measures. Here, in optimizing the cluster centroid locations, the biologically-inspired KHA procedure was employed. For the evaluation of particular KHA generated solutions, the paper assessed the quality of using Celinski-Harabasz, Davies-Bouldin and Silhouette Value Indexes as three clustering variants. Moreover, the Rand Index was calculated so as to evaluate the quality of the derived solutions of the analyzed clustering procedures. The proposed algorithm, in its three versions, was also confronted via the application of the well-known and commonly enrolled k-means method. As a result of the study, it was established that the results obtained via the KHA-clustering method are much better than for that which were generated via k-means clustering procedure. What is more, the Celinski-Harabasz Index, as well as the KHA-clustering method, qualify for being considered superior for clustering tasks.

Future research will be targeted on deeper analysis of new clustering quality validation methods, as well as on applying the new procedures of swarm intelligence to the task of clustering.
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Abstract—Ensemble learning is being considered as one of the most well-established and efficient techniques in the contemporary machine learning. The key to the satisfactory performance of such combined models lies in the supplied base learners and selected combination strategy. In this paper we will focus on the former issue. Having classifiers that are of high individual quality and complementary to each other is a desirable property. Among several ways to ensure diversity feature space division deserves attention. The most popular method employed here is Random Subspace approach. However, due to its random nature one cannot consider this approach as stable one or suitable for real-life applications. Therefore, we propose a new approach called Deterministic Subspace that constructs feature subspaces in a guided and repetitive manner. We present a general framework and three dedicated measures that can be used for selecting diverse and uncorrelated features for each base learner. This way we will always obtain identical sets of features, leading to creation of stable ensembles. Experimental study backed-up with statistical analysis prove the usefulness of our method in comparison to popular randomized solution.
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I. INTRODUCTION

Contemporary machine learning deals with the ever-increasing complexity of problems, directly connected to the era of big data and data flood. Standard classifiers cannot properly capture the properties of analyzed data or by trying to do so finally become subject to the overfitting process. Therefore, methods that can take advantage of combining several learners to get at the same time advantages of complex decision boundary and simplified models are of high interest for both researchers and practitioners. Such approaches are known as ensemble learning, multiple classifier systems or classifier committees [1] and are being considered as one of the most efficient tools to handle pattern analysis process. It is assumed that we have at our disposal a number of models and combine their predictions in order to get a more efficient recognition system, as a set of weak models may overcome the limitations of using a single strong one.

For the ensemble to work efficiently one needs to supply a pool of diverse classifiers [2]. The diversity itself can be ensured on several different levels. One of the most popular is to train each learner on the basis of different features, in hope that such an embedding into lower dimensions will

at the same time simplify the training procedure and allow classifiers to explore different properties of supplied feature space [3]. Random Subspace (RS) [4] is the most popular implementation of this paradigm. This method assumes that each base learner is trained with a subset of randomly selected features, with the assumption that feature subsets may overlap. This provides simple, but efficient way of managing the diversity in the ensemble. However, there exist a significant drawback of this method, rooted in its randomized nature. Due to lack of any guidance when creating feature subspaces we obtain different sets for each run (e.g., when using cross-validation or repeating experiments). This significantly limits the usability of RS in real-life applications as we are not sure exactly what kind of model we should be using and how stable it is.

To overcome this limitation we introduce a novel approach for forming classifier ensembles based on feature subset named Deterministic Subspace (DS). It is based on the same idea as RS, namely creating a pool of diverse classifiers on the basis of reduced number of features. However, we remove the randomization from it and replace it with a fully guided search approach that guarantee a high stability and repetitiveness of the entire procedure. To obtain a number of equally-sized subspaces we propose a set of metrics dedicated to evaluating the discriminative power of each separate feature and the diversity among created subspaces. A round robin strategy is being employed to evenly distribute features with greedy approach. This leads to the creation of deterministic feature subsets of suitable discriminative power that lead to a creation of efficient ensemble in a guided and deterministic manner. Finally, the created classifiers are combined using a majority voting strategy. The proposed method is as flexible as original RS approach and can work with any kind of base learner.

The main contributions of this works are as follow:

• Novel Deterministic Subspace method for forming classifier ensembles.
• Set of metrics suitable for evaluating the quality and diversity of features being used.
• Greedy round robin approach for creating subspaces of evenly distributed features.
• Thorough experimental evaluation of the proposed approach backed-up by statistical tests.
The rest of the paper is organized as follows. Next section gives the necessary background in recent advances in ensemble classification. Section III gives the full details regarding the proposed DS method. Section IV, while the final section concludes the paper.

II. RELATED WORKS ON ENSEMBLE CLASSIFICATION

Ensemble classifiers have several desirable properties for the process of pattern classification system design:

- Ensemble techniques allow to exploit local competencies of base learners, thus leading to a potential gain in accuracy of the combined system.
- Due to their structure they are highly flexible methods that could be easily adjusted by the user according to specific needs.
- They prevent us from selecting the worst model from the pool.
- They are easy to implement in parallel and distributed high-performance computing environments.

These properties made them highly regarded approaches for a variety of tasks including classification, regression and clustering. In this paper we will concentrate on their usage in supervised classification.

There are three major issues in designing multiple classifier systems:

- How to create a pool of classifiers characterized by a high individual accuracy and diversity [5].
- How to chose the topology of the ensemble.
- How to efficiently combine the outputs of individual classifiers in order to obtain better final predictions [6].

We will focus on the first issue, as this paper deals with the problem on how to form an efficient pool individuals. For such a group of learners to work well we must ensure that they display differing characteristics, as adding similar or identical models to the pool would not contribute to the quality of the ensemble, but would only increase its computational complexity.

There are three main approaches for introducing diversity into a pool of classifiers, depending whether we work with heterogeneous or homogeneous models:

- Different learning algorithms (different models or different parameters for the same model).
- Different inputs (training base classifiers on different data set partitions or choosing different attributes during training).
- Different outputs (decompose the classification task e.g. into binary tasks).

Heterogeneous ensembles assume that using varying classifier models is enough to properly diversify the pool. By applying different learning paradigms we will get varying decision boundaries that combined together may promote their strong sides, while reducing their weaknesses. However, in some situations different classifiers may return similar or identical boundaries, thus making the selection process crucial. An entire family of dynamic classifier and ensemble selection methods deserves mentioning, as they offer a flexible ensemble line-up for each incoming sample [7].

However, when the considered pool is homogeneous one needs to find an alternative way of introducing diversity. Input manipulation for each base classifier is the most straightforward approach. One can either work in the data or feature space. Former approach assumes that we introduce variance into training instances in order for classifiers to capture properties of different subsets of objects. Here Bagging [8] and Boosting [9] are the most popular solutions, but one can also train ensembles on the basis of clusters to preserve spatial relations among instances [10]. Latter solution introduces diversity by splitting the feature space. This can be done in either randomized manner [11] or in a guided way with the usage of feature selection [12] or global optimization methods [13].

Alternatively one may manipulate the outputs of classifiers in order to get a diverse set of learners. Here the most common solution is a multi-class decomposition, where a divide-and-conquer approach is being used to obtain simplified learners specialized on a reduced number of classes. Then a dedicated combination method like Error-Correcting Output Codes is being used to reconstruct the original multi-class task [14]. Two approaches deserving mentioning are binarization (in one-vs-one or one-vs-all manner) [15] and hierarchical decomposition [16].

Finally when using the same model one may initialize it with different or randomized parameters in hope that training process for each method will return diverse classifiers. This approach is based on the assumption of a complex search space during the classifier training procedure, as multiple starting points could end up in different local extrema, thus offering better coverage of the considered problem. Most popular examples are prematurely stopped neural networks or ensembles of Support Vector Machines with varying kernels [17].

III. DETERMINISTIC FEATURE SUBSPACE APPROACH

Random Subspace method, while being hugely successful approach for ensemble classification [4], does not avoid some of the pitfalls associated with methods randomly selecting their inputs. Specifically, randomly selected subspaces may lack the discriminant power necessary for proper separation of different classes, which in turn can harm performance of whole ensemble. Additionally, even if individually strong subspaces are produced, we still do not have any guarantees on their diversity. In this section we present a novel approach of creating feature subspaces in a fully deterministic way, with the aim of, at least partially, mitigating mentioned issues.

A. Deterministic subspace algorithm

The idea behind DS approach we propose is to assign features evenly between the subspaces, with some preference of individually strong predictors. To achieve this, we employ separate metrics of both individual feature quality and diversification between subspaces. We then greedily assign features to subspaces using round robin strategy, based on weighted
average of two above metrics. Pseudocode for the proposed method is presented in Algorithm 1.

**Algorithm 1** Deterministic Subspace algorithm

1: create k empty subspaces
2: 
3: repeat
4: for all subspaces do
5: for all features not in current subspace do
6: score = α feature quality + (1 − α) diversity
7: end for
8: add feature with highest score
9: end for
10: until every subspace has n features
11:
12: return subspaces

B. Subspace diversity measure

Many different approaches of measuring diversity in classifier ensembles exist in the literature. Most of them, however, are fairly computationally expensive, as they usually require to train classifiers and compute predictions [18]. We instead propose naive but fast approach of measuring evenness of feature spread between subspace.

Let us denote the set of created so far subspaces by $S$ and current subspace, for which we are considering selecting additional feature $f$, by $S_c$. We define metric of diversity $d$ as an average of two components: ratio of subspaces already containing considered feature $d_f$ and nearest distance between subspaces after selecting said feature $d_s$.

\[
d_f = 1 - \frac{|\{S_i : f \in S_i\}|}{|S|}
\]

\[
d_s = 1 - \max_{i \neq c} \frac{|S_c \cap S_i|}{|S_i|}
\]

\[
d = \frac{d_f + d_s}{2}
\]

Using defined above metrics in the framework of deterministic subspace algorithm ensures even spread of features between subspaces. Furthermore, since its values are bound in range from 0 to 1, it naturally extends to the case in which we consider feature quality as well.

C. Feature quality measures

Ideally, we would like to be able to measure the quality of whole subspace considered. It is especially important taking into account the fact that it can be easily shown that multiple weak features can have increased predictive power when combined. However, due to computational considerations such measures tend to be out of our reach: we have to either employ much less demanding search strategy for subspace creation or rely on rough estimations.

Instead, we propose alternate strategy: giving higher preference to individually strong predictors. While it is not true that using individually stronger features must improve quality of subspace, and even more so whole ensemble, we hypothesize that reducing frequency of appearance of particularly weak features may result in increased performance, especially in cases when classifier used is not resistant to being trained on uninformative features. Furthermore, such strategy is relatively inexpensive, requiring only single computation of ranking between features.

During the experimental study, we evaluate performance of three different measures of features predictive power: accuracy on validation set, mutual information between the feature and target vector, and correlation between the two.

IV. EXPERIMENTAL STUDY

In this section we present detailed description of conducted experiments, together with obtained results. Our goal was to compare the performance of proposed deterministic method with random subspace approach. We try to assess whether deterministic method can achieve at least as high accuracy without introducing randomness into the algorithm. We also investigate under what conditions, if any, deterministic approach may actually outperform random subspace method.

A. Datasets

During the experiments 22 datasets with varying number of features and objects were used. All datasets were taken from UCI\(^1\) and KEEL\(^2\) repositories and are publicly available for download. Details of datasets used are presented in Table I.

```
<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Features</th>
<th>Objects</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>winequality</td>
<td>11</td>
<td>6497</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>vowel</td>
<td>13</td>
<td>990</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>vehicle</td>
<td>18</td>
<td>846</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>segment</td>
<td>19</td>
<td>2310</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>ring</td>
<td>20</td>
<td>7400</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>thyroid</td>
<td>21</td>
<td>7200</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>mushroom</td>
<td>22</td>
<td>5644</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>chronic kidney</td>
<td>24</td>
<td>157</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>automobile</td>
<td>25</td>
<td>159</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>wdbc</td>
<td>30</td>
<td>569</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>ionosphere</td>
<td>33</td>
<td>351</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>dermatology</td>
<td>34</td>
<td>358</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>texture</td>
<td>40</td>
<td>5500</td>
<td>11</td>
</tr>
<tr>
<td>14</td>
<td>biodegradation</td>
<td>41</td>
<td>1055</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>spectheart</td>
<td>44</td>
<td>267</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>spambase</td>
<td>57</td>
<td>4597</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>sonar</td>
<td>60</td>
<td>208</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>splice</td>
<td>60</td>
<td>3190</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>optdigits</td>
<td>64</td>
<td>5620</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>mice protein</td>
<td>80</td>
<td>552</td>
<td>8</td>
</tr>
<tr>
<td>21</td>
<td>coil2000</td>
<td>85</td>
<td>9822</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>movement libras</td>
<td>90</td>
<td>360</td>
<td>15</td>
</tr>
</tbody>
</table>
```

\(^1\)http://archive.ics.uci.edu/ml/datasets.html
\(^2\)http://sci2s.ugr.es/keel/datasets.php
B. Set-up

All experiments were implemented in Python programming language with usage of scikit-learn machine learning library. In particular, all classification algorithms were taken from dedicated scikit-learn modules to ensure correctness of implementation. Repository with remaining code, sufficient to repeat conducted experiments is publicly available.

Throughout the experiments, performance of three different classifiers was tested: linear Support Vector Machine, CART decision tree and k-nearest neighbors. For every classification algorithm default parameters, provided in corresponding scikit-learn modules, were used.

During the experiments number of features in single subspace \( n \) was fixed at half the total number of features, rounded down. Different numbers of subspaces \( k \in \{5, 10, \ldots, 50\} \) were evaluated for both random and deterministic method. Additionally, parameter values \( \alpha \in \{0.0, 0.1, \ldots, 0.9\} \) were tested for deterministic subspace approach. Three different feature quality metrics were evaluated, namely: 5-fold cross-validation accuracy on training set, mutual information between features and targets, and absolute correlation between the two. Simple majority voting was used in every case, for both methods. All tests were done employing 5 \( \times \) 2 cross-validation with combined F-test [19] performed to assess statistical significance of results.

C. Results and discussion

Summary of the obtained results is presented in Figure 1. It shows averaged classification accuracy across different classifiers and measures of feature quality, with baseline accuracy achieved by random subspace method presented for reference. Figure 2 shows the number of datasets on which deterministic subspace achieved statistically significantly better results than random subspace method minus the number of datasets, on which results were significantly worst. Detailed tables showing the number of statistically significantly better and worse results are presented in Appendix A.

Results of experiments indicate a slightly better performance of proposed method against RS approach for small values of \( \alpha \in \{0.0, 0.1, \ldots, 0.5\} \) and CART, k-NN and SVM classifiers, regardless of feature quality metric chosen. Using larger values of \( \alpha \) parameter, however, leads to significantly worse results. This indicates that whereas taking into account individual feature quality may have slight positive influence of quality of subspaces, there exist a threshold after which whole ensemble suffers due to lack of diversity.

V. Conclusions and future works

It is worth noting that both individual feature quality and evenness of feature distribution simplified means of estimating subspace quality and diversity of ensemble, respectively. Proposing alternative, computationally feasible metrics presents possible venue of further investigation. Additionally, different search strategies for feature selection could be considered, allowing using established, more computationally expensive metrics at the cost of depth of the search.
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Appendix A. Statistical significance tables

Tables containing number of datasets on which proposed deterministic approach achieved either statistically significantly better (indicated with plus sign) or worst (indicated with minus sign) results than random subspace method.

\begin{table}[h]
\centering
\caption{CART classifier, accuracy as feature quality measure.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\( \alpha \) & 0.0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 \\
\hline
5 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
10 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
15 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
20 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
25 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
30 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
35 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
40 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
45 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
50 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{CART classifier, correlation as feature quality measure.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\( \alpha \) & 0.0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 \\
\hline
5 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
10 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
15 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
20 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
25 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
30 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
35 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
40 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
45 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
50 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 & 4+/-0 \\
\hline
\end{tabular}
\end{table}

\[\text{http://scikit-learn.org/stable/}\]

\[\text{https://github.com/michalkoziarski/DeterministicSubspace}\]
Fig. 1. Correct classification rates averaged over all datasets and examined number of subspaces.

Fig. 2. Differences between the number of datasets on which proposed method achieved statistically significantly better and worst results and their relation to the number of subspaces $k$ used.

**TABLE IV**

<table>
<thead>
<tr>
<th>CART CLASSIFIER, MUTUAL INFO. AS FEATURE QUALITY MEASURE.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>50</td>
</tr>
</tbody>
</table>

**TABLE V**

<table>
<thead>
<tr>
<th>k-NN CLASSIFIER, ACCURACY AS FEATURE QUALITY MEASURE.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>80</td>
</tr>
<tr>
<td>90</td>
</tr>
</tbody>
</table>
TABLE VI
K-NN CLASSIFIER, CORRELATION AS FEATURE QUALITY MEASURE.

<table>
<thead>
<tr>
<th>α</th>
<th>k</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>10</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>15</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>20</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>25</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>30</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>35</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>40</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>45</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
<tr>
<td>50</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+0/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
<td>+1/-0</td>
</tr>
</tbody>
</table>
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Abstract—In this article, the modified probabilistic neural network (MPNN) is proposed. The network is an extension of conventional PNN with the weight coefficients introduced between pattern and summation layer of the model. These weights are calculated by using the sensitivity analysis (SA) procedure. MPNN is employed to the classification tasks and its performance is assessed on the basis of prediction accuracy. The effectiveness of MPNN is also verified by analyzing its results with these obtained for both the original PNN and commonly known classification algorithms: support vector machine, multilayer perceptron, radial basis function network and k-Means clustering procedure. It is shown that the proposed modification improves the prediction ability of the PNN classifier.

I. INTRODUCTION

PROBABILISTIC neural network (PNN) is a data classifier proposed by Specht in [1] and [2]. It attracts researchers from the field of machine learning. In literature, one can find PNN’s applications mainly in medical diagnosis and prediction [3], [4], [5], [6] and image classification and recognition [7], [8], [9]. However, a very good classification performance allows PNN to be utilized in other tasks, e.g.: earthquake magnitude prediction [10], multiple partial discharge sources classification [11], interval information processing [12], [13], phoneme recognition [14], email security enhancement [15] or intrusion detection systems [16].

In its conventional form, PNN is a multilayered feedforward network composed of four layers: input layer (represented by data features), pattern layer (consisting of as many neurons as training patterns), summation layer (with one neuron for each class) and output layer where a single neuron produces a classification result. In majority of cases, the connections between layers in PNN are not equipped with weight coefficients (or all the weights are equally set to 1). Therefore, the output response is not influenced by an impact of a particular class.

In literature, a subtle attention has been paid to determining the weights of PNN. The work of [17] is the first contribution where the weights are introduced to PNN. However, the coefficients are not computed directly; the network operates by using anisotropic Gaussians, i.e. the covariance matrix is utilized, instead of a single smoothing parameter, to compute the output for a particular class. In [18] and [19], the weighted PNN is proposed in the way it adds weighting factors between pattern and summation layer. These factors are calculated from soft labeling probability matrix to carry out a classification. The authors of [20] and [21] create weighted PNN based on their class separability. A single weight is defined as the ratio of ‘between-class variance’ and ‘within-class variance’ for a particular training pattern. As in [18], the weighting coefficients are used to connect the pattern and summation layer.

In this study, we propose the use the SA procedure in the computation of the weights for the PNN model. Similar to [18], [19], [20] and [21], the coefficients are inserted between pattern and summation layer. Their values are equal to the aggregated sensitivities normalized to [0, 1] interval. The formulas for the weights are analytically derived. The idea is applied to PNN activated with a product Cauchy kernel. The proposed MPNN is tested in the classification problems of University of California, Irvine machine learning repository (UCI-MLR) data sets [22] by computing a 10-fold cross validation accuracy. The obtained outcomes are thoroughly compared to the ones obtained for original PNN. Furthermore, we verify MPNN accuracy with the accuracy of four reference classifiers: support vector machine, multilayer perceptron, radial basis function neural network and k-Means clustering algorithm.

This work is structured as follows. In section II, the SA procedure is highlighted. Section III, presents the fundamentals of the PNN model. In section IV, the procedure of computing the weights for PNN is proposed. Section V describes the input data sets and the reference classifiers used in current study. Here, the discussion regarding the results obtained in the simulations is also presented. Finally, section VI concludes the work.
II. Sensitivity Analysis

SA, in general, is one of many approaches used in determining the importance of particular inputs of a neural network. Therefore, it can be applied in the task of elimination of the irrelevant features in the input vectors. The main idea of SA is based on computing the influence of input features on a neural network output signal after a training process. This influence is characterized by real coefficients [23]

\[ S_{j,i}^{(p)} = \frac{\partial}{\partial x_i} y_j \left( x_1^{(p)}, x_2^{(p)}, \ldots, x_N^{(p)} \right), \quad (1) \]

where \( x_i \) denotes an input feature and \( y_j \) stands for an output signal. In (1), \( i = 1, \ldots, N, \) \( j = 1, \ldots, J, \) where \( N \) and \( J \) indicate the number of features and outputs, respectively.

More specifically, equation (1) represents the sensitivity of the \( j \)th neural network output on the \( i \)th feature of the input vector \( x \) determined based on the \( j \)th training pattern \( x^{(p)} \) for \( p = 1, \ldots, P \). The following matrix

\[ S^{(p)} = \begin{bmatrix} S_{1,1}^{(p)} & S_{1,2}^{(p)} & \ldots & S_{1,N}^{(p)} \\ S_{2,1}^{(p)} & S_{2,2}^{(p)} & \ldots & S_{2,N}^{(p)} \\ \vdots & \vdots & \ddots & \vdots \\ S_{N,1}^{(p)} & S_{N,2}^{(p)} & \ldots & S_{N,N}^{(p)} \end{bmatrix}, \quad (2) \]

Once \( S^{(p)} \) is computed for all \( P \) training patterns, it is possible to find aggregated parameters after application of various types of norms. In the research, one usually utilizes the parameter of the mean square average sensitivity

\[ S_{j,i}^{\text{mean}} = \sqrt{\frac{\sum_{p=1}^{P} \left( S_{j,i}^{(p)} \right)^2}{P}}. \quad (3) \]

The absolute value average sensitivity and the maximum sensitivity parameters are also frequently applied in input significance estimation [24]. The appropriate impact of \( S_{j,i}^{(p)} \) on the aggregated outcome of \( S_{j,i} \) implies the selection of a particular norm.

III. Probabilistic Neural Network

PNN is composed of four layers. The coordinates of an input vector \( x = [x_1, \ldots, x_N] \) constitute the first input layer. The second layer, called a pattern layer, consists of as many neurons as training examples. Pattern neurons feed their output to the next summation layer. In the summation layer, there are \( J \) neurons, however each \( j \)th neuron sums the inputs from the neurons of \( j \)th class. In literature, two approaches are usually utilized to compute the signals of the summation neurons: the additive Gaussian kernels and the product kernels. In this work, we use the second approach, therefore the summation neuron output is defined as follows

\[ f_j(x) = \frac{1}{P_j \det(\mathbf{h})} \sum_{p=1}^{P_j} \frac{1}{s_p^2} K \left( \frac{x - x_j^{(p)}}{s_p} \right)^T h^{-1}, \quad (4) \]

where:

- \( K(\cdot) \) is the kernel function calculated in the following way
  \[ K(x_i) = K(x_1) \cdot K(x_2) \cdots \cdot K(x_N), \quad (5) \]
  for which
  \[ K(x_i) = \frac{2}{\pi(x_i^2 + 1)^2} \quad (6) \]
  denotes the one-dimensional Cauchy multiplicant;

- \( P_j \) stands for the number of cases in the \( j \)th class \((j = 1, \ldots, J)\);

- \( x_j^{(p)} = [x_{j,1}^{(p)}, \ldots, x_{j,N}^{(p)}] \) is the \( p \)th training vector of the \( j \)th class.

If one regards (5) and (6) as the pattern neuron activation function, the summation layer output for the \( j \)th class is determined as follows

\[ f_j(x) = \frac{1}{P_j \det(\mathbf{h})} \sum_{p=1}^{P_j} \frac{1}{s_p^2} \prod_{i=1}^{N} \frac{2}{\pi \left( \frac{x_i - x_{j,i}^{(p)}}{s_p} \right)^2 + 1}, \quad (7) \]

Finally, using the Bayes theorem [2], the output layer of PNN determines the label for a new test vector \( x \)

\[ C(x) = \arg\max_{j=1,\ldots,J} f_j(x), \quad (8) \]

where \( C(x) \) denotes the predicted class. The training algorithm for this network amounts to the appropriate choice of the smoothing parameter \( h_i \) by means of the plug-in method [25], and the computation of the modification coefficient \( s_p \) [26]. The structure of the PNN model is illustrated in Fig. 1.

IV. Proposed Algorithm

In Fig. 2, we present the step-by-step data classification algorithm with the use of modified PNN model. We start with the calculation of the sensitivity coefficients for all \( r = 1, 2, \ldots, P_j \) neurons in the pattern layer

\[ S = \frac{\partial f_j(x_j^{(p)})}{\partial x_j^{(r)}}. \quad (9) \]

were \( x_j^{(p)} \in \{x_j^{(1)}, x_j^{(2)}, \ldots, x_j^{(P_j)}\} \) is the vector argument from \( j \)th class. Thus, \( S \) for \( j \)th class takes the matrix form

\[ S_j = \left\{ \frac{\partial f_j(x_j^{(p)})}{\partial x_j^{(r)}} \right\}_{P_j \times P_j}. \quad (10) \]

In (10), the elements of \( r \)th column represent the sensitivities of KDE in \( j \)th class in regard to each \( r \)th pattern neuron computed for a specific input pattern \( p \). Since the denominator of each item of \( S_j \) is a vector, the following gradient has to be determined

\[ \nabla f_j^{(p,r)} = \frac{\partial f_j(x_j^{(p)})}{\partial x_j^{(r)}} = \left[ \frac{\partial f_j(x_j^{(p)})}{\partial x_j^{(r)}}, \ldots, \frac{\partial f_j(x_j^{(p)})}{\partial x_j^{(r)}} \right]. \quad (11) \]
where
\[
\frac{\partial \hat{f}_j(x_j^{(p)})}{\partial x_{j,i}^{(r)}} = \frac{1}{P_j \text{det}(h)} \frac{1}{s_r} \frac{\partial}{\partial x_{j,i}^{(r)}} K \left( \frac{(x_j^{(p)} - x_j^{(r)})^T h^{-1}}{s_r} \right).
\]

The product form of KDE in (5) expands (12) into the following formula
\[
\frac{\partial \hat{f}_j(x_j^{(p)})}{\partial x_{j,i}^{(r)}} = \frac{1}{P_j \text{det}(h)} \frac{1}{s_r} \frac{\partial}{\partial x_{j,i}^{(r)}} K \left( \frac{(x_j^{(p)} - x_j^{(r)})}{h_1 s_r} \right) \ldots \frac{\partial}{\partial x_{j,i}^{(r)}} K \left( \frac{(x_j^{(p)} - x_j^{(r)})}{h_N s_r} \right).
\]

The Cauchy kernel in (6) allows us to determine the ith coefficient of (13)
\[
\frac{\partial}{\partial x_{j,i}^{(r)}} K^* \left( \frac{x_j^{(p)} - x_j^{(r)}}{h_i s_r} \right) = \frac{8}{\pi h_i^2 s_r^2} \left( \frac{(x_j^{(p)} - x_j^{(r)})^2}{h_i s_r} + 1 \right)^{-3}.
\]

We can see that \(\nabla \hat{f}_j^{(p,r)}\) is a vector field, therefore, in order to extract an information on sensitivity of KDE of jth class for a given rth pattern neuron, it is necessary to determine the norm of (11). Thus, \(S_j\) in (10) must be generalized to the following matrix
\[
S_j = \left\{ \| \nabla \hat{f}_j^{(p,r)} \| \right\}_{p=1}^{P_j}.
\]

where
\[
\| \nabla \hat{f}_j^{(p,r)} \| = \sqrt{\sum_{i=1}^{N} \left( \frac{\partial \hat{f}_j(x_j^{(p)})}{\partial x_{j,i}^{(r)}} \right)^2}
\]

for the Euclidean norm. The matrix \(S_j\) is computed for \(j = 1, \ldots, J\).

Now it is necessary to aggregate all \(p = 1, \ldots, P_j\) entries in each rth column of \(S_j\) to obtain the aggregated sensitivity vector. For the mean square average sensitivity measure, this vector takes the following form
\[
a_j = \left[ \sqrt{\frac{\sum_{p=1}^{P_j} (S_j^{(p,1)})^2}{P_j}}, \ldots, \sqrt{\frac{\sum_{p=1}^{P_j} (S_j^{(p,P_j)})^2}{P_j}} \right].
\]

Finally, the normalization of the elements of \(a_j\) to some interval introduces the weight vector for each jth class. In this work, we propose simple “max” normalization
\[
w_j = \left[ \frac{a_j^{(1)}}{\max(a_j)}, \frac{a_j^{(2)}}{\max(a_j)}, \ldots, \frac{a_j^{(P_j)}}{\max(a_j)} \right].
\]

where \(\max()\) operator returns the maximum value of the argument.

Including the weights’ coefficients, the summation layer output (7) is redefined as
\[
f_j(x) = \frac{1}{P_j \text{det}(h)} \sum_{(p,r)=1}^{P_j} \frac{1}{sp} K \left( \frac{(x - x_j^{(p)})^T h^{-1}}{s_p} \right),
\]
Fig. 2. The algorithm for the computation of the weights in PNN between pattern and summation layer.

where

\[ w^{(r)}_j = \sqrt{\frac{\sum_{p=1}^{P_j} \left( s_j^{(p,r)} \right)^2}{\max(a_j)}} \]  

(20)

where \( r \) refers to \( r \)th element of \( a_j \).

V. EXPERIMENTS

In this section, we present the classification results obtained by PNN with introduced weights and the original network. These results are compared with the outcomes achieved by other classifiers: support vector machine (SVM) algorithm, multilayer perceptron (MLP), radial basis function neural network (RBFN) and k-Means method. Both, input data sets and the reference classifiers used in the simulations are also described.

A. Input data sets

The performance of the proposed MPNN, original PNN and the reference methods (SVM, MLP, RBFN and k-Means) is evaluated on UCI-MLR data sets. Ten well known and commonly tested databases are included: Wisconsin breast cancer (WBC), Statlog heart (SH), Pima Indians diabetes (PID), Ecoli (E), Parkinsons (P), Iris (I), breast tissue (BT), monk (M), seeds (S) and cardiotocography (CTG). The cardinality, dimensionality, number of classes and the class distributions for the utilized databases are presented in Table I.

B. Reference methods

In this subsection, the reference classification models are highlighted. Additionally, we provide the parameter settings used for these classifiers in the simulations.

1) SVM: SVM is the classification algorithm proposed by Vapnik [27]. To perform the classification, SVM requires the solution of the quadratic programming optimization problem. For this purpose, various kernel functions need to be explored. In the current study, we verify the following ones:

- radial basis kernel
\[ K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right), \quad (21) \]

- polynomial kernel
\[ K(x_i, x_j) = (\alpha (x_i \cdot x_j) + \beta)^k. \quad (22) \]

In the classification tasks, the parameters of the kernels (21) and (22) and capacity control parameter \( C \) must be appropriately selected.

2) MLP: MLP is a feedforward neural network [28]. This network is composed of an input layer, hidden layers, and an output layer. The number of hidden layers, the optimal number of neurons in hidden layers and the appropriate activation functions must be determined for this model. In this work, the following functions are tested:

- linear identity
\[ f(x) = x, \quad (23) \]
logistic sigmoid

\[ f(x) = \frac{1}{1 + e^{-\alpha x}}, \quad (24) \]

hyperbolic tangent

\[ f(x) = \frac{2}{1 + e^{-\beta x}} - 1, \quad (25) \]

where \( \alpha \) and \( \beta \) are the coefficients used to control the slope of (24) and (25).

3) RBFNN: RBFNN, similar to PNN and MLP, is a feed-forward neural network [29]. However, this model consists of three layers: an input layer, a radial basis hidden layer and a linear output layer. The number of the neurons in the hidden layer and the parameters of the RBFNN training method must be appropriately selected.

4) k-Means: The k-Means clustering is an unsupervised learning algorithm. It partitions input data into \( k \) clusters and provides a center of each cluster [30]. As a result, the records within each cluster are similar to each other and distinct from records in other clusters. The predictions for the unknown cases are made by assigning them the category of the nearest cluster center. The parameter \( k \) is increased up to \( K \), which depends on the number of input vectors of a given class \( (P_j) \). In the current study, \( K \) does not exceed 50% of \( P_j \), \( j = 1, \ldots, J \). The step for \( k \) is determined empirically.

The training methods and the parameters of the models are presented in Table II.

### C. Results and discussion

In Table III, we present the accuracy (Acc) determined for MPNN, PNN and the reference methods in the classification problems of WBC, SH, PID, E, P, I, BT, M, S and CTG data sets. The accuracy is computed with the use of a 10-fold cross validation procedure. Table IV shows the optimal parameters of the reference classifiers for which the highest accuracy is achieved in particular classification problems.

In the case of the SVM model, the capacity control parameter \( C \) and the spread constant \( \sigma \) are shown for the radial basis kernel (21). For this function, a higher accuracy values are obtained in contrast to the results achieved with the use of kernel presented in (22). For MLP, the network structure is presented in the form \( w-\xi-\eta-\zeta \), where \( w \) and \( z \) denote the number of input and output neurons, respectively while \( x \) and \( y \) stand for the number of neurons in the hidden layers. The abbreviations “lin” and “log” refer to linear (23) and logistic (24) activation functions, respectively. For example, in the case of E data classification case, the string “5–13–4–5 log–log–log” describes MLP with 5 input neurons, 13 neurons in the first hidden layer and 4 neurons in the second hidden layer and 5 output neurons where the logistic activation function is applied in hidden and output layers. In the case of the RBFN and k-Means classifiers, \( n \) and \( k \) denote the number of neurons in the network’s hidden layer and the number of cluster centers, respectively. The optimal parameters are obtained after vast number of simulations performed in DTREG software [32].

Comparing two first columns of Table III, one can definitely emphasize the fact that in almost all classification problems, the introduction of additional weight parameters to PNN
results in significant increase of its accuracy. Note, that in P data classification case, this increase is over 5% which is the highest investigated result. The above observation does not take place in S data set classification task. Here, the proposed modification of neural structure does not change obtained accuracy. Thus, the use of weights for original PNN is not beneficial in terms of prediction ability.

In general, one can note that only in three data set cases, i.e.: PID, M and CTG, the reference methods provide higher Acc value. However, among these cases, there is no unequivocal alternative classifier since SVM and MLP yield higher accuracy twice and once, respectively.

If we do not take the MPNN accuracy results into account, it is clear that the original PNN is an average quality classifier because in WBC, SH, E, P and I classification problems, higher Acc is obtained by the following methods: MLP, SVM, RBFNN, SVM, and SVM ex aequo MLP, respectively.

VI. CONCLUSION

In this paper, the modified probabilistic neural network was proposed. The modification relied on the introduction of the weights’ coefficients between pattern and summation layers. The weights for PNN were computed by means of the SA procedure. Their values were equal to the aggregated sensitivities normalized to [0, 1] interval. A PNN with product kernel estimator with Cauchy realization was used. The plug-in method was applied to determine the smoothing parameter. A 10-fold cross validation accuracies of MPNN were compared with the ones obtained for the original PNN and the reference classifiers in the UCI-MLR data sets classification tasks. The results showed, that among all tested models, MPNN achieved the highest Acc in seven out of ten classification cases. In contrast to the conventional PNN, the proposed network performed better in nine classification problems, while only in single task (S data set), the accuracies of MPNN and PNN were identical.
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Abstract—This paper describes a method for spatial tracking of a strapdown device that can be used for design of human-computer interfaces. Inertial Measurement Unit (IMU) is used to obtain 6-dof position exploiting the so-called ZUPT technique by the means of the Kalman Filter. Additional corrections of position are done using magnetometer readings in the presence of static magnetic field induced by permanent magnet that overshadow geomagnetic field. This correction allows us to overcome drifting errors of integration of IMU readings. We have also presented comparisons of different models for magnetic field reconstruction that is crucial for this system.

I. INTRODUCTION

HUMAN-Computer interfaces that uses hand gestures, object manipulation or any other pervasive technology always require position tracking subsystem. Recent developments in micro-electro mechanical systems (MEMS) enables researchers to build new wearable, position aware devices by utilization of miniaturized and low-power sensing devices. For example, inertial sensors are commonly used for construction of 6-dof (orientation and position) spatial tracking systems [1], [2]. Nevertheless, precision of such sensing devices is still very low, therefore it is needed to adopt more complex computations and signal filtering techniques. In this paper, we present an inertial position tracking system that uses additional correction by positioning in magnetic field induced by permanent magnet. Previous works exploited an array of magnetic sensors to unambiguously estimate position, while we propose a data fusion algorithm that uses just one magnetic sensor along with inertial sensor.

Data fusion algorithms are used commonly with inertial devices—in order to estimate orientation of the sensor, state-of-the-art filter [3] integrate angular rate (obtained from gyroscope) in order to calculate rough quaternion rates and then uses gravitational force (obtained by accelerometer) to correct roll and pitch angles. Finally, magnetometer readings are exploited to correct yaw angle. The best known algorithm that can be used in this setup for position estimation exploits the so-called “zero-velocity” update (ZUPT). Second integral of acceleration outputs position with accumulative error. Additional statistics are used to test if the sensor is still—velocity, therefore, should be zero (most of the time it is not and one can use this information to correct position). This technique was proposed in [4] for inertial navigation using foot-mounted inertial measurement unit. We have extended the technique introducing Magnetic Update (MUT) that introduces small correction of position if the sensor is exposed to magnetic field. In presented setup properties of magnetic field must be known beforehand, basing on extensive calibration procedure.

Contribution of this paper is as follow: (1) design and evaluation of position tracking system by fusion of inertial and magnetic sensing in the presence of magnetic field induced by permanent magnet, (2) evaluation of magnetic field reconstruction techniques. (3) positioning algorithm in that use

II. RELATED WORK

Measurements of magnetic field have long been used in the problem of spatial tracking. Starting with the problem of locating buried magnet, one solution [5] used measurements of magnetic field generated by beacon device. In 1979 Raab et al. [6] proposed a complete system for relative position and orientation tracking using active 3-axis magnetic dipole source. Technique was further described and analysed on simulated data by Raab [7]. Similar methods are now used in commercial tracking solutions like Polhemus Fastrack or gaming controller Razer Hydra. Although these methods are useful in some situations, power requirements and high weight of magnetic coils disqualify it in context of wearable devices, with exception of specific usages as described in [8]. Since the advent of MEMS inertial and magnetic sensors, many solutions have been proposed for problem of position and orientation tracking using fusion of inertial and passive magnetic measurements [9], [10], [11]. Unfortunately, inertial systems suffer from systematic error accumulation. It is common [12], [13] to address this problem with ZUPT, as proposed in [4]. Although, as pointed out in [14], this solution suffers from many drawbacks and its usefulness is limited.

Geomagnetic field measurements are also susceptible to errors such as interference from ferromagnetic mass and electric devices. Zachmann tried correcting magnetic measurements by gathering calibration samples of magnetic field in a volume of tracking space [15]. Some authors tried using these distortions for detection and low accuracy tracking of metallic objects [16], [17]. Magnetic field produced by permanent magnets locally overshadow earth’s, thus extensive research have been done on reverse problem of tracking permanently
magnetised markers with relation to magnetometer and (most often) arrays of magnetometers [18], [19], [20], [21].

Finally, in 2015 Kortier et al. [22] explored a system for tracking neodymium magnet paired with accelerometer and gyroscope with respect to array of four magnetometers in parallel with inertial sensor.

We propose a system where magnetometer is coupled with inertial sensors in a package and tracking is carried out with respect to neodymium magnet.

III. MODELING VECTOR FIELD OF A PERMANENT MAGNET

In order to obtain the position of magnetic sensor in the presence of static magnetic field the straightforward idea is to use a model of the magnetic field and match the empirical measurement (obtained by magnetometers) to the theoretical one. The idea is to construct error function that will be minimized in order to find position of the sensor (or array of the sensors). This idea was investigated in many papers, e.g. [19], [21]. The technique requires finding a method for determining theoretical value of magnetic vector field.

More formally, we are searching for a function $P$ such that

$$P_{\Theta}^m(x, y, z) = \vec{B},$$  

where $\vec{B}$ is a vector of magnetic induction in given position $(x, y, z) \in \mathbb{R}^3$ and $\Theta^m$ is an orientation of the sensing device $s$ in the magnet frame of reference $m$ (one can understand it as a transformation from sensor frame of reference to magnet frame of reference).

Magnetic induction vector in our case consists of three components: geomagnetic field $\vec{B}_{geo}$, field of permanent magnet $\vec{B}_{mag}$ and ferromagnetic part considered as environment noise $\vec{B}_{env}$. Therefore,

$$\vec{B} = \vec{B}_{mag} + \vec{B}_{geo} + \vec{B}_{env}.$$  

For strong magnets, however, we can omit environmental and geomagnetic component, hence $\vec{B} \approx \vec{B}_{mag}$.

The model of the magnetic field is difficult to calculate in real time, so we are looking for some approximation of it. For this reason, we have investigated and compared different techniques: (1) dipole model, (2) integration from Maxwell equations using finite element method (FEM) simulators, and (3) field interpolation on empirical (and sparse) sampling. These methods are described below.

A. The Magnetic Dipole

Magnetic field of strong magnet can be approximated using magnetic dipole model [23]:

$$\vec{B}_{d}(\vec{r}) = \frac{1}{||\vec{r}\||^5} \left(3(\vec{j}||\vec{r}\||^2 - \vec{r}||\vec{r}\||^2) \right),$$  

where $\mu$ is a magnetic dipole moment (that characterize magnetic field source) and $\vec{r}$ is a vector from the magnetic dipole source to the observation point. It is important to note that, since we assume that magnetic field source is infinitely small point, this model is accurate only when $||\vec{r}|| \gg r_m$ (where $r_m$ is a size of a magnet).

We can rewrite Eq. (3) into components to obtain formulas that characterize components of $\vec{B} =: [B_x, B_y, B_z]$:

$$B_x = 3\mu \frac{y}{(x^2 + y^2 + z^2)^2},$$
$$B_y = 3\mu \frac{x}{(x^2 + y^2 + z^2)^2},$$
$$B_z = |\mu| \frac{2(x^2 - y^2) - z^2}{(x^2 + y^2 + z^2)^2}. $$

From Equation (4) we see that in order to use the above model, we must carry out a calibration of the magnet (find the magnetic dipole moment $\mu$ for a particular magnet). This characteristic is included in the documentation that came with the magnet, nevertheless, we have found this parameter in the experimental section by defining an error function and making its optimization. In order to find this parameter, only one measurement in some known position is needed.

Usage of magnetic dipole moment for defining position estimation error function enables us to carry out the gradient function in analytical form. That makes minimization very fast.

B. Magnetostatic simulation using FEM

FEM (Finite Element Method) is a method of integrating differential equation used to find approximate solutions of many physical models. In our context it is used to solve the Maxwell equations. Magnetic dipole moment, which is a parameter for this FEM model, was calculated by experiment. The boundary conditions were chosen at far distance from field source in the manner that changing them will not affect the magnetic field in region of interest.

We used QuickField\(^1\) library, that outputs the exact solution at some points and interpolates the rest. The position of the points are optimized.

C. Interpolation of a vector field

In this section, we propose a fast method to approximate the magnetic field using empirical readings—our magnetic field calibration procedure.

The method described below is based on measurements of magnetic field $\vec{B}$ at predetermined positions in the vicinity of the magnet, and then determining the interpolating function for any point in the area of interest $D$. For this purpose, we used the Delaunay triangulation (DT). The idea of this method is to find simplex, inside which there is a point of interest, and then counting the weighted sum of the vertices of the simplex (on which empirical measurement is known).

More formally, suppose we have made $n$ measurements of magnetic field $\vec{B}(p_i), i = 1, \ldots, n$, in points $p_i := (x_i, y_i, z_i), i = 1, \ldots, n$.

Let us consider the division of space $\mathbb{R}^3$ on $(d+1)$-simplices $\{\sigma_j := \{p_{l+1}^{\sigma_j}, \ldots, p_{L+1}^{\sigma_j}\}\}_{j \in J}$, where $\sigma_j \subset \{p_{l+1}^{\sigma_j}, \ldots, p_{L+1}^{\sigma_j}\}$ is the simplex determined by vertices $p_l, l = 1, \ldots, L$, such that:

- for $k \neq l, l, k \in J$, intersection of simplices $\sigma_k \cap \sigma_l$ is either a common wall of $\sigma_k$ and $\sigma_l$, or is empty.

\(^1\)http://www.quickfield.com/
• the interior of the circumscribed sphere on any simplex $\sigma_j$ does not contain any point $\{p_i\}_{i=1}^n$.

Our area of interest $D$ is the sum of all the above simplices. In the present context we only consider the division of $\mathbb{R}^2$ and $\mathbb{R}^3$, therefore, we can informally say that Delaunay triangulation divides the space into triangles and tetrahedrons, respectively, such that none of these objects is deformed (i.e. do not contain “very sharp” angles). A popular method for determining triangulation is based on the dual space (we show an example for $\mathbb{R}^2$): we consider the projection $\langle p_x, p_y \rangle \rightarrow \langle p_x, p_y, p_x^2 + p_y^2 \rangle$ and then calculate the convex hull of this set of points. Then the corresponding points will create DT.

Let $\hat{B}_{DT}(p)$ denotes the magnetic induction vector calculated by Delaunay interpolation at point $p$ contained in the convex hull of $p_i$. For determining $\hat{B}_{DT}$ DT uses barycentric coordinates $\{\lambda_k\}_{k=1}^{d+1}$ of $p$ with respect to $\{p_i\}_{k=1}^{d+1}$. In conclusion, we can represent it as a linear combination

$$\hat{B}_{DT}(p) = \sum_{k=0}^{d+1} \lambda_k \hat{B}(p_k)$$

such that $\sum_{k=1}^{d+1} \lambda_k = 1$ and $\lambda_1, \ldots, \lambda_{d+1} \geq 0$, where points $p_k$ are vertices of simplex $\sigma$ such that $p \in \sigma$. It is worth noting that calculation of coefficients $\lambda_k$ for point $p = (p_x, p_y)$ in $\mathbb{R}^2$ (and, analogically, in $\mathbb{R}^3$) using reference points $p_1, p_2, p_3$, is limited to determining the solution of the following system of equations

$$(\begin{bmatrix} p_x^1 & p_x^2 & p_x^3 \\ p_y^1 & p_y^2 & p_y^3 \\ 1 & 1 & 1 \end{bmatrix} \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \lambda_3 \end{bmatrix} = \begin{bmatrix} p_x \\ p_y \\ 1 \end{bmatrix}) \text{.}$$

From the computational complexity point of view, the most expensive operation is finding a simplex, inside which the point is located. To do this, one can apply a hierarchical decomposition of simplices, which represents collection of simplices in the form of binary search tree. Asymptotic cost of finding simplex is, therefore, $O(\log n)$, however, because of need for preprocessing and higher storage requirements, such representation may be not suitable for implementation on small microprocessors. Best alternative seems to be a classic walking algorithm [24]. As noted in [25], Mücke shows [26] that careful use of walking algorithm can bring down expected time close to $O(n^{3/2})$ (for $d = 3$).

D. Magnetic Field Reconstruction

In order to check its reliability our methodology was as follows: we recorded vectors of magnetic induction in many places on common plane and compared it with the theoretical model. In this section, we will present experimental result of reconstruction of magnetic field.

The magnetic field was generated by arrangement of three cylindrical neodymium magnets ($\phi = 22$ [mm], $h = 10$ [mm], direction of magnetization was along shorter axis). According to specification, at the distance of 0.7 [mm] in the direction of magnetization the magnetic field strength was $\approx 0.380$ [T]. Measurement was performed with MEMS magnetometer LSM303D, that is able to measure magnetic field of maximum strength of $\pm 1.2$ [mT] with 16 bits resolution (values with 16 meaningful bits). See Fig. 1 for our experimental setup. At the beginning, we checked properties of the field with magnets arranged in the above manner.

We’ve done several experiments, in order to show that magnetic field around the cylinders is symmetrical. Moreover, several experiments have been performed to check the accuracy of different models. Geomagnetic field was measured beforehand and discarded from both calibration dataset and test dataset. Experimental station is illustrated in Fig. 1. Table III-D shows the results of different tests.

Test 1 was divided into several subtest: Iq, IIq, IIIq, IVq, $r<20$, $r=20$. It consists of measurements when magnet was not rotated.

Test 2, 3 and 4 consists of measurements with magnet rotated along magnetization axis by 90, 180 and 270 degrees, respectively, without changing its location. Each test consisted of 54 measurements in places which were different than...
TABLE I: Comparison of magnetic field reconstruction using different models.

|                | dipole | $\angle \vec{B}_e \vec{B}_m$ (deg) | fem | interpolant | dipole | $10^{-2}|\vec{B}|$ [gauss] | fem | interpolant |
|----------------|--------|----------------------------------|-----|-------------|--------|----------------------------|-----|-------------|
| test 1 / $0^\circ$ | 19.37 ± 0.28 | 7.89 ± 4.96 | 3.62 ± 3.57 | 72.17 ± 72.09 | 113.71 ± 50.49 | 14.15 ± 16.11 |
| $l$ | 17.96 ± 9.12 | 7.67 ± 4.71 | 1.62 ± 1.32 | | | |
| $l$ | 22.81 ± 8.03 | 10.40 ± 4.41 | 5.82 ± 3.81 | | | |
| $l$ | 20.57 ± 9.29 | 7.68 ± 5.24 | 3.99 ± 4.78 | | | |
| $l$ | 18.70 ± 8.15 | 6.41 ± 4.57 | 3.15 ± 2.10 | | | |
| $r$$\geq20$ | 25.09 ± 10.74 | 11.69 ± 5.02 | 2.67 ± 1.99 | | | |
| $r$$\geq20$ | 17.52 ± 7.83 | 5.99 ± 3.66 | 4.09 ± 4.06 | | | |
| test 2 / $90^\circ$ | 19.46 ± 9.50 | 8.24 ± 6.31 | 4.07 ± 3.69 | 72.07 ± 72.16 | 113.55 ± 51.35 | 14.06 ± 15.79 |
| test 3 / $180^\circ$ | 16.31 ± 9.24 | 7.98 ± 4.75 | 3.70 ± 5.64 | 72.08 ± 71.99 | 114.08 ± 51.12 | 13.56 ± 14.43 |
| test 4 / $270^\circ$ | 19.08 ± 0.21 | 7.34 ± 0.05 | 3.77 ± 3.56 | 71.92 ± 71.63 | 113.47 ± 50.58 | 13.55 ± 14.49 |

calibration points. Since magnetometer has maximum range of measurements, readings were taken at distances of less that 12 [cm] from the magnet.

Left part of the table shows angle of deviation between model magnetic field $\vec{B}_m$ and experimentally measured magnetic field $\vec{B}_e$. Right part of the table shows means and standard deviations of norms between $\vec{B}_m$ and $\vec{B}_e$ (i.e. $\Vert \vec{B}_m \Vert - \Vert \vec{B}_e \Vert$).

In Table III-D one can see that error is similar in each model, indicating that the measured magnetic field is indeed symmetrical along the axis of magnetization. Differences between quarters of the coordinate system are larger, but this is probably due to inaccuracies of measurement. Dipole model (as expected) makes smaller error (in particular, when it is experimentally measured magnetic field and $\vec{B}_m(p)$ is the value of model magnetic field at point $p$). Calculation of $\vec{B}_m(p)$ is the most computationally expensive operation.

Since this function is convex in a neighbourhood of current position, we know that (locally) the minimum value of function (7) is uniquely determined. As it was stated above, in the presence of at least two sensors we can use dipole model. Therefore, error function is smooth and minimization can be done by gradient descent algorithm which it terminates after just a few iterations. In the case of our model, the error function is created from DT and since the data is collected empirically we do not have smoothness any more. That is why we use nongradient methods, e.g. Nelder-Mead. This algorithm also terminates after few iterations, but it needs many more error function evaluations.

In Fig. 3 we show the magnitudes of error function (Eq. 7) with respect to number of evaluations during the execution of minimization, starting from two initial positions. For each minimization these were selected by first randomly choosing known destination point and then selecting random position from its neighbourhood within the range of 1 [cm] and 4 [cm], respectively. The thick line on the chart indicates the average and is surrounded by a plot of the standard deviation at each iteration.

V. FUSION OF INERTIAL POSITIONING AND MAGNETIC

The fusion algorithm is implemented by the means of Kalman Filter which estimates the error state vector $\delta x_k = [\delta v_k \delta p_k \delta C_k]$, which represents velocity, position and orientation (roll, pitch, yaw) errors. Details of the algorithm are described in Alg. 1—as an input it takes readings from IMU ($a, \omega, m$—which are acceleration, angular rates and magnetic induction vector respectively).
State transition matrix $F_k$ is defined as follow:

$$F_k := \begin{bmatrix} I_{3 \times 3} & \Delta t I_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} \\ \Delta t S_k & 0_{3 \times 3} & I_{3 \times 3} \end{bmatrix},$$  

(8)

where $S_k$ is a skew-symmetric cross-product operator matrix given by:

$$S_k := \begin{bmatrix} 0 & a_{z,k}^N & a_{y,k}^N \\ -a_{z,k}^N & 0 & a_{x,k}^N \\ -a_{y,k}^N & -a_{x,k}^N & 0 \end{bmatrix}.$$  

(9)

The $S_k$ matrix is used for accumulating orientation errors with respect to velocity error estimates. This method is inspired by technique called “alignment transfer” [27] and was introduced to ZUPT-based inertial navigation systems by Foxlin [4]. In our algorithm we updated the orientation estimation from original Foxlin work by usage of complementary filter (line 6) which was developed by Madgwick [3]. In our previous work [28] we showed his setup works better for orientation estimation for the object in motion with zupt-based filters.

At line 11 two statistical test are performed: one for zero velocity hypothesis testing ($I_{\neq \text{ZUPT}}$) and one for position estimation error test ($I_{\neq \text{MUPT}}$). For zero-velocity hypothesis testing we apply the following formula at $k$-th reading:

$$\text{Var}\left(\sqrt{\omega^2(t) + \omega^2_0(t) + \omega^2_0(t)} \mid t = k-w, \ldots, k\right) < \epsilon_1$$  

(10)

Simply speaking Eq. 10 is a window $w$-length function that checks if variance of gyroscope readings do not exceed certain threshold ($\epsilon_1$). For zero-velocity hypothesis testing there exist lots of solution in the literature (see [29], [30], [31]).

In order to check if the correction based on magnetic positioning observation need to be performed another test is executed: $I_{\neq \text{MUPT}}$. This test checks if covariance error didn’t exceed certain threshold:

$$\sum_{i=3}^{6} (P_{x|x_i}) < \epsilon_2$$  

(11)

Eventually at lines 19-23 the Kalman Update is performed basing on two version of observation matrix $H$; one for velocity pseudo-observation update (line 13) and second one or true position observation (line 16).

---

**Algorithm 1** Pseudocode for inertial positioning system with zero-velocity and magnetic positioning updates.

1: procedure $\text{INS-ZUPT-MUPT}(a, \omega, m, g_0)$
2: $k \leftarrow 0$
3: $q_0 \leftarrow \text{INITIALIZE ORIENTATION}(g_0)$
4: loop
5: $k \leftarrow k + 1$
6: $q_k \leftarrow \text{UPDATE ORIENTATION}(a_k, \omega_k)$
7: $a_{\text{nav}} \leftarrow q_k^{-1} \otimes a_k \otimes q_k^{-1} - g_0$
8: $v_k^{(p)} \leftarrow v_{k-1} + a_{\text{nav}} \Delta t$
9: $p_k^{(p)} \leftarrow p_{k-1} + v_{k-1} \Delta t$
10: $P_k^{(p)} = FP_{k-1}F^T + Q$
11: if $I_{\neq \text{ZUPT}}(k, a, \omega)$ or $I_{\neq \text{MUPT}}(P_k^{(p)})$ then
12: if $I_{\neq \text{ZUPT}}(k, a, \omega)$ then
13: $H \leftarrow [I_{3 \times 3} \ 0_{3 \times 3} \ 0_{3 \times 3}]$
14: $z_k \leftarrow 0_{3 \times 1}$
15: else
16: $H \leftarrow [I_{3 \times 3} \ 0_{3 \times 3} \ 0_{3 \times 3}]$
17: $z_k \leftarrow \text{argmin} f_m(p_k^{(p)})$
18: end if
19: $K = P_k^{(p)} H^T (H P_k^{(p)} H^T + R)^{-1}$
20: $P_k^- = I - KH P_k^{(p)}$
21: $[\delta v_k, \delta p_k, \delta C_k] \leftarrow K(z_k - H x_k)$
22: $q_k \leftarrow \text{CORRECT ORIENTATION}(C_k)$
23: $[p_k, v_k] \leftarrow [p_k, v_k] - [\delta p_k, \delta v_k]$  

24: end if
25: end loop
26: end procedure

---

**VI. EXPERIMENTAL RESULTS**

Experiment was conducted using sensor and a magnet, which properties were described in section III-D. The sensor was moved freely over the table with moderate speed in various trajectories (with and without still phases). The true path was obtained using optical system, composed from two cameras that were observing diode mounted on top of the sensor. Example of such movement is depicted on the Fig. 4. Fig. 4b depicts trajectories computed by algorithm described in previous section (blue lines), whereas Fig. 4a shows the same algorithm in which no magnetic update has been made. Note that path is depicted only between zero-velocity phases—the a posteriori states. The a priori states are depicted by the dotted line as “intermediate states”. The red arrows indicates magnetic field measurements done at particular place and the green line is the true path observed by optical system. As a visual aid magnetic field was enclosed using interpolation method—black field lines.

Error drift in inertial navigation system describes the situation where there is a random inaccuracy introduced at each step of computation. It source lays in (1) sensor error and (2) floating-point computation. It is very challenging (or impossible) to model this error, therefore there is no method for position tracking basing only on IMU readings.
neodymium magnets and the magnetometer most of the time is already mounted into IMU unit.

The previous works consisted of array of sensor that was rigidly mounted, which can introduce some problem in real-life systems. Usage of just one sensor, however, introduces some drawbacks: (1) the field of magnet needs to be known precisely in advance, therefore a calibration procedure needs to be introduced in advance (2) from theoretical point of view the additional corrections that are made are not unambiguous—the cost function Eq. 7 minimizes position error with given orientation. The second problem could lead to error in yaw-angle estimation.

In this paper authors did not investigated orientation estimation errors. Nevertheless, the presented algorithm corrects the orientation estimates in zero-velocity phases. The estimates are sufficiently good for most applications because orientation estimation is less prone to errors since it can be corrected by data fusion filter and needs only one integration. Nevertheless, in future work promising idea is to estimate orientation errors taking the whole path into consideration by forming some lag-introducing corrections. The naive idea is to correct orientation minimizing the magnetic field vector derivation from theoretical model in more than one points, assuming some tuned springiness between the measuring points.

VII. CONCLUSION AND FUTURE WORKS

In this paper, position tracking system based on data fusion from inertial measurement unit and positioning in magnetic field was presented. Inertial navigation was performed using the so-called zero-velocity updates and modelled by the means of the Kalman Filter. The common problem with error accumulation of inertial system has been solved by positioning sensor in the presence of static magnetic field.

The presented method enables us to build more robust human-computer interfaces which requires positioning subsystem, because it requires just one sensor for magnetic field sensing. Static magnetic field can be easily generated with no energetic cost by various (in terms of size and strength)
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Abstract—This paper presents a comparison of different machine learning algorithms applied to automatic sleep detection which uses electroencephalogram signals as a differentiating basis. The Single-Layer Perceptron, Multi-Layer Perceptron, Support Vector Machine, Boosted Tree and the Multi-Agent (comprising of the earlier models) models are developed and analyzed with training and testing datasets. The results of the models are evaluated using a cross-validation technique. The models are compared with each other using the Cohen's index, the True Positive Rate and True Negative Rate. The models are very successful with sleep stage detection reaching up to 94 %, and Cohen's index reaching up to 0.69, showing considerable promise for deployment and future studies.

I. INTRODUCTION

Road accidents are responsible for many deaths and economic losses around the globe. Drowsiness is a cause of about 40,000 non-fatal injuries and 1550 fatalities annually in the United States alone [1]. A press release by the National Sleep Foundation in 2009 indicates that 1.9 million American drivers have had a car crash or ‘near-miss’ due to fatigue or drowsiness [2]. The National Sleep Foundation has data which shows that even some flight and train accidents have drowsiness and fatigue as probable causes [3].

In general, to detect a driver's sleep stage the frequency spectra of brainwave signals are used as a differentiating factor. A good detection algorithm should accurately detect a drowsy driver, while not causing many false alarms. In principle, a model may detect drowsiness all the time, i.e., a success rate of 100 % for sleep detection, but this will create many false alarms, which would affect the driving behavior. A false alarm is triggered when a wake stage is detected as a sleep stage. For our classification purposes, a sleep stage is defined as the first stage of sleep. Earlier work using multichannel electroencephalogram (EEG) signals obtained 92.8 % internal sleep stage classification accuracy [4]. This work did not classify wake stages, which would be included in our models. The aim of our project is to obtain similar or better results for sleep detections using only one channel, i.e., fewer data input parameters. It is more important for us to detect a sleep stage than have fewer false alarms, which is why the sleep detection success rate has a high benchmark.

To train and test the algorithms before grading them, the dataset used was obtained from the DREAMS project [5]. This dataset consisted of raw polysomnographic (PSG) signals. A data-mining plan was designed for transforming the dataset, for training and testing the models, and for evaluation of the models. This plan expanded on the existing widely-used CRISP-DM model [6].

In the DREAMS project, PSG data was collected from sleeping patients, which included the electroencephalograph signals, the backbone of our project. Automatic classification of the sleep stages and sleep disorders was a major part of the different studies performed by the DREAMS project team. They showed that it is possible to perform automatic classifications using machine learning algorithms.

In 2001, Van Hese P. et al. [7] performed an automatic detection of the sleep stages using only EEG data. They used a modified K-means algorithm, and the parameters they used for classification were the parameters of Hjorth – Activity, Mobility and Complexity – expressed in terms of the frequency spectrum. The mobility was a measure of the central frequency, the complexity was a measure of the bandwidth of the signal, and the activity was a measure of the variance. They showed that clusters were created and it was possible to distinguish between the different stages, but that extra information, like electrocardiograph (ECG) and electrooculograph (EOG) data, was necessary for a clear discrimination between the stages.

Zhovna I. and Shallom I. proposed in 2008, an automatic sleep stage detection and classification of multichannel EEG signals [4]. They used a method based on the Multichannel Auto Regressive (MAR) model, which incorporated the cross-correlation information existing between the different EEG signals. Their approach involved training and testing phases, including a continuous unknown 7-hour subject dataset. They obtained a promising rate of detection of 92.8 %. However, they had not trained the system to detect wake stages or movements.

A more recent study in 2013 by Malaekah E. and Cvetkovic D. tried to perform an automatic detection scheme to classify the sleep stage 1 and the wake stage using the EEG sub-epoch approach [8]. They divided 30 second epochs into 6 second sub-epochs from which the Relative Spectral Energy Band (RSEB) was calculated and used to create the feature space. The RSEB for a given frequency band is defined as the ratio of the Power Spectral Density (PSD) of the band divided to the total power (sum of PSD of all bands). Their best results showed an average of 77 % and 55.8 % success of detecting the wake and first sleep stages respectively.
The work done by different research groups shows that EEG signals are good indicators of sleep and wake stages. For manual classification, there are two references, [9] and [10], both of which rely on the frequency of the EEG signals. Following up on the works of [7] and [8], it seems that using the complete frequency spectrum instead of few parameters might improve the classification accuracy.

The main goal of the paper is to create an automatic detection mechanism using data mining approach. In the project, the standard CRISP DM methodology was applied [6]. The first step is to understand the important physiological processes of sleep and their mathematical representation as signals. The following section provides a brief description of the brainwave signals along with their classification based on the frequency range. Then the data preparation phase is explained followed by an introduction to the classification models used in this project. In the third section, the experimental results for the different models are tabulated in terms of the true positive and true negative rates, also known as sensibility and specificity respectively. The paper ends with the conclusions drawn from our work and perspectives to continue research in this domain.

II. DATA SOURCES AND CLASSIFICATION MODELS

A. EEG signals

An electroencephalograph (EEG) represents electrical signals which reflect the electro-activity of the neurons. Based on their frequency range, an EEG signal is divided into bands denoted by Greek letters [11]:

- Beta waves – $\beta$-waves are brainwaves with frequencies between 13 and 30 Hz. They indicate full awareness and high brain activity.
- Alpha waves – $\alpha$-waves have frequencies between 8 and 13 Hz. These are generally linked to relaxed states.
- Theta waves – $\theta$-waves lie in the frequency range of 4 to 8 Hz. These are connected to Non-Rapid Eye Moment (NREM) sleep.
- Delta waves – $\delta$-waves are below 4 Hz in the frequency spectrum. They generally correspond to slow wave sleep stages.

There are two standards to classify EEG data into sleep stages. The older Rechtschaffen and Kales (R&K) standard is composed of the following stages – Wake stage, REM stage, Sleep stage S1, Sleep stage S2, Sleep stage S3, and Sleep stage S4 [9]. In the more recent American Academy of Sleep Medicine (AASM) standard, the stages are classified as – Wake stage, REM stage, Sleep stage N1, Sleep stage N2, and Sleep stage N3 [10]. However, the DREAMS dataset contains additional stages. There is one sleep stage movement (transition) present in the R&K classification. The additional sleep stages are defined as unknown sleep stages by the classifying experts. The terminology used to denote the sleep stages is defined as:

- 0 = Wake stage or REM (R&K and AASM)
- 1 = Sleep stage 1 (R&K and AASM) or Sleep stage 2 (R&K and AASM) or Sleep stage 3 (R&K and AASM) or Sleep stage 4 (R&K) or unknown sleep stage (R&K)
- 3 = Sleep stage movement (R&K) or an unknown sleep stage (AASM)

The reason why data points which might not seem as a wake stage or sleep stage S1/N1, are included is that when one model predicts a sleep stage 1, the other model might predict a sleep stage 3, an unknown sleep stage, or a sleep stage movement (transition).

B. Data Preparation

The dataset used in the current work was collected as part of the DREMAS project in Belgium and consists of 32-channel polygraph whole-night polysomnographic readings of 20 healthy subjects [5]. At least three of the 32 channels were EEG channels. The data was collected with a sampling frequency of 200 Hz and stored in the standard European Data Format (EDF). The channel chosen by us for the project was the channel CZ-A1, a central lobe channel. Only the first sleep and wake stages were selected from the files along with the corresponding EEG data. Points, which did not have sleep stage 1 or the wake stage in one rating model but in the other, were included, and the total number of data points after this phase was 32924. Each data point consists of one hypnogram rating based on the R&K model, and one hypnogram rating based on the AASM model and 1000 raw EEG signal points corresponding to a manual rating of a 5-second time-window.

These data points were then read into the statistical software R for further pre-processing. This is a very large volume of data (32924×1000) to be provided for a machine learning algorithm. To reduce the size, feature selection was performed. Each data point was first transformed as per the Fourier transform to obtain the frequency spectrum from 0 Hz to 100 Hz (half the sampling frequency) with an accuracy of 0.2 Hz (inverse of the length of the signal). The sleep manuals indicate that frequencies above 30 Hz do not provide information for sleep stages and thus frequencies above 30.5 Hz were rejected. The size of the data was still large (32924×153). The frequencies were then averaged to the nearest integer frequency to reduce the dimension of the problem. After the data selection, transformation, and feature selection, the size of the data was 32924×31 (31, including the 0 Hz value). This final data was passed to the R platform, a statistical software package extensively used for analyzing large data.

C. Quantitative Indicators Used for the Models

It is important to describe the quantitative indicators used to grade the models in this work. Two models for each machine learning algorithm were created, one corresponding to the AASM scoring method and the other to the R&K scoring method. Thus, for consistency purposes, it is vitally important to not compare the AASM models with the R&K models.

There are many indicators, which can be used to grade a classification model. In our paper, the confusion matrix (see Table I) is first created, where TN stands for True Negatives, TP for True Positives, FN for False Negatives and FP for


<table>
<thead>
<tr>
<th>Model’s Output</th>
<th>Manual Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>TN FP</td>
</tr>
<tr>
<td>1</td>
<td>FN TP</td>
</tr>
</tbody>
</table>

**False Positives.** These values can be used to grade the models, however they depend directly on the number of sleep and wake states. Since the database consists of unequal number of sleep and wake states, and to thus properly normalize the results, the following indicators, along with the Cohen’s Index, were used:

- **True Positive Rate (TPR)** – This value is known as the sensitivity of the model, and provides an estimate for the successful sleep detection rate by the model. It is defined as,
  \[
  \text{TPR} = \frac{TP}{TP + FN},
  \]
  and is also linked to the False Negative Rate (FNR) through \( \text{TPR} = 1 - \text{FNR} \) \[12\].

- **True Negative Rate (TNR)** – This value is known as the specificity of the model, and provides an estimate for the successful wake detection rate by the model. It is defined as,
  \[
  \text{TNR} = \frac{TN}{TN + FP},
  \]
  and is also linked to the False Positive Rate (FPR) through \( \text{TNR} = 1 - \text{FPR} \) \[12\].

- **Cohen’s Index (κ)** – \( \kappa \) is an indicator that measures the inter-rater agreement for categorical objects, and that takes into account the agreements (TP and TN) occurring by chance \[13\]. It is defined as:
  \[
  \kappa = \frac{p_o - p_e}{1 - p_e},
  \]
  where \( p_o \) is the observed agreement between the raters, given as:
  \[
  p_o = \frac{TP + TN}{(TP + TN + FP + FN)},
  \]
  and \( p_e \) is probability of chance agreement, described as:
  \[
  p_e = \frac{(TP + FN)(TP + FP)}{(TN + FP)(TN + FN)}.
  \]

It can be easily verified that \( \kappa = 1 \) when the two raters are in complete agreement. In general, a value of \( \kappa > 0.6 \) indicates a good level of agreement between the raters.

In classification models, there is a trade-off between the TPR and TNR, since increasing one generally reduces the other. Thus it is necessary to study both simultaneously, making the TPR and TNR important indicators of the models. These are simple indicators and to consider random agreement, \( \kappa \) was also used to grade the models.

The following subsections will present the classifying algorithms used in our experiments – Single-Layer Perceptron, Multi-Layer Perceptron, Support Vector Machine, XGBoost and Multi-Agent model – whose classification accuracies were compared, in order to choose the best model. The SLP is a simple linear classifier that calculates the sum of the weighted input variables. It is simple to implement and forms a good reference model. The MLP, also known as neural networks, consists of layers of neurons. This provides the next level of complexity and allows for non-linear behavior to be captured. The SVM models have better predictive performance than the MLP, since they create multiple support vectors, which provide more flexibility in the classifying criterion. The XGBoost model is a variation of the gradient boosting model, an ensemble model that is a collection of decision trees added to minimize a loss function. The Multi-Agent classifiers are two algorithms proposed by us that consists of all the previous models to better classify the EEG data, one by a majority vote and the other by treating the sleep and wake states on a more equal footing.

**D. Single-Layer Perceptron**

E. Malaekah and D. Cvetkovic \[8\] had used the ratios of the EEG bands to perform classification of the sleep and wake states. The classifying criterion was manually tuned in their case. Instead of using the ratios of the EEG bands and manually tuning the ratio to match a specific quantity, we used an automatic learning algorithm that can find the classifying criterion without any human interference.

A Single-Layer Perceptron (SLP) is an algorithm for binary classification of an input vector. It is a linear classifier that makes its decisions by a scalar product of the input vector with a set of weights. In machine learning, a perceptron is considered to be the simplest neural network consisting of one neuron. Mathematically, the SLP algorithm can be expressed as:

\[
g(\overline{x}) = \begin{cases} 
1 & \text{if } \overrightarrow{w} \cdot \overline{x} + b > 0 \\
0 & \text{otherwise}
\end{cases}
\]  

Here, \( \overline{x} \) is the input vector, \( \overrightarrow{w} \) is the weight vector and \( b \) is the bias. The output of the perceptron is either 0 or 1 and is determined by the condition provided by the scalar product. The bias alters the position of the decision line. The weight vector is changed by learning algorithms. The learning algorithm used here was the Particle Swarm Optimization (PSO) \[14\]. PSO optimizes a problem by having a set of candidate solutions (called particles), and moving these particles in the feature space by simple rules for updating the particles’ positions and velocities. This optimization technique does not make assumptions about the parameters being optimized and so can be used for noisy and irregular problems. PSO possesses certain advantages of Monte Carlo techniques, where a large space of solutions is searched by the various particles, as well as the advantages of classical optimization techniques, such as gradient descent, where the particles are guided by a ‘force’ towards the final solution.
Each particle is attracted by its best known position, as well as the best position among all the particles. There is also an inertia term, which keeps the particle moving along a straight line. These three ‘forces’ act together in different proportions to guide the particle towards better solutions. A PSO algorithm consists of the following main steps, along with part of the code from our implementation in R:

- Initialize $N$ particles’ positions $\text{particle\_pos}$ and velocities $\text{particle\_vel}$ randomly within the boundaries of the feature space. $\text{part}$ indicates the particle index, maximum $N$, and $i$ the dimension, 31 dimensions in our case.
  
  ```r
  particle\_pos[part,i] <- runif(1, min=-10, max=10) #Random starting positions
  particle\_vel[part,i] <- runif(1, min=-5, max=5) #Random starting velocities
  ```

- Update each particle’s best position $\text{best\_particle\_pos}$ with the randomly assigned starting position.
  
  ```r
  best\_particle\_pos[part,i] <- particle\_pos[part,i]
  ```

- Find the particle with the best position and update the global best position, $\text{coeffs\_aasm}$ or $\text{coeffs\_rnk}$, with its position. This step depends on the error function and with random starting positions. In our case, the error function was the sum of absolute errors between the expected result and the actual result. This is similar to using the mean of squared errors, since only the absolute value of the error is considered. $\text{perr}$ is the particle error.
  
  ```r
  if(perr[part] < global\_min\_err) {
    global\_min\_err <- perr[part]
    coeffs\_aasm <- particle\_pos[part,]
  }
  ```

- Until the stopping criterion is satisfied, i.e. number of iterations run or error criterion is below threshold, do the following

  - Update each particle’s position by adding the velocity to it.
    
    ```r
    particle\_pos[part,] <- particle\_pos[part,] +
    particle\_velocity[part,]
    ```

  - Update each particle’s best position with its current position if and only if the current position is better than the particle’s best position. $\text{min\_perr}$ is the particle’s minimum error.
    
    ```r
    if (perr[part] < min\_perr[part]) {
      min\_perr[part] <- perr[part]
      best\_particle\_position[part,] <- particle\_pos[part,]
    }
    ```

  - Find the particle with the best current position and update the global best position if and only if this best current position is better than the global best position.
    
    ```r
    if(perr[part] < global\_min\_err) {
      global\_min\_err <- perr[part]
      coeffs\_aasm <- particle\_pos[part,]
    }
    ```

- Update each particle’s velocity as a sum of three contributions multiplied by factors indicating their proportions. The first contribution is the difference between the particle’s best position and its current position. The second contribution is the difference between the global best position and the particle’s current position. The final contribution is simply the previous velocity of the particle.
  
  ```r
  particle\_velocity[part,] <-
  particle\_velocity[part,] +
  runif(31,min=0,max=0.4) *
  (best\_particle\_position[part,]
  - particle\_pos[part,]) +
  runif(31,min=0,max=0.7) * (coeffs\_aasm
  - particle\_pos[part,])
  ```

- Update the number of iterations or calculate the error.

  - The global best position is the best solution.

The factors which multiply the three contributions, the inertia term, the force due to the global best position and the force due to the particle’s best position, are chosen by the user. These control the ‘swarming rate’ and hence the behavior and response of the system. In our implementation, the inertia term was multiplied by 1, the force due to the particle’s best position was multiplied by a random number between 0 and 0.4 (excluding the extreme values), and the force due to the global best position was multiplied by a random number between 0.4 and 0.7. The inertia term was kept as a unit value because we wanted the particles to move to not stop swarming. The maximum values of 0.4 and 0.7 were chosen so that the particles were attracted towards their individual best positions and the global best positions, but the contribution of these attractions did not exceed the contribution of the inertia term. The higher average value of the attractive force towards the global best position indicated a preference of each particle to explore positions near the global best position, which is the best known solution so far. The non-zero value of the force towards the individual particle’s best position ensured that the particles explored positions near their own best positions. The final values were chosen based on the “goodness” of the results.

**E. Multi-Layer Perceptron**

In our case, the data does not satisfy the condition of linear separability; therefore non-linear classifiers were considered.
A well-known neural network model, a Multi-Layer Perceptron (MLP) was chosen and its architecture was evaluated.

Neural networks contain at least two layers, with the possibility of additional hidden layers. Earlier experiments were performed with two and three hidden layers, the latter of which gave maximum sleep and wake detection rates of about 69% and 90% respectively. Compared to the architecture with three hidden layers, this architecture drastically decreased the number of connections and thus the learning time for the neurons [15]. Based on these results, a neural network with two hidden layers 31-46-10-1 was chosen. The learning algorithm used for this project was the default algorithm, resilient backpropagation with weight back tracking. The error function minimized in this project was the mean squared errors.

Neural networks have one major disadvantage – risk of overfitting, when a model begins to describe the noise. The underlying relationship between the input variables and the output value may fail to have a predictive power completely. In our case 1,953 weights had to be found using 16,462 training points. Thus there is a high possibility of overfitting in our neural network models, which can lead to poor predictions. Unfortunately, reducing the number of neurons in the hidden layers led to a drastic decrease in the performance of the neural network, while increasing it led to overfitting, where the testing phase results were measurably poor as compared to the training phase results. Therefore, the data parameters for our neural network could not be classified correctly without increasing the risk of overfitting. Due to a lower number of sleep stages, the neural network models did better at detecting the wake stages.

F. Support Vector Machine

Support Vector Machines (SVMs) are supervised learning algorithms used for classification and regression analysis [16], [17]. An SVM model maps data points in the feature space as categories which are as far apart as possible, by constructing a hyperplane or a set of hyperplanes in a space, generally of a higher dimension than the feature space. Generally, two or more hyperplanes are selected with no points between them, and then the distances between these hyperplanes are maximized.

Two types of SVM models, a simple SVM model and a multi-class SVM model, were used. The first one interprets the hypnogram sleep stage rating as having a “meaning”, i.e. this value can be expressed as the output of a mathematical function of the SVM. The second model merely assigns the hypnogram value as a label for a given SVM input vector. This model is hence more robust to clustering of data that is not linearly separable.

Before starting the training of the SVMs, tuning was performed for two parameters, gamma and cost, using the functionality provided in the package e1071 through the function tune.svm() on 10% of the data. The parameter gamma is internal to the implementation and is required for all the non-linear kernels, while cost is the cost of violating the constraints of the SVM model. The results of this tuning indicated a value of 0.1 for gamma, and a value of 1 for cost, which were recommended by the SVM implementation based on the 10% of the data. The same values were obtained for both AASM and R&K classification methods, and were used for the final training of the models. In the multi-class variant of SVM (unlike in the default-SVM), the wake states were given a weight of 0.2 and the sleep states were given a weight of 1.0, to compensate the influence of the higher number of wake states in the dataset.

G. Extreme Gradient Boosted Model

Extreme Gradient Boosted Model (XGBoost) is a supervised machine learning algorithm used for classification and regression analysis, which comprises of an ensemble of ‘weak’ prediction models, generally in the form of decision trees. It is an efficient implementation of the gradient boosting framework, and has been known to be many times faster than standard implementations.

The boosting process deals with transforming the weak prediction models into a strong model. For example, decision trees with only one or two levels would be considered weak, since their accuracies are slightly better than random classification, and thus are more robust to overfitting. A boosted model creates an ensemble of these models with the intention of creating a strong learner. In many implementations, the weak learners are functions of the loss (error) functions, which the ensemble is trying to minimize. The gradient boosting model consists of calculating the loss function at each iteration and correcting itself by adding the gradient of the loss function in the next iteration [18], [19].

In this work, the maximum depth (nodes) was set to 5 to allow better decision trees at each level. This reduced the number of iterations, i.e. the number of additional trees required to correct the loss function, which was set to 40. The learning process was made more conservative (less overfitting) by scaling the contribution of each tree by 0.15, compared to the default value of 0.3. These values were selected after running multiple tests on the data, and were used for the AASM and R&K models.

H. Multi-Agent Model

To maximize the sleep and wake detection rates, two Multi-Agent (MA) models were developed. Typically, an MA model consists of many ‘agents’, each of which is an independent classification model. In our work, these MA models were constructed from all the aforementioned algorithms. There are different ways to implement such algorithms [20], and for this project, a democratic MA model and a weighted MA model were chosen. The democratic MA model determined the outcome of a given input by a majority vote, while the weighted MA model determined the outcome of a given input by weighing the outputs of each of the agents.

The democratic MA model did not have any training or testing phase, due to it directly relying on its component models. The outputs from the agents were directly used to
analyze this model on the training and testing data sets. Two models were made, one for the AASM classification and one for the R&K classification.

The training phase for the weighted MA model consisted of optimizing the weights using an error function, and the optimization was achieved with the Particle Swarm Optimization (PSO) as discussed in the SLP model. The error function chosen was the sum of the FNR and FPR. Since the rates are independent of the number of states, this error function is not biased towards one of the sleep or wake states. Minimizing this function would thus maximize the sleep and wake detections simultaneously (TPR = 1 - FNR and TNR = 1 - FPR).

The parameters of the PSO algorithm were identical to those used to determine the weights of the SLP, with the exceptions that the number of dimensions were reduced to 5 and the bias was not required. Two such models were made for each training set, one corresponding to the AASM classification and the other corresponding to the R&K classification.

III. EXPERIMENTAL RESULTS

The data was divided randomly into training and testing sets for cross-validation purposes to check how well the model can perform under more general data. We performed 4-fold cross-validation, where the data was divided into four equal random sets. Earlier experiments [15] indicated similar results to 2-fold cross-validation results, and 4-fold cross-validation has more training and testing phases, which is why it was used to obtain more results. The final results (averaged) are presented for comparison purposes. To compare the models, all learning algorithms were provided the same data for training and testing.

Since there were two scoring models (R&K and AASM) for each data point, two models were made for each learning algorithm, e.g. MLP Rnk and MLP AASM. Because of the two different standards, it only makes sense to compare all the AASM models together and all the R&K models together. After splitting the data and dividing them as train-sets and test-sets, the data workspace in R is stored for future use and reference.

In the confusion matrix tables, two outlier points (Outlier 1 and 2) are obtained because of having the same data point classified as sleep stages other than 0 or 1 in one of the two models. These points were neglected to better analyze our results. The confusion matrix was reinterpreted for comparison purposes in terms of TPR, TNR and $\kappa$. These quantities are provided for the 4-fold cross-validation studies in table II.

A general observation is that the multi-class SVM (R&K) performs the best, followed closely by the multi-class SVM (AASM). In addition, the TPR for the multi-class SVM is about 94%, better than previous results of 92.8% classification accuracy obtained by I. Zhovna and I. Shallom [4], where the cross-correlation information existing between the multichannel EEG signals was used. The TNR, on the other hand, is about 75%, slightly lower than the 77% obtained by E. Malaehah and D. Cvetkovic [8]. This is not so far behind, and thus the multi-class SVM is a good choice for further study. As perspectives, the multi-class SVM might be improved by providing more data points corresponding to sleep stages so that the FPR is reduced.

Looking at the Cohen’s indices for the different algorithms, we see that the MA, XGBoost, MLP and SVM models are at least 0.60. However, in our study, we place more emphasis on sleep detection, i.e. a TPR higher than 90%. This is only achieved by the multi-class SVM. It should be pointed that the number of sleep states are lower than those of wake states, which is why the XGBoost and the MA models have a TNR greater than the TPR.

From the tables, we infer that the default SVM does better than the SLP and MLP methods. Both default SVM models (AASM and R&K) have a TPR of over 70%, similar to the TNR of the multi-class SVM, and the same can be said for the TNR of the default SVM models. Thus, when compared with the results of the multi-class SVM, the TPR and TNR values appear to be swapped. This could be due to the larger number of the wake stages.

A value of $\kappa > 0.60$ indicates a good agreement between the different raters, and thus the SVM, XGBoost and MA models performed well. Comparison of the Cohen’s indices shows that the default SVM, XGBoost and MA models perform well with $\kappa > 0.65$ for both scoring methods.

To better understand the trade-off between TPR and TNR, the Receiver-Operator Characteristic (ROC) curves for all the models were plotted as shown in Fig. 1. The FPR and TPR form the $x-$ and $y-$axes of the graph respectively, and a random guessing model would have TPR = FPR as shown with the blue dotted-dashed diagonal in the figure. Points above the diagonal have TPR > FPR, indicating a better predictive performance and a ‘perfect’ classification model would be at the (0,1) point on the plot, i.e. FPR = 0 and TNR = 1.

Based on the ROC curve, we see that the weighted MA (PSO) model does the best in terms of the trade-off, being closest to the (0,1) point, followed closely by the democratic variant. This is due to the fact that the error function in the PSO algorithm treats sleep and wake stages on an equal footing. In the democratic MA model, there is no training beyond that for each of the individual agents. As a result, the bias towards the wake states exists due to the ‘majority’ of the models (MLP, XGB and SVM) being biased towards the wake states, a consequence of the previously mentioned larger number of wake states.

Depending on the requirement, detection of one stage might be more critical and the ‘best’ model has to be accordingly chosen. The purpose of this project was to focus on sleep detection over wake detection and thus, based on the Cohen’s index and the requirement of TPR > 90%, the multi-class SVM is a better model.

It is important to underline that the R&K models have performed better than the AASM models. The R&K standard for sleep scoring was developed in 1968 [9], while the AASM standard was developed recently, in 2007 [10]. These standards have differences which might have affected the manual scoring of the dataset used. To choose between them, inputs from
### Table II
**Comparison of Results (4-fold Cross-Validation)**

<table>
<thead>
<tr>
<th></th>
<th>AASM Criteria</th>
<th>R&amp;K Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR (%)</td>
<td>TNR (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLP</td>
<td>72.3</td>
<td>76.9</td>
</tr>
<tr>
<td>MLP</td>
<td>69.0</td>
<td>88.2</td>
</tr>
<tr>
<td>Default-SVM</td>
<td>73.8</td>
<td>90.5</td>
</tr>
<tr>
<td>Multi-class SVM</td>
<td>94.0</td>
<td>67.0</td>
</tr>
<tr>
<td>XGBoost</td>
<td>74.5</td>
<td>90.6</td>
</tr>
<tr>
<td>Multi-Agent (Democratic)</td>
<td>77.2</td>
<td>87.8</td>
</tr>
<tr>
<td>Multi-Agent (PSO)</td>
<td>82.0</td>
<td>85.7</td>
</tr>
</tbody>
</table>

Fig. 1. ROC curve for AASM (black circles) and R&K (red crosses) classification models. The blue dotted-dashed line indicates the ROC curve for a random guess model.

A neuroscientist or more *in vivo* data based on a standard of quantifying drowsiness are required. In addition, using a more balanced dataset with similar numbers of wake and sleep stages might help develop the methods further.

### IV. Conclusions and Perspectives

The main objective of this work was to develop an automatic sleep detection system to warn a sleepy driver and prevent road accidents. With this purpose, the DREAMS database [5] was used and the Fourier transforms of the EEG signal formed the input vector space for the machine learning algorithms. Multiple experiments were performed on different models, such as SLP, MLP, SVM, multi-class SVM and XGBoost. A MA model was subsequently developed that treated the sleep and wake stages equally. This model was observed to be the closest to a perfect classification as can be confirmed with the ROC curve. In addition, the multi-class SVM model for the R&K scoring system maintains the benchmarks of TPR $\geq 90\%$ and TNR $\geq 70\%$, and the AASM scoring system is not far behind. Using these benchmarks, the potential reduction in economic costs due to loss of human lives was calculated for France to be about 1,104 million EUR for the year 2014 [15].

For future work, the detection models will need to be tested across different datasets to confirm their reliability and to ensure that the models do not fail when presented with new data, either through future laboratory studies or *in vivo* experiments. Pragmatically, the models can be said to be relatively compatible with different datasets, a desirable property, which is useful in the event of retraining the models for certain medical cases where the EEG signals might not be the same as those in an average human being.
Furthermore, it might be fruitful to validate our results from a strictly medical perspective, with the ability to quantify drowsiness rather than the first sleep stages, preferably using EEG signals. Obtaining a more balanced dataset with equal wake and sleep stages would ensure that there is no bias of the models towards a particular stage. Including more physiological data, like body pulse or blood pressure, may improve the model, since they also decrease when a person tends to fall asleep.
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Abstract—This paper presents the analysis of potential of the Kosinski’s Fuzzy Number (KFN) idea in the modeling trends of the processes which are described imprecisely. KFNs conception is an alternative for the classical fuzzy numbers ideas as model to represent of the imprecise quantitative data. They introduces new feature into vagueness of the information - a direction. It is base for good arithmetical properties of calculations. Furthermore, a direction also extends a potential in the modeling of information by the additional interpretation, what is a subject of this article. This new potential is presented and explained basing on the example of modeling of quantity of liquid in a reservoir. The environment is changing dynamically what is described as the changes in inflow and outflow. Proposed example explains how to interpret the direction of KFN and how to understand the results of calculations and its influence.

Index Terms—Ordered Fuzzy Numbers, Kosinski’s Fuzzy Numbers, direction of imprecision, trend in the data, interpretation of fuzziness

I. INTRODUCTION

The classic idea of fuzzy sets and numbers is widely known methodology for modeling the imprecision of real world. It wins with statistical methods, especially in the problems where partial imprecision is needed.

Unfortunately the computational properties of classical fuzzy numbers (convex fuzzy numbers) have drawbacks connected with a rapidly growing imprecision after sequence of operations. To improve their arithmetics several additional solutions were introduced. They are usually connected with defining additional operations or constraints ([1][2][3]).

An alternative solution is the Kosinski’s Fuzzy Numbers mathematical model [4], [5]. This model takes into account the order of the characteristic parts of a fuzzy number giving the fuzzy number an additional feature - direction. By the consideration of the order in calculations we get the opportunity to reduce the imprecision of the following operations. The KFN computational model have a number of properties which were presented in the publications [4], [6], [7].

This model was previously called ‘Ordered Fuzzy Numbers’. However, to honor the late Professor Witold Kosinski, his work, the contribution and commitment to the development, analysis and popularization of this model since the 2015 [8] the name “Kosinski’s Fuzzy Numbers” (KFN for short) is used instead.

New property - a direction - apart good properties in calculations also introduces new interpretative potential. We have additional information in processing imprecise data associated with the direction. The papers [9], [10] presents a practical use of KFNs in the modeling of financial data, and [11] applies them to the modeling of diversity of opinions in the social networks. Furthermore, in [12] is presented proposition of the application of KFNs for the ant colony optimization algorithm.

A direction is property which can contain an additional portion of information in the same object which also represents an imprecise fuzzy value. However, the interpretation of this new feature, should be consistent and intuitive with methods of the calculations/processing and also with the final results of them. Such coherent proposal how to understand a direction of KFN was presented in [13], [14]. This proposition connect this new feature with a representation of trend in a process. Despite the fact that in the literature can be found various proposals of applications of the model KFN, it lacks exact discuss and full consistent example how and where to get the direction and how it translates into results of operations. Thus the purpose of this publication is to provide such complete analysis of the quite simple and easy to understand process where actions are described by KFNs.

It will be presented on the example of process of changes in the level of liquid in the reservoir. Example presents a problem, in which we want to describe / determine the state of the liquid in the container, under conditions of high variability due to rapidly changing an inflow and an outflow. This publication demonstrates the effectiveness of KFNs in the modeling such problems. The example will show that by modeling the process with the KFNs, we can get more than imprecise description of situation, we can get also the informations about the trends of changes.

A. The Organization of the Paper

In next section the Kosinski’s Fuzzy Number model is shortly introduced with the genesis of the idea. In subsections are also presented the definitions of arithmetic operations on KFNs and practical interpretation of the specific feature of the model - the direction. The following - third section contains the description of the process, which is modeled in this paper. First subsection presents assumptions of the model, next the
description of subsequent actions with use of KFN model. Third subsection presents the analysis of the appropriateness of using KFNs for modeling of actions of dynamic process. Next - fourth section provides some discussion about different ways for concerning of the direction in the model of process. Final section provides extended summary and conclusions for this paper.

II. Kosinski’s Fuzzy Number (KFN)

Main concepts of the idea of Kosinski’s Fuzzy Numbers were introduced and developed in the series of papers [15], [4], [5], [6], [13], [16], [14]. As it is an unusual model of imprecise information, before introducing a formal definition, it will be useful to clarify a background of concept.

At the beginning, very important fact must be emphasized. The KFNs are not the fuzzy sets. They are connected conceptually with the idea of fuzzy sets and they can be used in similar way, but, in formal, they are not Zadeh’s fuzzy sets. Thus comparing the operations on KFNs with adequate operations based on Zadeh’s extension principle [17] can be realized only in the context of the results of calculations, but not by the definitions.

It is also worth noting the fact, although KFNs by definition are other mathematical objects than fuzzy sets, they can represent the majority of situations, which can be described by the convex fuzzy numbers including calculations on them.

A. Genesis of the KFNs

Idea of KFNs have a source in the quasi-concavity of membership functions of fuzzy numbers [18]. It is not a new observation that the each convex membership function of fuzzy number can be split into two parts: first is non-decreasing and second is non-increasing (see fig.1). It is a base of widely known classical fuzzy numbers model called the (L, R) fuzzy numbers [19]. The KFNs idea also generally is based on such point of view. However, the new model treat separately non-decreasing and non-increasing parts of fuzzy number. Additionally, it defines an order between these parts as independent from the domain values. Such conditions leads to the new possibilities in calculations and also in processing of imprecise data.

B. Definition of the KFN

Following the papers [15], [4], [5], [6], [13], [20], [8], [21] fuzzy number will be identified with the pair of functions defined on the interval [0, 1].

Definition 1: The Kosinski’s Fuzzy Number (KFN in short) $A$ is an ordered pair of two continuous functions $A = (f_A, g_A)$ (1) called the up-part and the down-part, respectively. Both are defined on the closed interval [0, 1] with values in $\mathbb{R}$.

If the functions $f$ and $g$ are monotonic (Fig.2a), they are also invertible and possess the corresponding inverse functions defined on the real axis with the values in interval [0, 1]. If these two inversed functions are not connected, we linking them with constant function with the value 1. In such way we receive an object which directly represents the classical fuzzy number. For the finalization of transformation, we need to mark an order of $f$ and $g$ with an arrow on the graph (see Fig.2b). Notice that pairs $(f, g)$ and $(g, f)$ are the two different Kosinski’s Fuzzy Numbers, unless $f = g$. They differ by their orientation or direction. We can distinguish two orientations giving them names. If the down-part $g$ is greater than the up-part $f$ we will call that “positive” orientation and opposite to it - “negative”.

For the later use it will be more convenient to adopt the following general indications of the KFN boundaries:

\[
\begin{align*}
UP &= (s, 1^-) \\
CONST &= [1^-, 1^+] \\
DOWN &= (1^+, e)
\end{align*}
\] (2)

These boundaries allow for simply representation of the KFNs where $f$ and $g$ (up-part and down-part) are linear functions. In such situation we can precisely represent a given KFN by four $(s, 1^-, 1^+, e)$. In fact in this paper in the example presented in
later sections the $\text{CONST}$ interval will be minimized to the one point $k = 1^- = 1^+$, thus the KFNs will be represented by triples $(s, k, e)$ (see fig. 3).

It should be emphasized that, these intervals can be improper intervals (see the KFNs B and C on the fig.3) in the sense of Kaucher’s extended interval arithmetic [22] and called by him ‘directed intervals’, i.e. such $[a, b]$ where $a$ may be greater than $b$.

For monotonous $f$ and $g$ we may point the membership function within the meaning of classical fuzzy numbers:

$$\mu(x) = \begin{cases} f^{-1}(x), & \text{if } x \in [f(0), f(1)] = [s, 1^-]. \\ g^{-1}(x), & \text{if } x \in [g(1), g(0)] = [1^+, e], \\ 1 & \text{when } x \in [1^-, 1^+]. \end{cases} \tag{3}$$

It is worth to point out that a class of Kosinski’s Fuzzy Numbers represents the very wide class of convex fuzzy numbers with continuous membership functions (regarding “classical fuzzy numbers” [18], [23], [3], [24]).

C. Arithmetic Operations

Operations on KFNs we define as calculations with the upper parts and down-parts as follows:

**Definition 2**: Let $A = (f_A, g_A), B = (f_B, g_B)$ and $C = (f_C, g_C)$ are mathematical objects called Kosinski’s Fuzzy Numbers. The sum $C = A + B$, subtraction $C = A - B$, product $C = A \cdot B$, and division $C = A \div B$ are defined by the formulas

$$f_C(y) = f_A(y) \cdot f_B(y) \quad \wedge \quad g_C(y) = g_A(y) \cdot g_B(y) \tag{4}$$

"$\cdot$" replaces "$+$", "$-$", "$\cdot$", and "/". The $A/B$ is determined only if $B$ does not contain zero. The $y \in [0, 1]$ is the domain of functions $f$ and $g$.

The properties of these operations and their results have already been discussed and analyzed in various publications (for example see [25], [6], [7]). Additionally the paper [7] presents also a different examples of calculations. Nevertheless a brief description of the properties KFN calculations is needed for a better understanding of analysis included in the next sections of this paper. For example it is important property, that the subtraction is equal to the addition of the opposite number, where the opposite number is obtained by multiplying the given value by the $-1$ (real number - singleton). By using the above-mentioned method in calculation of $A - A$ we obtain exact zero (crisp number). Using the arithmetical operations on KFNs every simple equation type $A + X = B$, where $A$ and $B$ are fuzzy numbers with any membership functions, can be solved. We calculate result exactly the same way as with real numbers. Such possibilities are a consequence of adopting operations for KFNs directly from real numbers. After a closer investigation of the definitions 1 and 2 it can be noted that the operations on parts of the KFNs are executed through operations on functions representing these parts. Finally, the operations on the functions are, in fact, operations on their values. Thus, if space of values of function are the real numbers (as with all KFNs), then practically, calculations are executed as operations on the real numbers universe. Summarizing, the KFN model grants flexibility of calculating on imprecise data in a similar way like with real numbers on crisp data. It retains fuzzy quantitative character, but without necessity of growing an imprecision.

However, using the KFNs we should remember that their basics are different than the Zadeh’s fuzzy sets and some objects like $C$ on the fig.3 can appear (see also [14], [7]). Such elements are consistent with the definition of KFN (see def.1), although, their shape can not be defined as a membership function. Such objects are called improper KFNs. This aspect of model was commented in [4], [5], [7]. Despite the unusual shape (as for fuzzy numbers), such KFNs still contain important information needed for the calculations. In the example presented in next sections of this paper such object also will be part of analysis as an important portion of data about the modeled process.

D. Imprecision interpretation and direction of the KFN

The direction is a key element of the KFN model. Basically it is defined as an order of the parts of fuzzy number and is independent from the real numbers universe. Proposition of practical interpretation for this new property was presented in [13], [14]. KFNs are considered in these papers as the values representing an observation, which passes in time, regardless of the order of numerical values. So, the time dependence can be a natural interpretation of the direction. Such context is also used in this publication. Following [13], [14]imprecision here is interpreted as a consequence of dynamic changes. So the up-part represents, relatively short, past behavior of the value represented by given KFN, and the down-part indicate expected change of the value in the next step of process. However, it should be clarified that this is not the only possible interpretation of the direction, but this publication focuses just on such variant.

III. MODELING PROCESS USING THE KFNs

At start it should be noted, that there is a paper [26] that presents an example of calculations which context is connected with the water lever for the cofferdam. But that publication focuses on comparison of arithmetics of LR fuzzy numbers and KFNs based on solving simple equation. The issue of the direction’s source is there minimized.

Possibilities of modeling an imprecision in the processes with use of the KFNs will be presented here on the simple intuitive example of reservoir with one outflow and one inflow.

---

Fig. 3. Examples of KFNs represented by triples.
KFNs are used here to describe a behavior of the inflow and the outflow, and also, to indicate the amount of liquid in the reservoir during each step of the process. Following [13], [14], here, the source of imprecision will be also connected strictly with a dynamic changes of parameters. Thus, when no changes are applied the situation will be considered as crisp and precise.

It is worth noting that the problem that we want to solve with this example is to find a simple method to determine the current state of the liquid in the tank in a high variability situation. The input data, in addition to the initial state, are the changes in inflow and outflow. Generally, the problem can be formulated as monitoring the status of the tank only on the basis of the monitoring of sources (an outflow is interpreted as a negative value).

A. Assumptions

General idea of the model is presented on the fig. 4. Before the analysis, some assumptions should be clarified. The time of analyzed example is discrete and divided onto intervals with a similar duration. The units are not specified, as it is not relevant whether they will be seconds, minutes or hours. The actions during the process will be described as changes of values (of inflow and outflow) which lasts by one time interval denoted by $\Delta t$. Similarly, the determination of the state of actual liquid level in the reservoir will be denoted by $V_i$ without specifying units. As the natural consequence of these assumptions the performance of inflow $In_i$ and outflow $Out_i$ will be described as cumulative change $\Delta V_i$ during $\Delta t$ with units adequate to the description of capacity of analyzed reservoir and time-steps. The index $i$ will indicate the subsequent time-steps in the analysis.

B. The sequence of actions in the process

The exemplary of process starts with static situation. Inflow and outflow is zero. At the beginning, volume of liquid in the reservoir is described by the KFN singleton $V_0 = (20, 20, 20)$. The whole process will be divided onto time-steps numerated from 1 to 11. Each step is described by the changes in inflow and outflow which are usually consequent continuations of previous states. For each step, the actual volume of liquid will be calculated by the formula:

$$V_i = V_{i-1} + In_i + Out_i$$

(5)

where $i$ - indicates the number of subsequent - actually analyzed - time interval. In general, the inflow values are positive numbers as they represent incoming liquid to the reservoir. So, for the outflow the values are negative.

Steps in the process are as follows:

1) The inflow starts slowly from 0 to 1. It is described by the KFN $In_1 = (0, 0, 1)$. The outflow is no changing so the value is $Out_1 = (0, 0, 0)$. The state of liquid in the reservoir is calculated $V_1 = V_{i-1} + In_i + Out_i = (20, 20, 21)$. As we can see the fuzziness is growing due to the changes in inflow. The result represents not only the actual state but also an information about a trend in the process (which is presently growing due to positive orientation of $V_1$).

2) The inflow is growing with the same speed $In_2 = (0, 1, 2)$. It means is increasing from 1 to 2 unit of volume in $\Delta t$. The outflow still is closed: $Out_2 = (0, 0, 0)$. The level of liquid: $V_2 = V_{i-1} + In_i + Out_i = (20, 21, 23)$. We can see that we again have reasonable imprecise information about actual volume of liquid. Summarizing, it started with 20 then in first time interval the inflow was about 0 however not precisely. During next time interval, the inflow is growing and is about 1. So after these two time intervals we have in result the content of reservoir about 21. The orientation is positive so this is increasing trend and as we can see, generally, it is the right conclusion for this moment.

3) The inflow is growing with the same speed $In_3 = (1, 2, 3)$. Now the outflow is activated and it is rapid: $Out_3 = (0, 0, -3)$. At this point it is worth to calculate the cumulative change: $\Delta V_3 = In_3 + Out_3 = (1, 2, 0)$. The level of liquid: $V_3 = (21, 23, 23)$. In this step we see, that the starting rapid outflow eliminates the effect of inflow. The KFN $V_3$ tells us that the growing trend in filling reservoir is stopping. More interesting however, is the cumulative change $\Delta V_3$, which is in fact the improper KFN as it was earlier introduced. As we can see such object represents important information - sudden change of a trend.

4) The inflow is growing with the same speed: $In_4 = (2, 3, 4)$. The outflow is growing with the same high speed: $Out_4 = (0, -3, -6)$. The cumulative change: $\Delta V_4 = In_4 + Out_4 = (2, 0, -2)$. The level of liquid: $V_4 = (23, 23, 21)$. In this step we have a situation when the actual volume of content of reservoir changes orientation. Inflow and outflow are more or less balancing, however trend starts decreasing.

5) The inflow stops increasing at the level 4: $In_5 = (3, 4, 4)$. The outflow still is growing, however, much
more slowly than before: \(\text{Out}_5 = (-3, -6, -7)\). The cumulative change: \(\Delta V_5 = (0, -2, -3)\). The level of liquid: \(V_5 = (23, 21, 18)\). Clearly as the \(V_5\) posses negative orientation the liquid volume is about 21 in the decreasing trend.

6) The inflow is constant and equal 4: \(\text{In}_6 = (4, 4, 4)\). The outflow stops growing at the value \(-7\): \(\text{Out}_6 = (-6, -7, -7)\). The cumulative change: \(\Delta V_6 = (-2, -3, -3)\). The actual level of liquid: \(V_6 = (21, 18, 15)\). At this moment we have a situation where the outflow and the inflow stabilizing. So, fuzziness of cumulative change is not high, however, the imprecision of actual volume of liquid is clearly greater. Although the cumulative changes are not too large, the situation in the reservoir is quite dynamic. In comparison with the initial value of 20, currently we have an income of liquid on the level 4 and outcome - about 6. This is generally quite big change, even if cumulatively it is not so significant.

7) The inflow starts decreasing with high dynamic: \(\text{In}_7 = (4, 4, 2)\). The outflow is stabilized at \(-7\): \(\text{Out}_7 = (-7, -7, -7)\). The cumulative change: \(\Delta V_7 = (-3, -3, -5)\). The level of liquid \(V_7 = (18, 15, 10)\). Now we have clear decreasing trend and this decreasing is growing.

8) The inflow decreasing with the same speed: \(\text{In}_8 = (4, 2, 0)\). The outflow starts rapidly decreasing: \(\text{Out}_8 = (-7, -7, -4)\). The cumulative change: \(\Delta V_8 = (-3, -5, -4)\). The level of liquid: \(V_8 = (15, 10, 6)\). Once again we have to deal with the improper KFN as cumulative change.

9) The inflow is closing: \(\text{In}_9 = (2, 0, 0)\). The outflow is decreasing with the same very high speed: \(\text{Out}_9 = (-7, -4, -1)\). The cumulative change: \(\Delta V_9 = (-5, -4, -1)\). The level of liquid: \(V_9 = (10, 6, 5)\).

10) The inflow is cut off: \(\text{In}_{10} = (0, 0, 0)\). The outflow is closing: \(\text{Out}_{10} = (-4, -1, 0)\). The level of liquid: \(V_{10} = (6, 5, 5)\). This KFN shows that situation in reservoir is stabilizing. The whole process stops, so a fuzziness/imprecision is low.

11) Finally, the inflow is cut off and also the outflow definitely ends: \(\text{Out}_{11} = (-1, 0, 0)\). The final level of liquid: \(V_{11} = (5, 5, 5)\). There is no change in the reservoir. Therefore, according to previous assumptions (a source of imprecision are changes), the result is not fuzzy.
C. The KFNs in the example

For a better understanding and analysis of the example the full graphical representation of KFNs which describes clue values for first five steps of the process are presented on fig.5. Summing up, we can identify the following general activities during the process:

- First, the inflow is slowly turning on and it is increasing steadily giving more and more income of the liquid during next few time intervals. After that it stabilizes for a moment.
- During slow increasing of inflow, the rapid outflow starts, which quickly slow down and stabilizes in short time.
- Then, the inflow is slowly closing and then, almost simultaneously, also the outflow is closing.

The KFN model can be represented, quite intuitively, by Japanese Candlestick Chart commonly used for financial data [10]. We can use it to present a set of KFNs which have a common context. This kind of chart is especially compatible with the KFNs because it can represent not only values, but also intervals and more important - a direction. It is not full precise description but gives general outlook about main character of such set. Figure 6 represents the chart for volume of liquid \( V_i \) in the reservoir during each time interval. The actual level of content during \( t-th \) time interval is represented by the rectangles. Height of the rectangle represents the range of imprecision. Additionally, white color represents the increasing trend and black - the decreasing. So, we can read from the chart informations about the content of reservoir during subsequent time-steps as follows:

- The trend is positive in the first three time intervals. The fuzziness is not large as the changes are not so dynamic.
- From the fourth time-step the trend changes and becomes negative. Additionally the fuzziness is growing. If we refer back to the detailed description of the example, in third step the outflow starts rapidly and lasts for a while. So, its consequence is the change of trend in fourth step and growing imprecision during next few periods.
- From the ninth time interval, imprecision is decreasing, however trend of the liquid’s volume is still negative. If we again refer back to the detailed description of the process, we notice that from ninth period the dynamics of inflow and outflow is decreasing so the imprecision is smaller.

IV. DETERMINING DIRECTION OF THE KFNs

The source of a direction of KFNs used in the example is basing on the fundamentals of conception 'a change', which has generally two possible trends. It is either increasing or decreasing - thus positive or negative orientation for the KFNs. It is simple and intuitive.

In the linguistic description of actions in the example from previous section, we consider the inversion of ideas: the inflow and the outflow. Therefore, if the inflow means adding liquid to the reservoir, then enlarging an outflow means that, the KFN becoming more and more negative. The KFN model grants flexibility of calculations, so we could describe outflow with absolute values. However, in such situation the opposition of outflow against inflow should be referred in the calculating of actual volume of content. Instead the formula 5 we should use:

\[
V_i = V_{i-1} + In_i - Out_i. \tag{6}
\]

Finally, the results would not change, due to the fact that subtracting the KFNs is, in real, adding the opposite number. We get the opposite number like in the real numbers (but unlike with classical fuzzy numbers) by multiplying the original number by \(-1\).

V. SUMMARY AND CONCLUSIONS

The example in the previous section presents application of KFNs for the modeling of changes in the process of filling and outpouring content in the reservoir. Although this example is simply, it presents not only the changes of actual volume of liquid. In fact, the fuzziness of inflow and outflow refers to the 'change of changes'. As the \( In_i \) and \( Out_i \) represents \( \Delta V_i / \Delta t \), so fuzziness of them is a change \( \Delta(\Delta V_i) \) during \( \Delta t \). It may be easier to understand if we compare this with the process of object’s movement. If \( x \) is a position, then \( \Delta x \) is a velocity. And furthermore, change of speed is an acceleration. It generally shows a good potential of the KFNs as a good tool for modeling more complex dynamic action than just simple changes.

Presented process is analyzed step by step. It shows also particular usefulness of KFN model for a linguistic describing of changes. Although in the example we have one inflow and outflow, it is not difficult to expand conception to the multi-inflow/outflow situations. The formula 5 becomes as follows:

\[
V_i = V_{i-1} + \Sigma In_i^j + \Sigma Out_i^k \tag{7}
\]

where: \( j \) - subsequent number of the inflow, \( k \) - subsequent number of the outflow.

However, because the indication of source of changes, if it is either inflow or inflow, bases on the numerical values, we can simplify the notation. Instead \( In^j \) and \( Out^k \) we can use just \( Src \):

\[
V_i = V_{i-1} + \Sigma Src_i^m \tag{8}
\]
where: \( m \in (j + k) \) - subsequent number of the source of change of any kind.

If we analyze concrete values of actual level of liquid \( V_i \) in each time-step (let’s look more closely at the fig.5) we can notice that KFNs accumulates the fuzziness of changes. However, if changes are opposite - they are canceling. This is right and consistent with the intuition. If the liquid is inflowing and simultaneously the same amount of content is outflowing, there is no change at all.

Furthermore we can see also on fig. 5, that KFNs representing actual volume of content can be referred to the classical fuzzy numbers. Such objects can be defuzzified or we can ignore a direction and use them, for example, as input values for the next stage of processing, even with use of classical fuzzy system. But these KFNs contains more information than only imprecision. We can read from them, the actual trend of the process. The papers \[16\], \[27\], \[8\], \[21\] describes the research of the methods of processing of KFNs where a direction is considered - Direction Sensitive Fuzzy Information Processing. So, instead ignoring orientation we can use full information and process it in a more effective way.

By application of KFNs we can distinguish a situation "about 5 in increasing trend" and "about 5 in decreasing trend". It is not hard to find many real life circumstances where these informations should generate significantly different reactions. An example can be the getting dressed for a trip. If we have "15 degrees of Celsius and temperature is decreasing" we should get more warm cloth than in opposite trend. More to that, there is also significance either a dynamic of changes is large or small.

The example presented in this paper can be easy transferred into other areas than the controlling content of reservoir. Balancing of the incomes and outcomes is very popular pattern. If it is inflow of liquid or income of money, or increasing number of some web-portal users, it can be described by the KFNs. So, if we need a tool for processing an imprecise data and we want to model a trend, the KFNs can be used.

ON closing, it should be stressed that, this publication presents the effectiveness of the use of KFNs in the situations where we focus on the dynamic changes as the source of the inaccuracy. However, there is many cases where a vagueness is more complex. In such situations a good idea is to design the hybrid methods which will consider all significant sources of an imprecision.
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Abstract—In the paper issues related to the use of dispersed knowledge in medicine are discussed. The main aim of the article is to investigate the efficiency of inference of seven selected fusion methods in a dispersed decision-making system. The dispersed system was proposed by the author in previous papers. The examined fusion methods - the maximum rule, the minimum rule, the median rule, the sum rule, the probabilistic product method, the method that is based on the theory of evidence and the method that is based on decision templates - are well known from the literature. In the paper two medical data sets from the UCI repository were used. Based on the obtained results it was concluded that for one data set the maximum rule generates the best results, and for other data set better methods are the sum rule and the median rule.

I. INTRODUCTION

In the paper issues related to the use of dispersed knowledge are considered. The use of dispersed knowledge is particularly important in medicine because many medical centers independently collect information on patients or studied cases. That means that we have access to dispersed knowledge. If this knowledge is from one field, for example, one disease entity, it is possible to use all of the collected information at the same time which should improve the efficiency of inference.

The use of dispersed knowledge was investigated by the author in the earlier papers [9], [10], [12], [13], [14]. In the paper [10] a dispersed decision-making system with dynamic structure was proposed. This system is used in this article. The use of dispersed knowledge in medicine was also considered by the author [8], [11]. The novelty that is proposed in this article is to apply the seven fusion methods in a dispersed system.

The main assumptions of the system are very briefly described below. A detailed discussion is omitted because it is not the goal of this article. A detailed description of the system can be found in the paper [10].

It was assumed that in the system the knowledge is available in a dispersed form. The dispersed form means that we have several decision tables. The set of local knowledge bases that contain data from one domain is pre-specified. One condition must be satisfied by the local knowledge bases. They must have common decision attributes. We assume that each local decision table $D_{ag} = \langle U_{ag}, \Lambda_{ag}, \alpha_{ag} \rangle$ is managed by one agent, which is called a resource agent $ag$. We want to designate homogeneous groups of resource agents. The agents who agree on the classification for a test object into the decision classes will be combined in the group that is called a cluster. It is realized in a two step process with the negotiation stage. For more details, please refer to the paper [10]. For each cluster that contains at least two resource agents, a superordinate agent is defined, which is called a synthesis agent $as_j$, where $j$ is the number of cluster. The synthesis agent $as_j$ has access to knowledge that is the result of the process of inference carried out by the resource agents that belong to its subordinate group. A formal definition of a dispersed decision-making system is as follows.

Definition 2.1: By a dispersed decision-making system with dynamically generated clusters we mean $WSD^dyn_{as} = \langle Ag, \{D_{ag} : ag \in Ag\}, \{As_x : x\rangle$ is a classified dispersed system. The obtained results were compared and conclusions were drawn.

The paper is organized as follows. The second section briefly describes the dispersed decision-making system. The third section describes the fusion method that are used. The fourth section shows a description and the results of experiments. The article concludes with a short summary in the fifth section.

II. A DISPERSED DECISION-MAKING SYSTEM - BRIEF OVERVIEW

In the article [10] a dispersed decision-making system was proposed by the author. This system is also used in the paper. The main assumptions of the system are very briefly described below.

It was assumed that in the system the knowledge is available in a dispersed form. The dispersed form means that we have several decision tables. The set of local knowledge bases that contain data from one domain is pre-specified. One condition must be satisfied by the local knowledge bases. They must have common decision attributes. We assume that each local decision table $D_{ag} = \langle U_{ag}, \Lambda_{ag}, \alpha_{ag} \rangle$ is managed by one agent, which is called a resource agent $ag$. We want to designate homogeneous groups of resource agents. The agents who agree on the classification for a test object into the decision classes will be combined in the group that is called a cluster. It is realized in a two step process with the negotiation stage. For more details, please refer to the paper [10]. For each cluster that contains at least two resource agents, a superordinate agent is defined, which is called a synthesis agent $as_j$, where $j$ is the number of cluster. The synthesis agent $as_j$ has access to knowledge that is the result of the process of inference carried out by the resource agents that belong to its subordinate group. A formal definition of a dispersed decision-making system is as follows.

Definition 2.1: By a dispersed decision-making system with dynamically generated clusters we mean $WSD^dyn_{as} = \langle Ag, \{D_{ag} : ag \in Ag\}, \{As_x : x\rangle$ is a classified dispersed system. The obtained results were compared and conclusions were drawn.
object, \( \{ \delta_x : x \text{ is a classified object} \} \) where \( Ag \) is a finite set of resource agents; \( \{ D_{ag} : ag \in Ag \} \) is a set of decision tables of resource agents; \( As_x \) is a finite set of synthesis agents defined for clusters dynamically generated for the test object \( x \), \( \delta_x : As_x \rightarrow 2^Ag \) is an injective function that each synthesis agent assigns a cluster generated due to classification of the object \( x \).

On the basis of the knowledge of agents from one cluster, local decisions are taken. An important problem that occurs is to eliminate inconsistencies in the knowledge stored in different knowledge bases. In previous papers the approximated method of the aggregation of decision tables have been used to eliminate inconsistencies in the knowledge [9], [10]. In this paper, we also use this method. In the method for every cluster, a kind of combined information is determined. This combined information is in the form of aggregated decision table. Object of this table are constructed by combining relevant object from decision tables of the resource agents that belong to one cluster. Based on the aggregated decision tables global decisions are taken using the fusion method.

III. FUSION METHODS

In this study, seven fusion methods are used that belong to the measurement level group [1], [6]. In this group of methods each base classifier generates a vector that represents the probability of an observation belonging to different decision classes. Thus, for each synthesis agent, such a vector of probabilities is generated. This is realized in the following manner. A \( c \)-dimensional vector of values \([\mu_{j,1}(x), \ldots, \mu_{j,c}(x)]\) is generated for each \( j \)-th cluster, where \( c \) is the number of all of the decision classes. The value \( \mu_{j,i}(x) \) determines the level of certainty with which the decision \( v_i \) is taken by agents belonging to the cluster \( j \) for a given test object \( x \). This vector will be defined on the basis of relevant objects. From each aggregated decision table and from each decision class, the smallest set containing at least \( m_2 \) objects for which the values of conditional attributes bear the greatest similarity to the test object is chosen. The value of the parameter \( m_2 \) is selected experimentally. The value \( \mu_{j,i}(x) \) is equal to the average value of the similarity of the test object to the relevant objects form \( j \)-th aggregated decision table, belonging to the decision class \( v_i \). In this way, for each cluster the vector of probabilities is generated.

In the paper [5], it was proposed that the classifier outputs can be organized in a decision profile (DP) as the matrix. The decision profile is a matrix with dimensions \( \text{card}(As_x) \times c \), where \( As_x \) is a finite set of synthesis agents defined for the test object \( x \) and \( c \) is the number of all of the decision classes. The decision profile is defined as follows

\[
DP(x) = \begin{bmatrix}
\mu_{1,1}(x) & \cdots & \mu_{1,c}(x) \\
\cdots & \cdots & \cdots \\
\mu_{\text{card}(As_x),1}(x) & \cdots & \mu_{\text{card}(As_x),c}(x)
\end{bmatrix}
\]

The \( j \)-th row of the matrix saves the output of \( j \)-th synthesis agents and the \( i \)-th column of the matrix saves support from agents \( As_x \) for decision class \( i \).

The maximum and the minimum rule

The maximum rule and the minimum rule consist in the designation of the maximum or the minimum value of the probability values assigned to this class by each cluster for each decision class. The set of decisions taken by the dispersed system is the set of classes that have the maximum of these values. Thus, the sets of global decisions that are generated using these methods are defined as follows: the maximum rule

\[
\hat{d}_{WSD_{Ag}}(x) = \arg \max_{i \in \{1,\ldots,c\}} \left\{ \max_{j \in \{1,\ldots,\text{card}(As_x)\}} \mu_{j,i}(x) \right\},
\]

the minimum rule

\[
\hat{d}_{WSD_{Ag}}(x) = \arg \max_{i \in \{1,\ldots,c\}} \left\{ \min_{j \in \{1,\ldots,\text{card}(As_x)\}} \mu_{j,i}(x) \right\}.
\]

The median rule

In the median rule the median value of the probability values is determined for each decision class. The set of decisions taken by the dispersed system is the set of classes that have the maximum of these medians

\[
\hat{d}_{WSD_{Ag}}(x) = \arg \max_{i \in \{1,\ldots,c\}} \left\{ \text{med}_{j \in \{1,\ldots,\text{card}(As_x)\}} \mu_{j,i}(x) \right\}.
\]

The sum rule

The sum rule consists in the designation of the sum of the probability values assigned to this class by each cluster for each decision class. The set of decisions taken by the dispersed system is the set of classes that have the maximum of these sums. Thus, the set of global decisions that are generated using the sum rule is defined as follows

\[
\hat{d}_{WSD_{Ag}}(x) = \arg \max_{i \in \{1,\ldots,c\}} \left\{ \sum_{j=1}^{\text{card}(As_x)} \mu_{j,i}(x) \right\}.
\]

The probabilistic product method

The probabilistic product method was proposed in the paper [16]. For each decision \( v_i \), the value is determined

\[
\frac{1}{P(v_i)^{L/k}} \prod_{j=1}^{L} \mu_{j,i}(x),
\]

where the probabilities \( P(v_i) \) are estimates based on the training sets of the synthesis agents. \( P(v_i) = \frac{N_i}{N} \), where \( N = \sum_{as \in As_s} \text{card}(U_{as}) \) is the sum of the number of objects of the aggregated decision tables and \( N_i = \sum_{as \in As_s} \text{card}(X^*_{as}) \) is the sum of the number of objects from the decision class \( v_i \) of the aggregated decision tables. The set of decisions taken by the dispersed system is the set of classes that have the highest value as calculated by Formula 1.

Method that is based on decision templates

The method that is based on decision templates was proposed in the paper [5]. The decision templates of each class are defined in this method. The decision template for class \( v_i \) is the average of the decision profiles of the objects of the training set labelled in class \( v_i \). In the dispersed decision-making system the decision templates of the synthesis agents are constructed based on the decision templates of the resource agents that belong to its subordinate cluster. Therefore, the
decision profiles of the resource agents for the training objects were calculated

\[
DP^{Ag}(x) = \begin{bmatrix}
\bar{\mu}_{1,1}(x) & \cdots & \bar{\mu}_{1,c}(x) \\
\bar{\mu}_{j,1}(x) & \cdots & \bar{\mu}_{j,c}(x) \\
\bar{\mu}_{\text{card}(Ag),1}(x) & \cdots & \bar{\mu}_{\text{card}(Ag),c}(x)
\end{bmatrix}
\]

the values \( \bar{\mu} \) are defined as follows:

\[
\bar{\mu}_{j,i}(x) = \frac{\sum_{y \in \mathcal{U}_{ag}} x^{a_{g,j}} \cdot s(x,y)}{\text{card}(\mathcal{U}_{ag} \cap X_{ag,j})},
\]

where \( \mathcal{U}_{ag} \) is the subset of relevant objects selected from the decision table \( D_{ag} \) of a resource agent \( a_{g,j} \) and \( X_{ag,j} = \{ x \in \mathcal{U}_{ag} : d_{ag}(x) = v_i \} \) is the class decision of the class decision table of resource agent \( a_{g,j} \); \( s(x,y) \) is the measure of similarity between objects \( x \) and \( y \). Note that in order to construct the decision profiles of the resource agents for training objects, the same sets of objects must be included in the decision tables of the resource agents. Thus, the assumptions of a dispersed system must be narrowed slightly when we use this method, and therefore the system will no longer be so general. Based on the decision profiles of the resource agents, the decision templates of the resource agents are determined

\[
DT^{Ag}_v = \frac{1}{\text{card}(Z_v)} \sum_{x \in Z_v} DP^{Ag}(x),
\]

where \( Z_v \) is the set of objects from the training set that belong to the class \( v_i \). The training process consists in determining the decision templates of the synthesis agents for each class \( DT^{As}_{v_i}, i \in \{1, \ldots, c\} \). The decision templates of the synthesis agents are determined based on the decision templates of the resource agents in the following way. The \( j \)-th row of the decision template should save the output of the \( j \)-th synthesis agent. The \( j \)-th row of the decision template is calculated as the average of the rows of the decision templates of the resource agents that correspond to the resource agents that belong to the cluster that is subordinate to the \( j \)-th synthesis agent

\[
DT^{As}_{v_i} = \begin{bmatrix}
\frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,1)}{\text{card}(\mathcal{K}_v)} & \cdots & \frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,c)}{\text{card}(\mathcal{K}_v)} \\
\frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,1)}{\text{card}(\mathcal{K}_v)} & \cdots & \frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,c)}{\text{card}(\mathcal{K}_v)} \\
\frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,1)}{\text{card}(\mathcal{K}_v)} & \cdots & \frac{\sum_{a_{g,j} \in \mathcal{K}_v} DT^{Ag}_{v_i}(p,c)}{\text{card}(\mathcal{K}_v)}
\end{bmatrix}
\]

where \( \mathcal{K}_v = \{a_{s_1}, \ldots, a_{s_k}\} \) and \( DT^{Ag}_{v_i}(p,l) \) is an element at the \( p \)-th row and the \( l \)-th column of the matrix \( DT^{Ag}_{v_i} \).

The next step is to calculate the similarity measure between the decision profile of the test object and the decision templates \( DT^{As}_{v_i} \) of each class \( i \in \{1, \ldots, c\} \). Four different similarity measures were used in this study:

1) The similarity measure that uses the normalised Euclidean distance

\[
s(DP(x), DT^{As}_{v_i}) = 1 - \frac{1}{\text{card}(As_v) \cdot c} \cdot \sum_{m=1}^{\text{card}(As_v)} \sum_{l=1}^{c} (DP_{m,l}(x) - DT^{As}_{v_i}(m,l))^2,
\]

where \( DP_{m,l}(x) \) and \( DT^{As}_{v_i}(m,l) \) is an element at the \( m \)-th row and the \( l \)-th column of the matrix \( DP(x) \) or \( DT^{As}_{v_i} \), respectively.

2) The similarity measure that uses the symmetric difference defined by the Hamming distance

\[
s(DP(x), DT^{As}_{v_i}) = 1 - \frac{1}{\text{card}(As_v) \cdot c} \cdot \sum_{m=1}^{\text{card}(As_v)} \sum_{l=1}^{c} |DP_{m,l}(x) - DT^{As}_{v_i}(m,l)|
\]

3) The Jaccard similarity coefficient

\[
s(DP(x), DT^{As}_{v_i}) = \frac{\sum_{m=1}^{\text{card}(As_v)} \sum_{l=1}^{c} \min\{DP_{m,l}(x), DT^{As}_{v_i}(m,l)\}}{\sum_{m=1}^{\text{card}(As_v)} \sum_{l=1}^{c} \max\{DP_{m,l}(x), DT^{As}_{v_i}(m,l)\}}
\]

4) The similarity measure that uses the symmetric difference

\[
s(DP(x), DT^{As}_{v_i}) = 1 - \frac{1}{\text{card}(As_v) \cdot c} \cdot \sum_{m=1}^{\text{card}(As_v)} \sum_{l=1}^{c} \min\{1 - DP_{m,l}(x), DT^{As}_{v_i}(m,l)\},
\]

All of these measures were also used by the authors of the method based on decision templates in the paper [5]. The set of decisions taken by the dispersed system is defined by selecting the decision that has the maximum value of similarity.

**Method that is based on the theory of evidence**

The method that is based on the theory of evidence was proposed in the paper [15]. In this method as in the decision templates method, the decision templates \( DT^{As}_{v_i}, i \in \{1, \ldots, c\} \) are designated from the data. And like in the previous method, the same sets of objects must be included in the decision tables of the resource agents, which means that the assumptions of the system are a bit narrow. Instead of calculating the similarity between the decision template \( DT^{As}_{v_i} \) and the decision profile \( DP(x) \), the Dempster-Shafer theory is used in this method and the belief is calculated. The following steps are performed in the Dempster-Shafer algorithm:

1) Let \( DT^{As}_{v_i}(m, \cdot) \) denote the \( m \)-th row of the decision template for class \( v_i \) and \( DP_{m_i}(\cdot) \) denote the \( m \)-th row of the decision profile for the object \( x \). The proximity between the prediction of the \( m \)-th synthesis agent \( DP_{m_i}(\cdot) \) and the \( m \)-th row of the decision template for every class \( v_i, i \in \{1, \ldots, c\} \) and for every synthesis agent \( m \in \{1, \ldots, \text{card}(As_v)\} \) is calculated

\[
\phi_{i,m}(x) = \frac{(1 + \|DT^{As}_{v_i}(m, \cdot) - DP_{m_i}(\cdot)\|^2)^{-1}}{\sum_{k=1}^{c}(1 + \|DT^{As}_{v_k}(m, \cdot) - DP_{m_i}(\cdot)\|^2)^{-1}}
\]
where $\|\cdot\|$ is the norm. The Euclidean norm was applied in this study.

2) For every class $v_i, i \in \{1, \ldots, c\}$ and for every synthesis agent $m \in \{1, \ldots, \text{card}\{A_{s_k}\}\}$ the following belief degrees are calculated

$$Bel_i(DP_m, (x)) = \frac{\phi_i, m(x) \prod_{k \neq i} (1 - \phi_k, m(x))}{1 - \phi_i, m(x) \prod_{k \neq i} (1 - \phi_k, m(x))}$$

3) The Dempster-Shafer membership degrees for every class $v_i, i \in \{1, \ldots, c\}$ are calculated

$$\mu_i(x) = K \prod_{m=1}^{\text{card}(A_{s_k})} Bel_i(DP_m, (x))$$

where $K$ is a constant that ensures that $\mu_i(x) \leq 1$.

The set of decisions taken by the dispersed system is defined by selecting the decision that has the maximum value of the Dempster-Shafer membership degrees.

**IV. Experiments and Results**

In this section, experiments with two data sets from the medical field and seven fusion methods are described. The aim of the experiment is to compare the obtained results and, if possible, to choose the best fusion method from the methods that were examined. In the article data from the medical field are examined, as the use of dispersed knowledge is particularly important in this area. We consider a situation in which knowledge in the same field is stored independently in several medical centers (hospitals, laboratories). The use of all of this knowledge at the same time should improve the efficiency of inference.

**A. Data**

For the experiments the following data, which are in the UCI repository (archive.ics.uci.edu/ml/), were used: Lymphography data set, Primary Tumor data set. Both sets of data was obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia (M. Zwitter and M. Soklic provided this data). Lymphography is a medical imaging technique in which a radiocontrast agent is injected, and then an X-ray picture is taken to visualize structures of the lymphatic system. In the Primary Tumor data set, on the basis of values of attributes such as histologic-type, supraclavicular etc. a decision is taken where (of 22 organs) the cancer cells are located. In order to determine the efficiency of inference each data set was divided into two disjoint subsets: a training set and a test set. A numerical summary of the data sets is as follows: Lymphography: # The training set - 104; # The test set - 44; # Conditional - 18; # Decision - 4; Primary Tumor: # The training set - 237; # The test set - 102; # Conditional - 17; # Decision - 22. The next step of data preparation consists in dispersion of datasets. The training set was divided into a set of decision tables. Divisions with a different number of decision tables were considered. For each of the data sets used, the decision-making system with five different versions (with 3, 5, 7, 9 and 11 resource agents) were considered. For these systems, we use the following designations: $WSD_{Ag1}^{\text{dyn}}$ - 3 resource agents; $WSD_{Ag2}^{\text{dyn}}$ - 5 resource agents; $WSD_{Ag3}^{\text{dyn}}$ - 7 resource agents; $WSD_{Ag4}^{\text{dyn}}$ - 9 resource agents; $WSD_{Ag5}^{\text{dyn}}$ - 11 resource agents.

The dispersion of a data set proceeded in a random way but under certain conditions that were defined by the author of the paper. This process was carried out as follows. In the first step the cardinality of set of conditional attributes in each decision table of resource agent was determined, and the number of common conditional attributes of decision tables was defined. These values were defined by the author. Then the conditional attributes were assigned to the decision tables so that the conditions which were defined earlier were met. Each universe of decision tables includes all objects from the data set. However, after the dispersion the identifiers of objects are not stored in the decision tables, so that it is not possible to reconstruct the original data set. The cardinalities of sets of conditional attributes of decision tables in the systems are given in Table I. Table II presents the cardinalities of all nonempty intersection of conditional attributes sets. The data set was dispersed in such a way to obtain a set of decision tables that could be collected independently by different medical centers. The author is aware that the results of experiments obtained for real data would be much more valuable, however, the author does not have access to such a data.

**B. Quality measures and parameters**

Some of the considered fusion methods have the property that the final decision may have ties. In order to analyze these properties the appropriate classification measures were applied, which are adapted to this situation. The measures of determining the quality of the classification are: estimator of classification error $e$ in which an object is considered to be properly classified if the decision class used for the object belonged to the set of global decisions generated by the system; estimator of classification ambiguity error $e_{ONE}$ in which object is considered to be properly classified if only one, correct value of the decision was generated to this object; the average size of the global decisions sets $\overline{n}_{WSD_{Ag}^{\text{dyn}}}$ generated for a test set.

In this article, the measures were applied that are adequate to the situation in which a set of decision instead of one decision is generated for a test object. Note that in the paper the classification problem is being considered but not in a standard version. Therefore, the standard measures, such as error rate, recall, precision and F-measure are not appropriate. However the estimator of classification error and the estimator of classification ambiguity error can be considered as a modification of the standard error rate measure. If $\overline{n}_{WSD_{Ag}^{\text{dyn}}} = 1$ then $e$ and $e_{ONE}$ are equal to the standard error rate. During the experiments, the author tried to use measures such as precision and recall. The values were calculated based on the cases in which an unambiguous decision (only one decision) was generated by the system. Therefore, some test objects were not taken into account in these calculations. This caused that...
in some cases the calculation of precision and recall for a class was impossible because there was no test object from the class.
For this reason, the calculation of micro-averaged and macro-
averaged precision or recall would also be inappropriate. In
the experiments the above-defined three measures were used.

In the description of the results of experiments for clarity
some designations for parameters have been adopted: \(m_1\) -
which determines the number of relevant objects that are
selected from each decision class of the decision table and are
then used in the process of cluster generation; \(p\) - parameter
which occurs in the definition of friendship, conflict
and neutrality relations; \(m\) - parameter of the approximated
method of the aggregation of decision tables; \(m_2\) - parameter
which determines the number of relevant objects that are used to
generate decision of one cluster in the method of conflict
analysis (the maximum rule, the minimum rule, the median
rule, the sum rule, the probabilistic product method, the
method that is based on the theory of evidence and the method
that is based on decision templates).

C. Results

At the beginning of experiments the process of parameters
optimization was carried out. A series of tests for different
parameter values were performed: \(m_1 \in \{1, 4, 7, 10, 13\},
\(m_2, m_3 \in \{1, \ldots, 10\}\) and \(p \in \{0.05, 0.1, 0.15, 0.2\}\). From
all of the obtained results, one was selected that guaranteed a
minimum value of estimator of classification error (\(e\)), while
maintaining the smallest possible value of the average size of
the global decisions sets (\(T_{WSD_{ag}}\)). In tables presented below
the best results, obtained for optimal values of the parameters,
are given. In the tables the following information is given:
the name of dispersed decision-making system (System); the
selected, optimal parameter values (\(m_1, m_2, m_3, m, m_2\)); the three
measures discussed earlier \(e, e_{ONE}, \bar{T}_{WSD_{ag}}\); the time
needed to analyse a test set expressed in minutes. In the tables
below the best results in terms of the measures \(e\) and \(\bar{T}_{WSD_{ag}}\)
are bolded.

The results of the experiments with the Lymphography data
set can be concluded that all of the examined methods generate almost unambiguous results - the
average size of the global decision sets is very close to or
equal to 1. On the basis of detailed analysis of vectors of
probabilities generated by the individual classifiers, it was
concluded that the reason of this situation is that for the
Lymphography data there is very few dummy agents. That
is undecided agents who assign the same probability value
to many different decision values. For some test objects there
are dummy agents, therefore the maximum rule, the minimum rule and the median rule generate more ambiguous decisions. However, there is always a group of agents who assign different probabilities for decisions. Therefore, the sum rule generates unambiguous results. As can be seen, the analyzed methods can be divided into two groups due to the efficiency of inference. Better results are obtained by - the maximum rule, the minimum rule, the median rule and the sum rule, whereas worse results are obtained by - the probabilistic product method, the method that is based on the theory of evidence and the method that is based on decision templates. Among the first group of methods, definitely the sum rule produces better results than the minimum rule and the maximum rule and the median rule produces better results than the maximum rule. It is hard to choose the best method among the methods from the second group. Each of the methods at least once achieved the best result in this group.

The results of the experiments with the Primary Tumor data set are presented in Table IV. As can be seen, for the Primary Tumor data set only two from the analyzed methods produce unambiguous results - the method that is based on the theory of evidence and the method that is based on decision templates. Other methods generate results with the average size of the global decision sets that is close to 3. But it should be noted that the Primary Tumor data set has 22 decision classes and because of that even results with the average

<table>
<thead>
<tr>
<th>System</th>
<th>Maximum rule</th>
<th>Minimum rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSD&lt;sub&gt; dyn&lt;/sub&gt; A&lt;sub&gt; a&lt;/sub&gt;</td>
<td>0.205/0.182/0.273/0.105</td>
<td>0.136/0.136/0.136/0.136</td>
</tr>
<tr>
<td>WSD&lt;sub&gt; dyn&lt;/sub&gt; A&lt;sub&gt; 22&lt;/sub&gt;</td>
<td>0.205/0.182/0.273/0.105</td>
<td>0.136/0.136/0.136/0.136</td>
</tr>
</tbody>
</table>

### TABLE III

**SUMMARY OF EXPERIMENTS RESULTS WITH THE LYMPHOGRAPHY DATA SET**

<table>
<thead>
<tr>
<th>System</th>
<th>Maximum rule</th>
<th>Minimum rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSD&lt;sub&gt; dyn&lt;/sub&gt; A&lt;sub&gt; a&lt;/sub&gt;</td>
<td>0.205/0.182/0.273/0.105</td>
<td>0.136/0.136/0.136/0.136</td>
</tr>
<tr>
<td>WSD&lt;sub&gt; dyn&lt;/sub&gt; A&lt;sub&gt; 22&lt;/sub&gt;</td>
<td>0.205/0.182/0.273/0.105</td>
<td>0.136/0.136/0.136/0.136</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on the theory of evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method that is based on decision templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>m&lt;sub&gt;1&lt;/sub&gt;p&lt;sub&gt;2&lt;/sub&gt;m&lt;sub&gt;3&lt;/sub&gt; e&lt;sub&gt;OE&lt;/sub&gt;WSD&lt;sub&gt; dyn&lt;/sub&gt;</td>
</tr>
<tr>
<td>System</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>Ag$_{A1}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>Ag$_{A2}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>Ag$_{A3}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>Ag$_{A4}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>Ag$_{A5}$</td>
</tr>
<tr>
<td>System</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>m$_1$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
<tr>
<td>WSD$_{dyn}$</td>
</tr>
</tbody>
</table>

number of global decisions sets less than 4 are interesting. On the basis of detailed analysis of vectors of probabilities generated by the individual classifiers, it was concluded that for some test objects there is a lot of dummy agents. Therefore, the maximum rule, the minimum rule, the median rule and the sum rule generate so ambiguous results. However, for about a third of the test objects unambiguous results are generated by these methods. Like before there are two groups of methods - those that generate better results (the maximum rule, the minimum rule, the median rule and the sum rule), and those that generate poorer results (the probabilistic product method, the method that is based on the theory of evidence and the method that is based on decision templates). In the first group of methods the best method is the maximum rule with the median rule in second place. The minimum rule and the sum rule obtain very similar results. In the second group of methods the best method is the probabilistic product method. From all of the analyzed similarity measures in the method that is based on decision templates the best results are generated by the similarity measure that uses the normalized Euclidean distance.

In conclusion, for both data the methods: the maximum rule, the minimum rule, the median rule and the sum rule produce significantly better results than the methods: the probabilistic product method, the method that is based on the theory of evidence and the method that is based on decision templates.
It is hard to say which method is the best, because for one data set the sum rule and the median rule generate better results, and for other data set the best method is the maximum rule. The reason for such results in the case of the probabilistic product method is that the method assigns greater weight to the smaller decision classes. The data sets that were analyzed have very diverse number of objects in the decision classes. Therefore, in this fusion method, the smaller decision classes are more awarded, which resulting in lower efficiency of inference. Therefore, the conclusion can be drawn that this is not the best method for data sets with very diverse, in terms of the number of objects, decision classes. For the method that is based on the theory of evidence and the method that is based on decision templates poor results are obtained, probably because a certain approximation was adopted during the training process. Due to the high computational complexity the decision templates of the synthesis agents are constructed based on the decision templates of the resource agents.

V. CONCLUSION

In this article, a significant problem that concerns the use of dispersed knowledge in medicine was considered. By dispersed knowledge in medicine we mean the set of knowledge bases that are accumulated independently in different medical centers. The knowledge base may contain information about various objects (patients), and may include various attributes (research methods). The use of dispersed knowledge will increase capabilities and efficiency in decision-making process.

In the paper a dispersed decision-making system with dynamic structure in conjunction with the seven fusion methods was considered. Dispersed medical data were used in the experiments: Lymphography data set and Primary Tumor data set. The conclusions, that were reached based on the results of experiments are as follows. The median rule, the sum rule, the maximum rule and the minimum rule generate the best results from the methods that were examined.
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Abstract—Clustering is a task of grouping a set of objects in such a way that objects in the same group (called a cluster) are similar to each other and dissimilar to objects belonging to other groups (clusters). The article presents the idea of the hybrid Fuzzy Logic-Genetic Algorithm (FLGA) system that supports solving clustering problems. The Genetic Algorithm (GA) realizes the process of multi-objective optimization - it aims at optimal distribution of clusters and correctly assigns each object to a cluster. The Fuzzy Logic Controller (FLC) is used for setting the number of clusters. The FLC uses additional fuzzy logic criteria obtained from experts. Experiments show that the proposed algorithm is an efficient tool for the clustering problem. The algorithm can be also used for solving similar optimization problems.

I. INTRODUCTION

CLUSTERING (or cluster analysis) is the problem of classifying an unlabeled set of objects into groups of similar objects, called clusters. Each cluster consists of objects that are similar to one another and dissimilar to objects belonging to other clusters. Clustering is often based on similarity or dissimilarity measure. This measure is problem-dependent. The similarity or dissimilarity between the objects is usually computed, based on the distance between objects. The most popular distance measure is the Euclidean distance, but other measures, such as the Manhattan or Minkowski distances, could also be used. Clustering can be formally considered as a kind of NP-hard grouping problem. The main difficulty in a clustering problem is that it is an unsupervised task, so usually we do not know the number and the distribution of clusters, the shape of clusters or association of objects to clusters. Clustering is not one specific algorithm, but a general task. A classical clustering method is the k-means [1]. A k-means algorithm is sensitive to the choice of an initial partition, and this step can have a significant impact on the performance of algorithm. The algorithm could converge to a local minimum. A k-means algorithm needs determining a number of clusters in all data sets (parameter k), an inappropriate parameter k may yield poor results.

The Genetic Algorithm is an optimization method that simulates the process of natural evolution. They usually search for approximate solutions for composite optimization problems in a large search space. A characteristic feature of genetic algorithms is that in the process of evolution they do not use the knowledge specific for a given problem, except for the fitness function assigned to all individuals. Genetic algorithms can be used for solving wide range of optimization problems.

Clustering can be formulated as a multi-objective optimization problem. It consists of three different objective functions: looking for an appropriate number of centroids, optimal placing of centroids in a given area, and assigning each object to a cluster, represented by the centroid, to minimize the distance between the objects in the same cluster.

II. PROBLEM FORMULATION

A clustering problem is one of practical examples of multi-objective optimization problems. The clustering problem can be defined as: let us consider a data set \( X = \{x_1, x_2, ..., x_N\} \) be a set of N objects. Each object \( x_i = [x_{i1}, x_{i2}, ..., x_{id}] \) has d dimensions. The goal of the clustering algorithm is to find k clusters \( C_1, C_2, ..., C_k \) so that objects belonging to the same cluster are more similar to each other than to the objects belonging to other clusters. The Euclidean distance between each pair of objects is typically used as a similarity measure. Clustering must comply assigning constraints: each cluster must contain at least one object, and the object can be assigned to one cluster only.

\[
\begin{aligned}
\min & \quad f_1(x_1, x_2, ..., x_N) \\
\text{opt} & \quad f_2(n) \\
\min & \quad f_3(n, x_1, x_2, ..., x_N) \\
\text{subject to:} & \quad \text{assigning constraints}
\end{aligned}
\] (1)

where: \( f_1 \) - is the function representing the distance between the objects assigned to the same cluster, \( f_2 \) - is the function representing the number of clusters, \( f_3 \) - is the function assigning an object to a cluster, \( (x_1, x_N) \) - are objects in d dimensional space, \( 1 \leq n \leq n_{\text{max}} \) - is the number of clusters.

More information about cluster analysis can be found in publications [1][2].

III. PROPOSED FUZZY LOGIC-GENETIC ALGORITHM

The clustering problem is discussed in literature, eg. [8][9]. There are a lot of publications concerning different methods of solving this problem, for example k-means or genetic algorithms, but these methods work well if a number of clusters is known before running an algorithm. The proposed Fuzzy Logic-Genetic Algorithm (FLGA) consists of two modules: the Genetic Algorithm (GA) and the Fuzzy Logic Controller (FLC). The GA seeks for an optimal placement of centroids
and assigns objects to clusters. It delivers information concerning a current state of optimization to the FLC after a fixed number of generations. The FLC looks for an optimal number of clusters. The FLC is engaged between generations of the GA in fixed intervals of generations. The FLC modifies the number of clusters in dependence on information delivered from the GA. If the FLC changes the number of clusters, it sends information to the GA and modifies the individuals’ genes to comply with the new constraints. The system is able to find the optimal number of clusters simultaneously with an optimization executed by the GA, so we do not need to know the number of clusters before running the algorithm.

In the proposed FLGA the individuals’ genes (potential solutions) are encoded by the means of a composite data structure consisting of:

- the table describing the position of centroids by geographical coordinates - coordinates \((x, y)\) of centroids are represented by real numbers, the number of genes in a table is equal to the number of clusters,
- the table describing an association of objects to clusters - association of objects to clusters are coded by integer numbers, eg. number \(i\) in position \(k\) means the association of object \(k\) to cluster \(i\), the number of genes in a table is equal to the number of objects. This method of gene coding ensures assigning every object to one cluster only.

The value of the fitness function of an individual is calculated as a total distance between objects and centroids. Because clustering is a problem of minimization of the distance, we introduced additional constant \(C\) to transform the increasing fitness function into the decreasing function optimized. The value of constant \(C\) was chosen experimentally for every solved task. In our experiment different types of crossing-over of chromosomes were used. The standard one-point crossing is used when the number of clusters does not change. We introduce two new crossing-over operators, used when the number of clusters changes:

- CR1 - is used when the descendant’s length of genotype is greater than the genotype’s length of its parents. The descendant’s genotype is obtained by copying all the genes from its first parent and lacking the genes of its second parent beginning from the end of the genotype.
- CR2 - is used when the descendant’s length of genotype is smaller than the genotype’s length of its parents. The number of the genes copied from every parent is diminished in proportion to the genotype’s length to obtain the required length of the descendant’s genotype.

Genetic Algorithms can be used for solving multi-objective optimization problems. They can be used in hybrid systems with other methods inspired by observation of nature. For example, the Fuzzy Logic Controller can effectively direct the process of evolution in the Genetic Algorithm toward a desired area of the search space [4][5].

A basic task of the FLC in the proposed system is evaluation of the solutions found till now. The FLC uses experts’ knowledge and the knowledge collected by the GA and transferred to the FLC in fixed intervals of GA’s generations. The FLC optimizes the number of clusters and is engaged in fixed intervals of GA’s generations - it makes decisions about the diminution or the enlargement of the clusters’ number. The FLC calculates the change of the clusters’ number, based on two parameters:

- the relation of the distance between the centroids to the distance between the centroids and the objects assigned to these clusters,
  \[
  r_{d1} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} d(i, j)}{\sum_{i=1}^{n} \sum_{k=1}^{m} d(i, k)}
  \]  
  (2)

where:

- \(r_{d1}\) - the relation of the distance between the centroids to the distance between the centroids and the objects assigned to these clusters,
- \(\sum_{i=1}^{n} \sum_{j=1}^{n} d(i, j)\) - the distance between the centroids,
- \(\sum_{i=1}^{n} \sum_{k=1}^{m} d(i, k)\) - the distance between the centroids and the objects assigned to these clusters,
- \(n\) - the number of clusters (centroids),
- \(m\) - the number of objects.

This parameter lets us determine a suitable number of clusters. The low value of this parameter can be due to a small number of clusters with relation to the number of objects. The large value of this parameter can be due to a big number of clusters with relation to the number of objects.

- the relation of the distance between the centroids and the objects assigned to these clusters to the distance between the centroids and the objects not assigned to these clusters,
  \[
  r_{d2} = \frac{\sum_{i=1}^{n} \sum_{k=1}^{n+1} d(i, k)}{\sum_{i=1}^{n} \sum_{l=1}^{m+2} d(i, l)}
  \]  
  (3)

where:

- \(r_{d2}\) - the relation of the distance between the centroids and the objects assigned to these clusters to the distance between the centroids and the objects not assigned to these clusters,
- \(\sum_{i=1}^{n} \sum_{k=1}^{n+1} d(i, k)\) - the distance between centroids and objects assigned to these clusters,
- \(\sum_{i=1}^{n} \sum_{l=1}^{m+2} d(i, l)\) - the distance between the centroids and the objects not assigned to these clusters,
- \(n\) - the number of clusters (centroids),
- \(m+1\) - the number of the objects assigned to these clusters,
- \(m+2\) - the number of the objects not assigned to these clusters.

This parameter lets us determine a suitable density of objects in the clusters. The low value of this parameter can be due to a big number of clusters with relation to the number of objects. The large value of this parameter can be due to a small number of clusters with relation to the number of objects. The value of this parameter is 0.
when every object belongs to its own cluster, the value 1 is when all objects belong to one cluster only.

The knowledge of experts is expressed by the following rules:

- enlarge the number of clusters if the relation of the distance between the centroids to the distance between the centroids and the objects assigned to these clusters (rd1) is small and the relation of the distance between the centroids and the objects assigned to these clusters to the distance between the centroids and the objects not assigned to these clusters (rd2) is large,
- do not change the number of clusters if the relation of the distance between the centroids to the distance between the centroids and the objects assigned to these clusters (rd1) is suitable and the relation of the distance between the centroids and the objects assigned to these clusters to the distance between the centroids and the objects not assigned to these clusters (rd2) is suitable,
- diminish the number of clusters if the relation of the distance between the centroids to the distance between the centroids and the objects assigned to these clusters (rd1) is large and the relation of the distance between the centroids and the objects assigned to these clusters to the distance between the centroids and the objects not assigned to these clusters (rd2) is small.

As the result from the FLC we accepted:
- signal to enlarge the number of clusters (+1),
- signal to do not change the number of clusters (0),
- signal to diminish the number of clusters (-1).

The knowledge base (rule base) of FLC is shown in Table 1 (fuzzy values of clusters’ number change).

<table>
<thead>
<tr>
<th>rd₂</th>
<th>Small</th>
<th>OK</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large</td>
<td>Enlarge</td>
<td>Enlarge</td>
<td>Not change</td>
</tr>
<tr>
<td>OK</td>
<td>Enlarge</td>
<td>Not change</td>
<td>Diminish</td>
</tr>
<tr>
<td>Small</td>
<td>Not change</td>
<td>Diminish</td>
<td>Diminish</td>
</tr>
</tbody>
</table>

IV. Computational experiment

The goal of our experiments is verification of the idea of the hybrid fuzzy-genetic algorithm to solving a clustering problem. In experiments we verify the ability of the FLC to optimize of the number of clusters, basing on experts’ knowledge and data originated in the GA. Optimization of centroids’ positions and optimal assigning of objects to clusters is realized by a genetic algorithm. For tests we used a set of data from "The Fundamental Clustering Problems Suite" (FCPS) [12] as a benchmark. We have chosen 4 two-dimensional problems from 400 to 4096 objects and from 2 to 3 clusters. Figure 2 show the distribution of objects in space and known a priori classifications in problems selected for our tests.

All tasks were solved by a k-means algorithm (we used the k-means method from the "rattle" library in R programming language [11]), proposed a hybrid genetic algorithm with the fuzzy logic (FLGA) and the simple genetic algorithm (SGA) - an algorithm proposed in [3], and modified by me to solve a clustering problem. The correct value clusters’ number was used in a k-means and the SGA algorithms, the
FLGA was started from an incorrect number of clusters. Each algorithm was executed 10 times. In Table 2 and 3 there is the best distance between objects and centroids and the number of correctly assigned objects to clusters obtained by all algorithms. Figure 3 shows the distribution of objects in space obtained by the k-means algorithm and the FLGA algorithm.

V. CONCLUSIONS
The proposed Fuzzy Logic-Genetic Algorithm was able to find a solution near the optimum. However, looking at charts in Figure 3 presenting the distribution of objects after an optimization, it is easy to notice that improvement of this result is still possible. In Lsun task, the assignment of objects to clusters in the FLGA algorithm is more similar to known a priori classification, than in the k-means algorithm.

In all tasks proposed, the FLC correctly qualified the number of clusters.

The time operation of the FLGA on a PC computer did not exceed 10 minutes for the task of optimization of 4096 objects.

TABLE II
THE DISTANCE BETWEEN OBJECTS AND CENTROIDS

<table>
<thead>
<tr>
<th>The problem Name</th>
<th>The number of objects</th>
<th>k-means</th>
<th>SGA</th>
<th>FLGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lsun</td>
<td>400</td>
<td>838</td>
<td>924</td>
<td>1112</td>
</tr>
<tr>
<td>TwoDiamonds</td>
<td>800</td>
<td>1645</td>
<td>1653</td>
<td>1654</td>
</tr>
<tr>
<td>Wingnut</td>
<td>1070</td>
<td>1815</td>
<td>1855</td>
<td>1821</td>
</tr>
<tr>
<td>EngyTime</td>
<td>4096</td>
<td>7912</td>
<td>9454</td>
<td>10093</td>
</tr>
</tbody>
</table>

In tasks with a large number of objects, the time of calculations can be considerably longer. The parameters of an algorithm, eg. the number of generations, can be changed to fulfill the users’ needs and reach a required accuracy of calculations.

The proposed algorithm is an efficient tool for solving clustering problems, where the number of clusters cannot be pre-determined. The proposed algorithm can be used for solving similar problems of multi-objective optimization.
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Abstract—In the paper, the deep evolving neural network and its learning algorithms (in batch and on-line mode) are proposed. The deep evolving neural network's architecture is developed based on GMDH approach (in J. Schmidhuber's opinion it is historically first system, which realizes deep learning ) and least squares support vector machines with fixed number of the synaptic weights, which provide high quality of approximation in addition to the simplicity of implementation of nodes with two inputs. The proposed system is simple in computational implementation, characterized by high learning speed and allows processing of data, which are sequentially fed in on-line mode. The proposed system can be used for solving a wide class of Dynamic Data Mining tasks, which are connected with non-stationary, nonlinear stochastic and chaotic signals. The computational experiments are confirmed the effectiveness of the developed approach.

I. INTRODUCTION

Nowadays, artificial neural networks (ANNs) are widely used for solving a lot of Data Mining tasks. In these tasks initial information is presented in the form of both “object-properties” table and multivariate time series, which are generated by stochastic or chaotic nonstationary nonlinear objects. The advantages of these computational intelligence systems are, first of all, their universal approximation properties and learning abilities using real experimental data [1], [2].

Recent years Computational Intelligence specialists are interested in deep neural networks (DNN) [3], [4], [5], [6], [7]. The deep neural networks comparatively with conventional ANNs, also called shallow neural networks (SNNs), provide much higher quality of information processing. However, these networks are essentially tedious with relation to computational implementation, also are subjected to overfitting in case of short training samples and demand of high operation time and computational resources especially when operated with Big Data [8]. Both the standard neurons (which form set of layers) and shallow neural networks can be used as the basic elements of deep neural networks.

One of the most effective representatives of the shallow neural networks are support vector machines (SVM) [9], [10], [11], [12], [13]. The tuning of support vector machines is provided by using both lazy learning (the activation functions’ centers tuning) and optimization procedures (the synaptic weights tuning). However, if the process of the lazy learning is implemented immediately, then optimization tasks solving using support vector machines with big training set is enough complex. In this connection deep neural networks, which are implemented using support vector machines [14], [15], [16], providing high quality of information processing are essentially tedious from the computational point of view.

It can be noticed, that tuning process of support vector machines can be essentially speed up if the least-squares support vector machines (LS-SVM) [17] are used instead of a conventional approach. The learning process of least-squares support vector machines reduces to a solution of the set of Karush-Kuhn-Tucker equations and the result of this learning can be written in an analytical form.

Among a great number of possible deep neural networks’ architectures, the deep networks based on GMDH are one of the most effective networks, as it was mentioned in [6]. These networks are based on the group method of data handling [18], [19], [20], which allows automatically increasing a number of layers for information processing to achieve the required accuracy of the results. A combination of the GMDH approach with ANNs have led to synthesis of wide range of computational intelligence systems [21], [22], [23], [24], [25], [26], [27], [28] where different type of artificial neurons are used as nodes.

In this case unlimited increasing of layers in the sistem (using the GMDH paradigm) and simplicity of learning LS-SVM with two inputs (using their universal approximation properties) allow to efficiently information processing in on-line mode of the deep learning.

In the connection with mentioned above, it seems appropriate to develop deep neural networks’ architecture based on GMDH and LS-SVM and its learning algorithm. The proposed approach is characterized by simplicity of a computational implementation and high speed learning for the solution of
II. THE ARCHITECTURE OF DEEP EVOLVING GMDH-SVM-NEURAL NETWORK

An architecture of the proposed deep evolving GMDH-SVM-neural network is shown in Fig.1. A \((n \times 1)\)-dimensional vector of the input signals \(x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n\) is fed to the zero (receptive) layer of the GMDH-SVM-neural network. Further, this input vector is passed to the first layer, which consists of \(n_1 = C_n^2 = 0.5n(n - 1)\) nodes that are the conventional LS-SVM with two inputs. It is obvious that learning process of the LS-SVM with two inputs has not any problem both in relation of a computational implementation and with regard for requirements to a volume of training set. The output signals \(\hat{y}_1^{[i]} (i = 1, 2, \ldots, n_1)\) are formed by the nodes’ outputs of the \(SV^M_{[1]}\) of first hidden layer.

Further these signals are fed to the selection block \(SB^{[1]}\) of the first hidden layer. This selection block \(SB^{[1]}\) selects \(n_2^* (n_2^* \leq n_1)\) signals from a range of signals \(\hat{y}_1^{[i]}\). The selected signals are the best in the sense of accepted criterion, in more cases it is the mean square error \(\sigma_{\hat{y}_1}^{[i]}\), but any other accuracy criterion can be used in relation to reference signal \(y(k) (k = 1, 2, \ldots, N)\) is an observation number in a training set or a current discrete time, when a learning process and data processing take place in on-line mode.

From the \(n_2^*\) best output’s signals of the first hidden layer \(\hat{y}_2^{[i]}\), (using the conventional GMDH approach) are formed \(n_2 (n \leq n_2 \leq 2n)\) pairwise combination of signals \(\hat{y}_1^{[i]}, \hat{y}_0^{[i]}\), which are fed to the inputs of the second hidden layer. The second hidden layer is formed by \(SV^M_{[2]}\) nodes, which are similar to the elements of the first hidden layer.

From the output’s signals \(\hat{y}_2^{[i]}\) of this layer, the selection block \(SB^{[2]}\) of the second hidden layer selects only that signals \(\hat{y}_2^{[j]}\), whose accuracy is better than the best signal \(\hat{y}_1^{[i]}\) of the first hidden layer. The third hidden layer with selection block \(SB^{[3]}\) forms the signals, which have accuracy better than the best signal \(\hat{y}_2^{[j]}\) of the second layer.

In such way, the network’s architecture is formed during learning process likewise evolving computational intelligence systems [29], [30].

The architecture’s evolution process takes place until the selection block \(SB^{[n-1]}\) forms only two signals \(\hat{y}_1^{[i]}\) and \(\hat{y}_2^{[j]}\) in its output. Just these two signals are fed to the single output nodes of \(SV^M_{[n]}\) where the output system’s signal \(\hat{y}_n\) is computed.

III. THE LEARNING OF DEEP EVOLVING GMDH-SVM-NEURAL NETWORK

As it was previously noted an each node of the proposed system is the LS-SVM with single output and two inputs. Hence, two-dimensional vector \(x_{ij}(k) = (x_i(k), x_j(k))^T\) \((i = 1, 2, \ldots, n; j = 1, 2, \ldots, n; i \neq j)\) is fed to the input of the first hidden layer and output of the each node is a scalar signal \(\hat{y}_1^{[l]} (l = 1, 2, \ldots, n_1)\). Therefore, the LS-SVM is the hybrid system, which combines a learning based on both an optimization and a memory [1], [2], [6], [7], [17], and implements minimization of an empirical risk criterion. It is necessary to notice, that the SVMs are the most effective under short data set conditions and are not subject to an overfitting and proved a high quality of approximation.

The mapping, which implements standard LS-SVM SNN, can be written in the form

\[
y_1^{[1]} = \left( w_1^{[1]} \right)^T \varphi_1^{[1]}(x) + w_0^{[1]}
\]

(1)

where \(w_1^{[1]} = (w_1^{[1]}(1), w_1^{[1]}(2), \ldots, w_1^{[1]}(N))^T\), \(\varphi_1^{[1]}(x) = (\varphi_1^{[1]}(1), \varphi_1^{[1]}(2), \ldots, \varphi_1^{[1]}(N))^T\). The learning process reduces to setting the centers of activation functions (usually Gaussians) in the point, which are determined by a training sample \(x_{ij} (k = 1, 2, \ldots, N)\) and minimization of squared criterion simultaneously in the form

\[
E_1^{[1]}(N) = \frac{1}{2} \|w_1^{[1]}\|^2 + \frac{1}{2} \sum_{k=1}^{N} \left( e_1^{[1]}(k) \right)^2
\]

(2)

in the presence of \(N\) equality-constraints in the form

\[
\begin{align*}
y(1) &= (w_1^{[1]}(1))^T \varphi_1^{[1]}(x_{ij}(1)) + w_0^{[1]} + e_1^{[1]}(1), \\
& \vdots \\
y(N) &= (w_1^{[1]}(N))^T \varphi_1^{[1]}(x_{ij}(N)) + w_0^{[1]} + e_1^{[1]}(N)
\end{align*}
\]

where \(\gamma > 0\) is a regularization parameter and

\[
e_1^{[1]}(k) = y(k) - \hat{y}_1^{[1]}(k) = y(k) - (w_1^{[1]}(k))^T \varphi_1^{[1]}(x_{ij}(k)) - w_0^{[1]}.
\]

(4)

In this way, LS-SVM learning task is reduced to finding of a saddle point of Lagrange function

\[
L_1^{[1]}(w_1^{[1]}, \varepsilon_1^{[1]}, \lambda_1^{[1]}(k)) = E_1^{[1]}(N) + \sum_{k=1}^{N} \lambda_1^{[1]}(k) e_1^{[1]}(k) - (w_1^{[1]}(k))^T \varphi_1^{[1]}(x_{ij}(k)) - w_0^{[1]} - e_1^{[1]}(k).
\]

(5)

This saddle point can be found by solving the Karush-Kuhn-Tucker equations set. In this case, besides \(N + 1\) synaptic weights \(w_1^{[1]}, \varepsilon_1^{[1]}\) the \(N\) indefinite Langrange multipliers \(\lambda_1^{[1]}(k)\) have to be found.

The main disadvantage of SVM in the system under consideration is necessity of adding new synaptic weights in each nodes with rising of a training set volume. Therefore, if it is necessary to process Big Data than proposed system becomes too tedious. To avoid this problem it is possible by limiting a number of synaptic weights in each node by using, so-called, "sliding window" data processing. Such "sliding window" contains only \(h\) last observations.

Introducing the Lagrange function with "sliding window" instead of the expression (5) in the form
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\[ L_i^{[1]}(w_i^{[1]}, u_0^{[1]}, e_i^{[1]}, \lambda_i^{[1]}(k), h) = \]

\[ = \frac{1}{2} \|w_i^{[1]}\|^2 + \frac{\gamma_i}{2} \sum_{\tau=k-h+1}^k (e_i^{[1]}(\tau))^2 + \]

\[ + \sum_{\tau=k-h+1}^k \lambda_i^{[1]}(\tau)(y(\tau) - (w_i^{[1]})^T \varphi_i^{[1]}(x_{ij}(\tau)) - u_0^{[1]} - e_i^{[1]}(\tau)) \]

\[ \text{and solving Karush-Kuhn-Tucker equations set, we can write the result in the form} \]

\[ \begin{bmatrix} 0 \\ I_h \end{bmatrix} \begin{bmatrix} I_h^T \\ \Omega(k) + \gamma^{-1}I_{hh} \end{bmatrix} \begin{bmatrix} w_i^{[1]} \\ \Lambda(k) \end{bmatrix} = \begin{bmatrix} 0 \\ Y(k) \end{bmatrix} \]  

(7)

where \( \Lambda(k) = (\lambda(k-h+1), \ldots, \lambda(k))^T \), \( I_h \) is a \((h \times 1)\) unity vector, \( I_{hh} \) is a \((h \times h)\) unity matrix, \( Y(k) = (y(k-h+1), \ldots, y(k)) \), \( \Omega(k) = \{\Omega_{tt} = \varphi_i^{[1]T}(x_{ij}(\tau))\varphi_j^{[1]}(x_{ij}(t)) = K(x_{ij}(\tau), x_{ij}(t))\} \), \( \tau = k-h+1, \ldots, k, t = k-h+1, \ldots, k \), \( K(x_{ij}(\tau), x_{ij}(t)) \) is the kernel function, which is satisfied to the conditions of Mercer theorem [17], and usually it is Gaussian function in the form

\[ K(x_{ij}(\tau), x_{ij}(t)) = \exp\left(-\frac{\|x_{ij}(\tau) - x_{ij}(t)\|^2}{2\sigma^2}\right). \]  

(8)

In this case, the transformation (1), which is implemented by the LS-SVM node, can be rewritten in the form

\[ \hat{y}_i^{[1]} = \sum_{\tau=k-h+1}^k \lambda_i^{[1]}(\tau)K(x_{ij}(\tau), x_{ij}(t)) + u_0^{[1]} \]  

(9)

where parameters \( \lambda_i^{[1]}(\tau), u_0^{[1]} \) can be defined from the system (7) in the form

\[ \begin{bmatrix} w_i^{[1]} \\ \Lambda(k) \end{bmatrix} = \begin{bmatrix} 0 \\ I_h \end{bmatrix} \begin{bmatrix} I_h^T \\ \Omega(k) + \gamma^{-1}I_{hh} \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ Y(k) \end{bmatrix}. \]

(10)

As a result, the learning of nodes in the proposed system reduces to a solving of linear equations set with fixed number of variables. It should be noticed, the “sliding window” learning allows managing the deep neural network tuning process, when information is fed to the system’s input in online mode in the form of data stream. The nodes of second and next hidden layers are tuned absolutely likewise the expression (10).

IV. SIMULATION RESULTS

A. Identification of the mechanical system signal

Efficiency of proposed deep evolving GMDH-SVM-neural network was examined based on different benchmark data including the identification task using real data from mechanical system. Data is taken from a flexible robot arm. The arm is installed on an electrical motor. [We are grateful to Hendrik Van Brussel and Jan Swevers of the laboratory of Production Manufacturing and Automation of the Katholieke Universiteit Leuven, who provided us with these data, which were obtained in the framework of the Belgian Programme on Interuniversity Attraction Poles (IUAP-nr.50) initiated by the Belgian State - Prime Minister’s Office - Science Policy Programming, http://homes.esat.kuleuven.be/smc/daisy/daisydata.html].

Inputs number of deep evolving GMDH-SVM-neural network were taken as \( n = 5 \), that for input vector in the form \( u(k-2), y(k-2), u(k-1), y(k-1), u(k) \) for identification value \( y(k) \) where \( u \) is a reaction torque of the structure, \( y \) is an acceleration of the flexible arm. Node of deep evolving GMDH-SVM-neural network was training by proposed learning algorithm during 100 iterations. Initial parameters values of kernel functions were taken \( \sigma = 0.1 \). After 100 iterations the training process was stopped, and the next 50 points for \( k = 101 \ldots 150 \) we have used as the testing data.
set to compute forecast. Initial values of synaptic weights were taken equal to 0. As the quality criterion of forecasting root mean squared error (MSE) was used. Fig.2 shows the results of signal identification. The two curves, representing the actual (dot line) and identification (solid line) values, are almost indistinguishable. Table I contains comparative analysis of the signal identification based on different approaches.

Thus as it can be seen from experimental results the proposed approach provides the best quality of prediction in comparison with conventional GMDH-neural networks.

B. The identification of nonlinear nonstationary signal

Simulation of deep evolving cascaded GMDH-SVM-neural network was performed in the process of identification of nonlinear signal, which is described by equation in the form [31]

\[ y(k+1) = \frac{y(k)}{1 + y^2(k)} + u(k) \]  

where \( u(k) = \sin(2\pi k/25) + \sin(2\pi k/10) \) is control signal.

The inputs number of evolving cascaded GMDH-neural network were taken as \( n = 4 \), which correspond to the input vector \( x(k-3), x(k-2), x(k-1), x(k) \) for the value \( x(k+1) \).

LS-SVM-neuron was trained based on proposed procedures for 400 iterations (400 training samples for \( k = 1 \ldots 400 \)). After 400 iterations the training process was stopped, and the next 100 points for \( k = 401 \ldots 500 \) we have used as the testing data set to compute signal value. Initial values of synaptic weights were taken equal to 0. As the identification quality criterion mean squared error (MSE) was used.

Fig. 3 shows the results of signal identification. The two curves, representing the actual (dot line) and identification (solid line) values, are very close. Table II shows the comparative analysis of nonlinear non-stationary signal identification based on different approaches.

V. Conclusions

In the paper, the deep evolving neural network and its learning algorithms are proposed. The architecture of the deep evolving neural network is developed based on GMDH and least squares support vector machines with fixed number of the synaptic weights are used as nodes. The proposed system is simple in computational implementation, characterized by high learning speed and allows processing of data, which are fed sequentially in on-line mode. The combining, in the context of the common deep learning system, the GMDH paradigm with unlimited increasing of the layers number and LS-SVM nodes with fixed synaptic weights number allow to predetermine an on-line deep learning in Dynamic Data Mining tasks. The computational experiments are confirmed the effectiveness of developed approach.
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<table>
<thead>
<tr>
<th>Neural network /Learning algorithm</th>
<th>Number of layers</th>
<th>Number of inputs into nodes</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep evolving GMDH-SVM-neural network/Proposed learning algorithm</td>
<td>3</td>
<td>2</td>
<td>0.00051</td>
</tr>
<tr>
<td>Hybrid multilayer GMDH-neural network [28] / Proposed learning algorithm</td>
<td>3</td>
<td>3</td>
<td>0.00098</td>
</tr>
<tr>
<td>Hybrid multilayer GMDH-neural network [28] / Proposed learning algorithm</td>
<td>3</td>
<td>2</td>
<td>0.00102</td>
</tr>
<tr>
<td>GMDH-neural network / Recurrent least squares method</td>
<td>3</td>
<td>2</td>
<td>0.0563</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Neural network</th>
<th>Number of layers</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep evolving GMDH-SVM-neural network</td>
<td>3</td>
<td>0.00018</td>
</tr>
<tr>
<td>Hybrid multilayer GMDH-neural network [28]</td>
<td>3</td>
<td>0.00123</td>
</tr>
<tr>
<td>Evolving cascaded GMDH neural network based on W-neurons</td>
<td>3</td>
<td>0.00098</td>
</tr>
<tr>
<td>Evolving cascaded GMDH neural network based on R-neurons with Gaussian functions</td>
<td>3</td>
<td>0.0023</td>
</tr>
<tr>
<td>Evolving cascaded GMDH neural network based on R-neurons with Epanechnikov functions</td>
<td>3</td>
<td>0.0015</td>
</tr>
<tr>
<td>Multilayer GMDH-neural network with polynomial functions</td>
<td>4</td>
<td>0.0201</td>
</tr>
</tbody>
</table>
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Abstract—In this paper a convolutional neural network is applied to the problem of note onset detection in audio recordings. Two time-frequency representations are analysed, showing the superiority of standard spectrogram over enhanced autocorrelation (EAC) used as the input to the convolutional network. Experimental evaluation is based on a dataset containing 10,939 annotated onsets, with total duration of the audio recordings of over 45 min.

I. INTRODUCTION

Onset detection is a well recognized and important problem in automatic music information retrieval. It directly addresses one of the most fundamental aspects of music – the time flow and novelty detection; abstracting from what and how, it concentrates on the when question and tries to answer it as precisely as possible. Interesting on its own, this problem is also fundamental in the analysis of many higher-level concepts, such as rhythm, meter or tempo [1]. In a broader context, sound attack analysis can also support other audio processing tasks, including i.a. audio to score alignment (score following), query-by-humming melody search, singing voice quality evaluation and speech analysis [2][3][4][5][6][7].

While trivial when looking at the musical score, note onset detection appears surprisingly complex when musical recordings with real instruments are considered, with all kinds of phenomena and effects like vibrato, glissando, varied dynamics, embouchure and articulation types, etc. As the result, the precise definition of the onset time, enabling to unambiguously locate it on the time axis may be difficult [8][1]. Various definitions, including Perceptual Onset Time (POT), Perceptual Attack Time (PAT), Acoustic Onset Time (AOT) and Note Onset Time (NOT) have been proposed [9][1] in order to highlight differences between the time when the onset is perceivable by a human listener, when it is measurable in the signal or when e.g. the note-on command is triggered by a MIDI synthesizer [10]. Presence of vibrato, glissandi or ornamentation, not to mention impulse noise or other distortions in low-quality recordings, may in fact render the problem ill-posed, which makes us resort to machine learning approaches for example-based definition of what an onset actually is.

II. PREVIOUS WORK

The classical approach to note onset detection is based on the onset detection function (ODF) constructed to detect novel events in the sound signal [8][1][12][13]. Typically, the signal waveform \( x(t) \) is first split into a series of consecutive, usually overlapping time frames \( x_n(t) \) with a windowing function applied to each of them:

\[
x_n(t) = x(t)w(St - nh)
\]  

where \( w(St - nh) \) is a windowing function stretched by a factor of frame size \( S \) and shifted by an integer, \( n \)-th multiple of the hop-size \( h \) between the consecutive frames. Discrete Fourier transform (DFT) is then computed, and the ODF construction may be based on either its magnitude spectrum [8], the phase spectrum [11] or both [12]. Obviously, the difference between the consecutive frames is considered, such as in the following simple example (ODF based on the spectral flux [1][14]):

\[
ODF_{sf}(n) = \sum_k H(|X_k(n)| - |X_k(n - 1)|)
\]

where

\[
H(x) = \frac{x + |x|}{2}
\]

\[
X_k(n) = \text{DFT}(x_n(t))(k)
\]

and where the half-wave rectifier function \( H \) is used to consider only positive differences, indicating new spectral components appearing in the signal. The onsets may be then easily detected by thresholding the ODF with a fixed threshold \( T \) or – more frequently – with a threshold based on moving mean or moving median.
It should be noted that some onsets (e.g. percussive ones) may be reliably detected also in the time domain by simply monitoring the signal energy. However, sound signal is generally better described in the frequency domain, as opposed to e.g. image processing, where the frequency domain methods have usually more limited and specialized applications [15][16]. For sound, spectral analysis if far more flexible and it opens possibilities of the construction of many specialized algorithms where the signal may be easily split into frequency bands, often distributed logarithmically according to human perception of the pitch. For example, Böck and Widmer proposed an onset detection algorithm with vibrato suppression called SuperFlux, where the input data is filtered with a bank of varying-length frequency domain triangular filters spaced equally in musical scale and where the maximum filter is applied to the resulting spectrograms in order to ignore minor pitch fluctuations [17]. It has been shown [18] that this approach enhances onset detection for bowed instruments playing both with and without the vibrato technique.

In contrary to classical onset detection methods, many recent works involve machine learning techniques – most notably the neural networks [19][20][21], although other data-driven techniques, such as Support Vector Machines (SVM) have also been applied [22]. The input data usually consists of a time-frequency representation of the sound signal, mapped non-linearly in the frequency domain according to a perceptual model. Böck et al [21] used a bank of triangular filters positioned at critical bands of the Bark scale to filter the STFT magnitude spectra, computed with three different window lengths in parallel. In this way the redundancy resulting from unnecessarily high frequency resolution of the STFT in the upper frequency range may be avoided. Hertz to Mel scale mapping [23] and constant-Q transform [20] have also been applied for similar reasons.

Several approaches have been proposed in which the fusion of many onset detection functions is applied. This is accomplished either on the feature-level by a set of pre-defined rules or a linear combination of ODFs [24], or in the form of the score-level fusion in which the decisions are taken on the basis of the already computed onsets [25][24]. Quintela et al [25] apply i.a. KNN- and SVM-based classifiers to the lists of pre-computed onset candidates and their locations in time. Recently, Stasiak et al [10] proposed to simultaneously use several ODF functions as the input to a multilayer perceptron with one output, playing de facto the role of a new “integrated” onset detector. In this way the neural network learns to merge the onset-related information from various sources, while not being forced to extract it explicitly from raw spectral data.

On the other hand, the recent progress in theory and practical applications of deep neural architectures enabled to successfully use the solutions developed by the image processing community also to directly process audio spectrograms, transforming the onset detection task into a problem similar to that of texture recognition. Apart from bidirectional long short-term memory neural networks (LSTM) [23] and recurrent neural networks (RNN) [21], the convolutional neural networks (CNNs) [26][27] proved to be especially useful here.

In this work we adopted the approach proposed in [27] to test the effectiveness of a convolutional network in the onset detection task using two different signal representations, namely the logarithmically scaled spectrogram and enhanced autocorrelation (EAC).

III. THE PROPOSED APPROACH

A. Neural network architecture

The input to our network is a spectrogram fragment in the form of an image with 15 columns, representing 15 consecutive time frames and 80 rows, corresponding to 80 logarithmically distributed frequency bands (up to 16kHz). The initial audio files are sampled 44100Hz and the spectrogram parameters are: window size $N = 2048$, hop-size $K = 512$ samples, which yields time resolution of ca. 11.6 ms. The target is composed of a single value, indicating the distance of the onset from the middle frame of the current input image, similarly as in [10] (Fig. 1). If more onsets are present within the fragment, only the closest one is considered. In this way the network has to solve regression problem instead of binary classification (onset absent/present in the middle of the fragment). Preliminary experiments showed that it enhances the results significantly.

The network structure is as follows:

- Convolutional layer with ten rectangular filters of size: $w\times h = 7\times3$ with ReLU (Rectified Linear Unit) activation function and stride value of 1 in both directions (full overlap). Note that for input size of $w\times h=15\times80$ it yields $w\times h=9\times78$ output.
- Max-pooling layer with non-overlapping kernels of size: $w\times h = 1\times3$ (output size $w\times h = 9\times26$).
- Convolutional layer with twenty square filters of size $w\times h = 3\times3$ and stride value of 1 in both directions (output size $w\times h = 7\times24$).
- Max-pooling layer with non-overlapping kernels of size: $w\times h = 1\times3$ (output size $w\times h = 7\times8$).
- Inner product (i.e. fully connected) layer with 256 hidden neurons and ReLU activation function.
- Inner product (i.e. fully connected) layer with one output neuron and tanh (hyperbolic tangent) activation function.

The neural architecture basically follows the scheme proposed by Schlüter and Böck in [27] with some modifications concerning – apart from the aforementioned regression, replacing classification – mostly the type of nonlinearity of the layers. We agree with [27] that the rectified linear units in the first convolutional layer may play the role of the half-wave rectifier $H$ function (cf. Eq. 3) helping to detect onset-related energy increases. Additionally, we use the same nonlinearity type for the fully connected layer, instead of sigmoidal units which proved to positively influence the learning process in our tests. We also change the unipolar sigmoid into tanh function in the output neuron, which leads to increasing the output range from $[0,1]$ into $[-1,1]$ (cf. Fig. 1, the top plot).

The last change influences the threshold which is applied to the output of the network in order to find the onset positions.
It should be mentioned here, that the output of the trained network may be treated as a classical ODF, with the difference, that a fixed threshold $T$ may be used instead of moving mean or moving median, due to general lack of dependence on the signal energy. For the tanh activation function the optimal threshold value $T_{opt}$ determined in our tests, i.e. the value maximizing the F-measure [27][10] was always lower than zero. After the thresholding, the peak-picking procedure is applied and peaks found within the range of 50ms relative to the actual onsets are treated as the properly detected ones.

Having denoted the correctly located onsets by TP (true positives), the assessment of the quality of the onset detection may be expressed in terms of precision, defined as the ratio: $TP/(TP+FP)$, and recall, defined as: $TP/(TP+FN)$. In our experiments we use the harmonic mean of precision and recall, known as the F-measure, as a “balanced” result of the onset detection procedure [10].

B. Audio material and data preparation

The dataset used in our experiments is a collection merged from several sources, including [8][28][29][20][30]. The total duration of all the audio files in our collection is over 45 min. and it contains 10,939 annotated onsets. The dataset has been divided at random into the train, test and validation subsets, containing 6236, 2520 and 2183 onsets, respectively. Complete files are assigned to either of the subsets (they are not split between the subsets).

For training, the spectrograms are cut into overlapping fragments which are then selected so that the obtained set is balanced, i.e. the number of “onset fragments” (for which the target value is non-zero) is equal to the number of “non-onset fragments”. For testing, all possible fragments are used in an ordered sequence.

The main time-frequency representation (TFR) used in the experiments is the spectrogram, computed as explained in the previous section. In a separate test we use also enhanced autocorrelation (EAC) correlogram, calculated frame-by-frame in a similar way. EAC is an intermediate representation for the task of pitch estimation, thus also suitable for supporting onset detection with a degree of additional information on the input audio features related to melodic content. The procedure itself had been developed by Tolonen and Karjalainen [31] and (as the name implies) it is an extension of standard autocorrelation method. In our research we use EAC implementation operating in frequency domain for each frame of input signal using the

---

Fig. 1. Spectrogram fragment enlarged (in a black box, lower plot) and the associated target values (top plot). The middle of this fragment (frame 28) is two frames apart from the onset (frame 30), so the target value for this fragment is -0.6 (top plot). Note, that the actual resolution of the image representing this fragment, that is fed to the network input is much lower ($w \times h=15 \times 80$ pixels)
following processing scheme:
1) Transform a frame to frequency domain with Fourier transform. In this step, we use the same parameters as for the spectrogram computation – frame size of 2048 samples and frame step size (hop-size) of 512 samples.
2) Compute signal power
3) Take cube root of the resulting transform to compress magnitude in a non-linear manner. For normal autocorrelation the spectral coefficients are raised to the power of 2, however using the factor of 1/3 (cube root) of “generalised autocorrelation” is more suitable for the task of periodicity detection.
4) Clip all values below zero
5) Create a stretched copy (by factor of 2) of the values derived, and subtract it from the original (at step 4)
6) Clip all values below zero
7) Transform back to time domain with inverse Fourier transform

Steps 4-6 are performed for the purpose of peak pruning to improve pitch representation clarity, following Tolonen and Karjalainen’s method. The procedure is applied to the signal frame-wise, yielding a correlogram, which can be processed further in a similar way as an ordinary spectrogram (Fig. 2).

C. Experimental evaluation

Caffe framework [32] has been used for training and testing the convolutional neural network presented in Sect. III-A. Separate validation set was used to determine the optimal model and to avoid overfitting. Stochastic gradient descent with momentum was used as the optimization strategy with mini-batch size of 1000 input spectrogram fragments. We used fixed momentum parameter of 0.4 and variable step size.

In the initial experiments we tested the influence of the activation function type on the results, as discussed in Sect. III-A. The results are presented in Table I.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original architecture based on [27]</td>
<td>82.13%</td>
</tr>
<tr>
<td>Our version with ReLU in the hidden layer and tanh in the output layer</td>
<td>83.35%</td>
</tr>
<tr>
<td>Our version trained on EAC correlograms instead of the spectrograms</td>
<td>73.10%</td>
</tr>
</tbody>
</table>

Although our modification enhanced the result by over one percent point, yet the EAC correlogram appeared definitely inferior to the spectrogram-based TFR. In the search of the potential reasons we conducted a series of additional tests in which we compensated for the potentially different annotation procedures in our heterogeneous dataset by artificially shifting the onset positions by several multiples of the hop-size (from $-4 \times K$ to $4 \times K$). All the onsets in a given file were naturally shifted by the same displacement, but the displacement for each file was determined independently. Due to the latter fact, the figures presented in Table II obviously cannot be treated as the final objective results achieved by our network – they are rather indicators of its theoretical capabilities if some strict, uniform rules were applied for annotating the input files. They may also be used for a comparison of the spectrogram- and correlogram-based representations which again shows definite superiority of the first one. Figure 3 demonstrates the F-measure changes for varying values of the threshold $T$ for the spectrogram-based input.

IV. DISCUSSION AND FUTURE WORKS

In this paper a convolutional neural network has been applied in the note onset detection problem. The obtained results demonstrate the superiority of the standard, spectrogram-based representation of the audio signal over the EAC correlogram. This observation confirms the potential of convolutional neural networks which are able to successfully extract useful information from the lower-level audio representation (spectrogram). The EAC correlogram, on the other hand, may be seen as a result of some more sophisticated processing, yielding more directly interpretable information related to pitch and melody content. However, this processing, although potentially useful from the human perspective, inevitably removes some information, which in consequence limits the potential of the convolutional neural network, eventually impairing the results.

The obtained results for the spectrogram-based input are satisfactory in terms of absolute onset detection rate. Enhancements might be searched for in increasing the precision of onset location (the annotations in the database used in the experiments should be manually checked and corrected to obtain more consistent annotation style [14]). Also, combining several time-frequency representations in a single spectrogram fragment, possibly computed with varied window size
as proposed in [27], would probably lead to some further improvements.
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Abstract—We present IQBEES, a novel prototype system for similar entity search by example on semantic knowledge graphs that is based on the concept of maximal aspects. The system makes it possible for the user to provide positive and negative relevance feedback to iteratively refine the information need. The maximal aspects model supports diversity-aware results.

Index Terms—entity search; relevance feedback; interactive retrieval; aspect model; diversity

I. INTRODUCTION

In this paper we present iQbees, a prototype system for Interactive Query-By-Example Entity Search on semantic knowledge graphs. The system solves the following list completion problem: given one or more example entities (e.g., actors, movies, etc.) as representatives of a group of entities, find other entities in that group. Our system solves this task through a sequence of interactive query refinement steps based on positive or negative user feedback. The results in each step are selected according to our own model based on maximal aspects that supports diversity-aware results.

The target of our interactive prototype iQbees system are non-expert users searching for a well-defined group of entities, for example European scientists who won a Nobel prize in physics. We assume that the users are unaware of the structure of the knowledge base and are not familiar with powerful structured query languages like SPARQL, thus cannot formulate a precise query that would satisfy their need. For such users, it is much simpler to provide one or a few examples of entities within the target group; in our example, such entities could be Maria Skłodowska-Curie or Max Planck. Our system will then, in a sequence of steps, present candidate result entities, for some of which the user will be able to give positive or negative feedback, refining the initial query and moving closer to her search goal. Our system thus combines techniques from entity list completion and relevance feedback and interactive search. The iQbees is built on the model previously applied in our (off-line) QBEES system [1], equipped with the interactive approach for providing positive and negative feedback by the user.

An obvious issue in such a scenario is the ambiguity of the actual user information need that is imperfectly represented by the given set of example entities. This problem is particularly difficult when just a single example entity is given which may represent a large number of possible entity sets; more example entities make this somewhat easier, but still far from trivial to solve. In such a scenario, it is almost impossible to immediately retrieve the correct set of entities in a single step, as standard list completion systems would do. The QBEES system, which is used as the backbone of our interactive iQbees system, does not provide user interaction and thus, as other list completion systems too, does not always retrieve the results that match the user information need.

We model possible user information needs by the concept of aspects of an entity, i.e., subsets of the facts and types in the semantic knowledge graph that characterize the entity. This model is designed so that it naturally supports diversity of the retrieved entities in order to cover as many as possible potential aspects (and thus possible information needs). A user will therefore likely find at least one relevant entity among the results for which she can give positive feedback, refining her query for the next iteration. The result diversity is guaranteed by the properties of maximal aspects that will be shortly described later. The iQbees system relaxes the strict aspect-based retrieval model used in QBEES, focusing more on popular entities that a user may know instead of obscure entities that perfectly match a possible information need.

iQbees and its underlying rankers are based on the structural and statistical properties of the underlying semantic knowledge graph. Such approach is orthogonal to any other approaches using external data or textual features of the entities. Hence, our approach can be easily enriched or combined with other text-based approaches that have been heavily researched before. Our model assumes the correctness and completeness of the data, treating the issue of missing and wrong facts as out of scope of this paper.

II. THE QBEES ASPECT-BASED MODEL

Our system is based on the aspect model that will be very shortly described in this section. The full description of the model can be found in [1].

The first author is also with Polish-Japanese Academy of Information Technology, Warsaw, Poland
A. Knowledge graph

A Knowledge Graph KG is a directed multi-graph that consists of three basic components, a Fact Graph FG, an Ontology Tree O, and a set of type assignment arcs TA connecting the two. Arcs in KG are labelled. We will use the notation relation(arg1, arg2) for any directed arc with label relation in KG that points from node arg1 to arg2.

The Fact Graph FG = (E, F) is a directed multigraph where nodes in E represent entities (e.g., Fryderyk Chopin, Warsaw) and edges in F represent facts about the entities. For example, an arc bornIn(Fryderyk Chopin, Żelazowa Wola) represents the fact that a Polish composer Fryderyk Chopin was born in Żelazowa Wola or hasWonPrize(Max Planck, Nobel Prize in Physics) means that the German scientist Max Planck was a Nobel Prize awardee in Physics.

The Ontology Tree O = (C, S) is a graph where each node (class) c ∈ C represents some type of entities (e.g. person). The class nodes are connected by directed arcs labelled as subclassOf. For instance, subclassOf (composer, musician) indicates that every composer is also a musician. Because the only relation present in this ontology tree in our current setting is the subclassOf relation, it can be also viewed as just a taxonomy of types.

The Type Assignment TA is a set of arcs labelled hasType which connect entities from the Fact Graph and classes from the Ontology Tree. For example the arc hasType (Chopin, composer) means that “Chopin is a composer”.

B. Basic aspects

A basic aspect represents an “atomic property” that describes a specific entity q. In our most general setting, we distinguish three types of basic aspects: fact aspects, relational aspects and type aspects.

1) Fact aspects: are created from the arcs incident with the entity in the fact graph FG that represent a fact concerning this entity. For example: the arc bornIn (Chopin, Poland) induces the fact aspect bornIn (., Poland).

2) Relational aspects: are predicates obtained from arcs that represent facts in the fact graph FG concerning the entity but the remaining argument of a factual aspect is replaced by a free variable . For example, actedIn (., ?) indicates that an entity acted in at least one movie.

3) Type aspects: are obtained similarly as relational aspects but inside the type assignment TA set of edges. It is obtained by replacing the particular entity q in an arc that represents a type with a free variable. Intuitively it represents the type of the entity under consideration. For example, a type arc hasType (Chopin, composer) naturally induces predicates of the form hasType (., composer) that represents the “basic property” of this entity of “being a composer”.

The three kinds of basic aspects can be viewed as forming a 3-level hierarchy, from the most general type aspects to more specific relational aspects (since particular kinds of relations between entities can be bounded only to particular types of entities) to the most specific factual aspects (as being realisations of relational aspects by substituting the free variable with a particular value referring to other entity).

C. Compound aspects

A set of basic aspects is called a compound aspect. For example, a property “being a composer born in Poland”, which consists of two basic aspects - “being a composer” and “being born in Poland”, is represented by a set of two basic aspects, i.e. a compound aspect: {bornIn(., Poland), hasType(., composer)}.

It is easy to see that each entity can be characterised by its set of basic aspects and vice versa – each set of basic aspects represents some set of entities that share it.

For an entity e ∈ E we will henceforth use A_e to denote a set of all basic aspects of e.

We will say that “entity e satisfies a compound aspect A” whenever A ⊆ A_e.

D. Entity set of an aspect

For each basic aspect a_q ∈ A_q, of some entity q, we naturally define its entity set E(a_q) as the set of all entities e ∈ E that share this aspect with q, i.e. contain a_q in their set of basic aspects A_e:

\[ E(a_q) = \{ e \in E : a_q \in A_e \} \]

We extend the above definition of entity set E(a_q) (for a basic aspect a_q) to the concept of entity set E(A) of a compound aspect A as the set of all entities that share all basic aspects in A.

E. Maximal aspects

Let q be a query example and A_q be its set of basic aspects. For any e ∈ E, e ≠ q consider the set of all basic aspects of e common with q, that is A_q = A_e ∩ A_q.

A compound aspect A_q for entity q is called a maximal aspect if and only if it satisfies the following two conditions:

1) it is satisfied by q and at least one entity other than q
2) A_q is maximal wrt inclusion (i.e., extending this set of basic aspects with any more basic aspect of q would violate the first condition).

In other words, the maximal aspects of q are maximal compound aspects satisfied by q and any other entity.

We assume that the concept of maximal aspect is defined with respect to the current content of the underlying semantic knowledge graph.

There may exist multiple different maximal aspects for a given entity.

The definition of maximal aspect for a single entity q extends to a set Q of query entities as follows. For a query entity set Q we say that a compound aspect A_Q is a maximal aspect for Q if and only if it satisfies the following two conditions:

1In some particular practical tasks the general framework can be simplified by reducing the considered types of basic aspects to only fact aspects, for example.
1) it is satisfied by all entities in $Q$ and at least one entity outside $Q$
2) $A_Q$ is maximal wrt inclusion

We introduce the denotation of $E(A_Q)$ as the natural extension of the concept of $E(A_1)$ corresponding to a single entity $q$ to the set of entities $Q$.

To illustrate the maximal aspect concept we will use the following example. Assume an entity set $Q = \{\text{Schwarzenegger, Stallone}\}$ is given. Then, consider two compound aspects for $Q$:

- $A_1 = \{\text{hasType(.ActionMovieActor), livesIn(.USA)}\}$
- $A_2 = \{\text{hasType(.ActionMovieActor), livesIn(.USA), hasType(.MovieDirector)}\}$

If, in the underlying knowledge base, there is at least one entity that is an action movie actor and director living in USA, other than Schwarzenegger and Stallone the first condition of the maximality definition holds. Moreover, if adding any other basic aspect of $Q$ (e.g. additionally being a body-builder) would make the compound aspect satisfied only by the two mentioned entities, the set $A_2$ is a maximal aspect for $Q$ while $A_1$ is obviously not since it subsumes $A_2$.

### F. Diversity-awareness of Maximal Aspects

Maximal aspects have the following two crucial properties:

- (RELEVANCE) any entity that satisfies a maximal aspect is maximally similar (in terms of sharing maximally many basic aspects with the target entities)
- (DIVERSITY) each maximal aspect $A_Q$ represents a different set of entities, i.e. they do not intersect except $Q$.

The last property can be expressed in the form of the following theorem:

**Theorem:** Let $Q$ be a (query) set of entities and $A_Q \neq B_Q$ be two different (non-empty) maximal aspects of $Q$. Then, $E(A_Q)$ and $E(B_Q)$ do not share any entities, except those in $Q$ (i.e. $(E(A_Q) \cap E(B_Q) \setminus Q) = \emptyset$).

**Proof:** Assume, $e \in E(A_Q) \cap E(B_Q)$ for some entity $e \notin Q$. This implies that $e$ shares all the basic aspects from both $A_Q$ and $B_Q$. Let us introduce denotation $C_Q = A_Q \cup B_Q$. Thus, $e$ shares all basic aspects from $C_Q$ which implies that $e \in E(C_Q)$. But, since $A_Q$ and $B_Q$ are different and non-empty, $C_Q$ strictly contains both $A_Q$ and $B_Q$ which would contradict the maximality property of them.

Due to the above theorem, the set of candidate similar entities to be returned is partitioned by the entity sets of maximal aspects. Thus, the maximal aspects model supports diversity of the results, since they are non-redundant (i.e. different maximal aspects imply non-intersecting sets of entities).

### G. Searching with basic QBEES approach

Given a set of query examples, the approach calculates all maximal aspects and generates results from them based on a two-step ranking scheme that first selects the most promising maximal aspect and then the most promising entity that satisfies this maximal aspect. This process is repeated until $k$ results are retrieved. Entities are ranked based on various factors including graph properties (e.g. random-walk based) and importance (popularity). Maximal aspects are ranked based on their size and the popularity of their entities, hence retrieving (and thereby removing) an entity from a maximal aspect changes its score. We adapted the QBEES ranking system that is out of scope of this paper and is described in [1].

### III. Interactive Search with $iQbees$

With $iQbees$, the static search procedure used by QBEES is extended with interactive feedback cycles.

Initially, the user provides an example entity. Then the system then returns an initial list of result entities using the ranking approach. If this answer is not yet perfect, the user can use the returned entities as refinement suggestions and select some of them as positive hints, some of them as negative hints. The system will then exploit this feedback and produce new, hopefully better, results. This interaction cycle proceeds until the user is satisfied with the results.

#### A. Positive feedback and Negative feedback

To shortly explain the mechanism of positive and negative feedback, let’s introduce some ancillary concepts. Let $domain$ be defined as the intersection of compound aspects of all initial entities and all positive feedback entities. Let candidate aspects be defined as the set of compound aspects that are contained in the $domain$. In the basic setting they are exactly maximal aspects contained in the $domain$. In the relaxed variant, that will be described below, candidate aspects are any compound aspects contained in the $domain$.

Filtered candidates are exactly those candidate aspects that are not satisfied by any entity from the negative hint set.

Then, we run the algorithm using filtered candidates only, i.e. only the entities that satisfy filtered candidates can be returned.

#### B. Relaxed Variant of Aspect Selection

The maximal aspect concept proved to perform well in the basic QBEES algorithm [1] where the user provided a set of entities in a “one-shot” mode.

However, in the interactive $iQbees$ approach, if we applied the basic model described above, one can observe the following phenomenon. The more positive feedback entities are provided by the user, the more entities can be potentially returned which is counter-intuitive to the concept of query refinement. This phenomenon is due to the fact, that the more positive examples are provided, the smaller is their aspect intersection ($domain$). As a result, more entities can potentially satisfy such maximal aspect being the intersection of more entities, since it is easier to contain a smaller aspect set than a bigger one. This is counter-intuitive, since providing more positive examples should refine the query intent rather than make it more vague.

Actually, our model can be easily extended to allow for any number of initial query entities. This can be also easily simulated by providing one entity and marking the others as positive feedback. The extension to multi-entity input is planned as a close future work.
Hence, to “correct” such undesirable behaviour, in iQbees we “relax” the original QBEES mechanism by considering (as candidates) all compound aspects contained in the domain instead of considering only maximal aspects contained in the domain as candidates. Such “relaxed”, non-maximal compound aspects are ranked using the base QBEES approach to promote the maximal or near-maximal aspects and only top-k are considered. After this “relaxation” the above phenomenon is removed, i.e. the more positive hints are provided, the fewer entities potentially satisfy (contain) any relaxed compound aspect.

IV. AN EXAMPLE SEARCH SESSION

A working demo application was built as a preliminary proof of concept, and as an experimental platform and to illustrate the approach studied in this paper. It is currently using YAGO [2] as the underlying semantic knowledge base3. By using the demo application a user, interested in a particular entity present in the semantic knowledge graph, can query the graph to find similar entities. User Interface UI of the demo application allows to mark each search result (entity) as relevant or not. This information is used in subsequent queries and allows the user to iteratively refine his initial query until he receives satisfactory results.

A. Preliminary Demo UI

Demo application UI consists of three main parts - Query Input Field, Search Parameters Section and Search Results Section. Query Input Field is a typical text input, where the user can type in the entity name which will be the subject of the query. Search Parameters Section contains UI controls which allow to change the number of expected search results and specific settings of the query algorithm.

Search Results Section, visible after performing the initial and subsequent queries, contains similar entities found in the previously executed query and Feedback Subsection. Each result entity has two buttons labeled “+” and “-”. These buttons are used to mark a particular result entity as positive or negative feedback i.e. relevant or not to the initial user information need. Pressing one of these buttons results in moving the entity to the Feedback Subsection and marking it accordingly as “positive” or “negative” feedback for future searches. Each feedback entity has an additional “show debug” button which displays the set of all basic aspects satisfied by it. Likewise each search result entity has a “show debug” button which displays maximal aspect of query subject satisfied by this particular entity.

The “Calculate” button triggers query execution. The “Fresh Start” button restarts the searching session, clears the initial entity and previous search feedback. Screenshots of available “work in progress UI” are visible in Figures 1 and 2.

B. Example usage scenario

Application user is interested in Arnold Schwarzenegger and entities similar to him in terms of political career. Notice the particular ambiguity of this entity, since it represents also many other aspects, e.g. famous body-builders, action movie actors, directors, etc. Assume the user applies the default search parameters visible in Figure 1 and inputs “Arnold Schwarzenegger” in Query Input Field and clicks the “Calculate” button. The system verifies if “Arnold Schwarzenegger” entity is present in the underlying knowledge graph (demo application requires exact match of the entity name) and starts computing similar entities. After certain amount of time the results are visible in Search Results Section. In the results, among others, the user can see:

• Gray Davis: a former governor of California.
• Dany DeVito: an American actor who acted in a move “Junior” with Schwarzenegger.

User marks Gray Davies as positive feedback and clicks “Calculate” once again. The new result set contains only politicians. The user can further search for similar entities by providing new feedback.

If user eventually decides that entities similar to Arnold Schwarzenegger in terms of political career are not interesting to her, she can start a new searching session by clicking the “Fresh Start” button. This will clear previous search results and return Search Parameters Section settings to default values. User once more inputs “Arnold Schwarzenegger” in Query Input Field and Search Results Section gets populated by previously visible results. This time user marks Gray Davies as negative entity by clicking the “-” button next to it. Once the search is finished a new result set contains mainly actors and movie producers and does not contain any politicians. In the next step user chooses Sandahl Bergman as a positive entity. Sandahl Bergman is an actress who starred in “Conan the Barbarian” and “Red Sonya” together with Schwarzenegger. The final result set contains actors and actresses among whom three actors played in “Conan the Barbarian” (Gerry Lopez, James Earl Jones) and one actress starred in “Red Sonya” (Brigitte Nielsen).

V. EXPERIMENTS

The prototype system has been implemented and is being tested. Besides experimenting with the on-line prototype, we made a preliminary experimental evaluation aiming at an objective comparison of the described variants of our system on publicly available benchmark data.

We used the YAGO semantic knowledge graph [2] as the underlying database. We used data from the INEX 2007 entity track to build a 163-query one-entity gold-standard dataset by mapping Wikipedia pages to YAGO and using list completion topics, following the approach sketched in [1]. Each topic

3 Other semantic knowledge graphs are considered to be used as the underlying databases in our future work.
is provided with a set of relevant entities (called *ground truth*). As the basic back-end, we reused the existing QBEES engine that was extended by positive and negative feedback functionality and ranking all the candidate aspects (not only maximal aspects).

We simulated three simple 2-step strategies of the user. In each scenario the “simulated” user, in step 0, inputs one query entity to the system and then, in step 1, marks one (randomly) selected result entity that is relevant according to the ground truth as “positive” (p), or one (randomly) selected result entity that is irrelevant according to the ground truth as “negative” (n), or both (p+n). We simulate this by marking 1 random relevant or irrelevant entity, respectively.

Each combination of one of the three mentioned strategies (p, n, p+n) and one of the two extensions described above (FEEDBACK for positive and negative feedback, RELAX for additional consideration of non-maximal aspects) was run on each of the 163 one-entity queries. For all settings, we computed average MAP and MNDCG in step 0 and step 1 to measure and compare the performance of the system in each step and each setting. For each query and each setting the procedure of computation of measures is as follows: we run two steps; we remove the selected entities from the ground truth and from both result list; then we calculate measures (MAP, MNDCG) for each step.

The presented experimental evaluation results indicate that in the two examined settings: marking positive (p) and positive and negative (p+n) entities observably improves the quality of the results in the next step (Tables I and III). Interestingly, we also found out that marking only 1 negative entity did not improve the results in the next step (Table II), in this particular experimental setting even if in our on-line experiments the negative feedback functionality seems to improve the results. This issue will be the matter of our further study.

Furthermore, one can observe that the relaxed variant of our approach (i.e. RELAX) performs consistently better than FEEDBACK in this setting.

### VI. Previous and Related Work

The system is based on the *aspect model* described in detail in [1]. An early version of the *iQbees* system (without negative feedback functionality nor relaxation nor experimental evaluation) was presented in a short paper [5] that this paper is a substantial extension of.

Entity search has been considered extensively in the past, with a focus on finding related entities and list completion, and with extensive evaluation campaigns at TREC [6] and INEX [7]. We consider the specific scenario where entities
Fig. 2. Application view with search results visible.

**TABLE I**

THE RESULTS OF THE EXECUTED EXPERIMENTS FOR THE 1-POSITIVE HINT STRATEGY

<table>
<thead>
<tr>
<th>Model</th>
<th>map</th>
<th>mndcg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>step 0</td>
<td>step 1</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.0222</td>
<td>0.0404</td>
</tr>
<tr>
<td>RELAX</td>
<td>0.0386</td>
<td>0.0801</td>
</tr>
</tbody>
</table>

**TABLE II**

THE RESULTS OF THE EXECUTED EXPERIMENTS FOR THE 1-NEGATIVE HINT STRATEGY

<table>
<thead>
<tr>
<th>Model</th>
<th>map</th>
<th>mndcg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>step 0</td>
<td>step 1</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.0485</td>
<td>0.0441</td>
</tr>
<tr>
<td>RELAX</td>
<td>0.0650</td>
<td>0.0615</td>
</tr>
</tbody>
</table>

**TABLE III**

THE RESULTS OF THE EXECUTED EXPERIMENTS FOR THE MIXED (1-POSITIVE AND 1-NEGATIVE) STRATEGY

<table>
<thead>
<tr>
<th>Model</th>
<th>map</th>
<th>mndcg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>step 0</td>
<td>step 1</td>
</tr>
<tr>
<td>FEEDBACK</td>
<td>0.0212</td>
<td>0.0400</td>
</tr>
<tr>
<td>RELAX</td>
<td>0.0396</td>
<td>0.0567</td>
</tr>
</tbody>
</table>
from a knowledge graph are searched. Existing systems usually build on entity similarity measures, exploiting the graph structure (e.g., SimRank [8]), the context of entities in the graph (e.g., Albertoni and De Marino [9]), or additional context outside the graph (e.g., Bron et al. [10], which combines a term-based language model with a simple structural model).

The problem of example-based entity search has been actively studied recently. Yu et al. [11] solve a slightly different problem where entities similar to a single query entity are computed, exploiting a small number of example results. Focusing on heterogeneous similarity aspects, they propose to use features based on so-called meta paths between entities and several path-based similarity measures, and apply learning-to-rank methods for which they require labelled test data. Wang and Cohen [12] present a set completion system retrieving candidate documents via keyword queries based on the entity examples. Using an extraction system additional entities are then extracted from semi-structured elements, like HTML-formatted lists.

Mottin et al. [13], [14] introduce the concept of exemplar queries. Similar to our setting, an example result is used instead of a query. However, the setting in their XQ system is strictly different since it considers examples in the form of a connected subgraph of entities, not single entities, and determines result subgraphs based on their similarity to the query graph. The problem is therefore in some sense easier, as more information can be exploited for identifying query results.

The GQBE system by Jayaram et al. [15] is similar to XQ, but does not use connected subgraphs, but just entities that form a query result as input; the meaningful connections between those entities are explored by the system. Again, the main difference to our system is that we consider only single entities as results, not combinations, and hence have less information for identifying relevant results.

Relevance feedback has seen surprisingly little use in entity search on knowledge bases. Only very recently, Su et al. [16] proposed exploiting relevance feedback for improving results of searching a knowledge graph, but not for entity search. For entity ranking using text or semi-structured information, relevance feedback has been more popular [17].

Diversity-aware entity summarization was originally proposed in [18] and further studied in [19], but we are not aware of any work on entity search that takes diversity into account.

VII. CONCLUSIONS AND FURTHER WORK

We presented iQbees – a prototype interactive approach to the problem of entity list completion based on semantic knowledge graphs. This is an extension of the previously presented QBEES system [1] by adding positive and negative interactive feedback functionality. The prototype of the approach was preliminarily implemented as a proof of concept and demonstration available online. We also presented experimental results that indicate that the proposed approach outperforms on a publicly available benchmark the basic (non-interactive) QBEES system without the feedback functionality.

The future work includes better understanding and modeling of the feedback functionality, in particular negative feedback, and ranking strategies since the current experiments indicate that there is room for improvement in the current model. It is also envisaged to further work on developing the on-line demo in order to improve its functionality and optimise it and to perform more experimental evaluation on other semantic knowledge graphs, e.g. DBpedia.
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Abstract—In this paper are presented classification methods with use of two-dimensional three-state cellular automata. This methods are probabilistic forms of cellular automata rule modified from wide known almost deterministic rule designed by Fawcett. Fawcett’s rule is modified into two proposed forms partially and fully probabilistic. The effectiveness of classifications of these three methods is analysed and compared. The classification methods are used as the rules in the two-dimensional three-state cellular automaton with the von Neumann and Moore neighbourhood. Preliminary experiments show that probabilistic modification of Fawcett’s method can give better results in the process of reconstruction (classification) than the original algorithm.

I. INTRODUCTION

In a classification problem, we wish to determine to which class new observations belong, based on the training set of data containing observations whose class is known. The binary classification deals with only two classes, whereas in a multiclass classification observations belong to one of the several classes. The well-known classifiers are neural networks, support vector machines, k-NN algorithm, decision trees, and others. The idea of using cellular automata (CA) in the classification problem was described by Maji et al. [4], Povalej et al. [7] and recently by Fawcett [1]. Fawcett designed the heuristic rule based on the von Neumann neighborhood (so-called voting rule) moreover, tested its performance on different data sets. Recently, GA was considered as a tool to select CA rules with von Neumann neighbourhood for binary classification problem by Piwonska et al. [6].

Despite the fact that CAs have the potential to efficiently perform complex computations [9]; the main problem is a difficulty of designing CAs which would behave in the desired way. One must not only select a neighborhood type and size, but most importantly the appropriate rule (or rules). In some applications of CAs one can design an appropriate rule by hand (e.g. the GKL rule designed in 1978 by Gacs, Kurdyumov and Levin for density classification task [2]) or can use partial differential equations describing a given phenomenon [5]. Since the number of possible rules is usually huge, this is the extremely hard task, and it is not always possible to select them by hand. Therefore, in the 90-ties of the last century Mitchell et al. proposed to use GAs to find CAs rules able to perform one-dimensional density classification task [3].

In this paper are used rules based on methods of classification like the Fawcett’s [1] method, and new proposed modifications into a probabilistic form of such method. Above rules are applied to the rectangular grid with both neighbourhood types i.e. von Neumann and Moore neighbourhood, and the effectiveness of the modified rules is compared with the effectiveness of the original Fawcett’s rule.

This paper is organized as follows. Section 2 describes two-dimensional CAs and binary classification problem. In section 3 are proposed new CA-based classifier as a modification of the Fawcett’s rule. Experimental results are presented in Section 4. Last section contains conclusions and future works.

II. TWO-DIMENSIONAL CELLULAR AUTOMATA AND BINARY CLASSIFICATION PROBLEM

A two-dimensional CA considered in this paper is a rectangular grid of $N \times M$ cells, each of which can take on $k$ possible states. After determining initial states of all cells (i.e. the initial configuration of a CA), each cell changes its state according to a rule - transition function $TF$ which depends on states of cells in a neighborhood around it. In this paper is considered finite CA with the periodic boundary conditions. This is usually done synchronously, although asynchronous mode is used too. Two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j}^{t}, a_{i,j-1}^{t}, a_{i,j+1}^{t}, a_{i+1,j}^{t})$$

where $a_{i,j}^{t}$ denotes the state of a cell at position $i, j$ in the two-dimensional cellular grid, at time step $t$, and also the Moore neighbourhood (the eight cells around the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The evolution of a CA is usually presented using so-called ‘space-time diagrams’ displaying grid of cells at subsequent time steps, with each state marked with different color.

The square state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$

The state of the data space in classification problem is used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and two types of the neighborhood are commonly used: the von Neumann neighborhood (the four cells orthogonally surrounding the central cell) and can be described as:

$$a_{i,j}^{t+1} = TF(a_{i-1,j-1}^{t}, a_{i,j-1}^{t}, a_{i+1,j-1}^{t}, a_{i-1,j+1}^{t}, a_{i,j+1}^{t}, a_{i+1,j+1}^{t})$$
grid of $N \times M$ cells (in this paper $N \times N$ for the simplicity).
Each of cells can take one of 3 states, classified the state 1 (class 1) and state 2 (class 2) and also unclassified state (class 0). Classifier - the rule of CA will analyze the unclassified cells and changes its states into one of two known.

III. PROPOSED CA-BASED CLASSIFIER 

The classification problem described in [1] is the base of this paper. The rule of CA known as $n_4.V1.$nonstable and presented there was the starting point to create a better classifier. The classification with use this rule is defined as:

- classify as class 0, if class 1 neighbors + class 2 neighbors = 0,
- classify as class 1, if class 1 neighbors > class 2 neighbors,
- classify as class 2, if class 1 neighbors < class 2 neighbors,
- classify as rand({class 1, class 2}), if class 1 neighbors = class 2 neighbors.

The Fawcett’s rule is productive enough for classification problems in little CA grids. This rule was presented in [1] as better than other, but it was tested and compared for only $81 \times 81$ wide CA grid. Therefore, in this paper are proposed modifications of Fawcett’s rule into two patterns: partially and fully probabilistic. A proposed modification should strengthen an original and more accurate classify binary data, specially for large CA grid. The partially probabilistic modification ($n_4.V1.$nonstable_PP) is proposed as follows:

- classify as class 0, if class 1 neighbors + class 2 neighbors = 0,
- classify as class 1, with probability $p(1)$,
- classify as class 2, with probability $p(2)$,

where probability are calculated form classified neighbours in the neighbourhood, i.e.:

$$p(i) = \frac{\text{class } i \text{ neighbors}}{\text{class 1 neighbors}+ \text{class 2 neighbors}}, \quad \text{where } i = \{1, 2\}.$$ 

It means that unclassified cell will change in to one of classified state with probability calculated from known states in the neighbourhood and suitable state.

The full probabilistic modification ($n_4.V1.$nonstable_FP) is proposed as follows:

- classify as class 0, with probability $p(0)$,
- classify as class 1, with probability $p(1)$,
- classify as class 2, with probability $p(2)$,

where probabilities are calculated form each class of neighbours in the neighbourhood, i.e.:

$$p(i) = \frac{\text{class } i \text{ neighbors}}{\text{total classified cells}}, \quad \text{where } i = \{0, 1, 2\}.$$ 

It means that unclassified cell could change in to one of classified state or stay unclassified with probability calculated from states of cells in neighbourhood.

The $n_4.V1.$nonstable rule presented in [1] and newly proposed modifications will be examine on the sinusoidal testing sets (CA grids), shown in the Fig. 1.

In the Fig. 2(b, c and d) one can observe a classification process of the linear goal Fig. 2(a). In the classification was used $n_4.V1.$nonstable rule in CA size: $100 \times 100$. In the first step (see, Fig. 2(b)), 1% cells of known state (classified as class 1 - cells in black state or class 2 - cells in the white state) was randomly chosen from the linear goal. This initial configuration of CA was subject to the classification and the unclassified (cells in the gray state) with the use of $n_4.V1.$nonstable rule (temporary state of CA under classification process, see Fig. 2(c)). After the classification, the obtained result shows Fig. 2(d). The effectiveness of classification in presented example achieved level 93.38% it means that 662 CA cells from 10000 CA cells have an incorrect classification.

Suppose, the $G_{N \times M}$ is the binary matrix of the classification goal. Also, the $F_{N \times M}$ is the binary matrix of the final configuration. The $E_{N \times M} = |G_{N \times M} - F_{N \times M}|$ is the absolute difference between two matrices. Therefore, the Effectiveness (in %) is calculated by the formula: 

$$\text{Effectiveness} = \frac{\sum_{i,j} e(i,j)}{N \times M} \times 100,$$

where $e(i,j) \in E_{N \times M}$. 

Fig. 1. Two-dimensional classifications of sinusoidal goals (examples): $100 \times 100$ (b) and $800 \times 800$ (c).

Fig. 2. An example of classification process with use of $n_4.V1.$nonstable rule in 2D CA with size $100 \times 100$ for linear goal (a), initial configuration of CA - 1% of classified cells (b), temporary CA state - classification in progress (c), final CA state - after classification (d).
IV. EXPERIMENTAL RESULTS

Proposed modifications of Fawcett’s CA rule was tested and compared with original one. The results of analysis for the efficiency of classification are described above. During each test were used $N \times N$ CA, where $N \in \{100, 200, \ldots, 700, 800\}$, according to each of CA rules ($n_4 V_1$ non-stable, and newly proposed: $n_4 V_1$ non-stable PP, $n_4 V_1$ non-stable FP) with the von Neumann and Moore neighbourhood. In the goal, a 99% random states of CA cells was changed into the unclassified. So, only 1% CA cells stayed as classified. Such form of the goal was the initial configuration of CA to classification. After classification (reconstruction of goal) we obtained the finite CA state, and it was compared with the goal CA state; then the differences between both states (incorrect classified CA cells) and next were calculated Effectiveness.

A. An analysis of the incorrect classifications for CA rules.

Classification in CA with the use of the Fawcett’s rule, and new proposed probabilistic modification with von Neumann and Moore neighbourhood was realized in [8] for a linear goal during 1000 tests with above-presented conditions and assumptions. In [8] we can see that the effectiveness grows with the CA size, but it only depends on the fast growing area with the same class of data where the border with the different classes is increasing very slowly. The results showed that in general, the proposed modifications give better results in a classification for a linear goal than the original rule. For von Neumann neighbourhood, it could be observed for higher CA sizes (from 300 to 800) with both modifications in particular partially probabilistic one $n_4 V_1$ non-stable PP, where we can see that the effectiveness of new proposed modifications is better than for the original Fawcett’s rule. Some kind anomaly one can see for CA size equal to 700 $\times$ 700 (see, Table 1 in [8]), where can be observed the best result of classification for the fully probabilistic classifier ($n_4 V_1$ non-stable FP), better than Fawcett’s rule much better than partially probabilistic one. For Moore neighbourhood both modification gives better results for each CA sizes except the size equal to 700 $\times$ 700 where Fawcett’s rule classified effective (see, Table 2 in [8]).

In this paper is presented analysis mentioned above rules for sinusoidal goal (see, Fig. 1) with both von Neumann and Moore neighbourhood.

In the Tab. I one can see the results of classification for a sinusoidal goal in CA with the use of mentioned above three CA rules with Moore neighbourhood for 1000 tests. We can observe that the effectiveness of new proposed modifications is better than for the original Fawcett’s rule for the sinusoidal goal. It could be observed for both modifications (marked in bold), in particular for fully probabilistic one ($n_4 V_1$ non-stable FP), except the tests for CA size equal to 400 $\times$ 400 and 600 $\times$ 600 (the underlined numbers mean the best results in general, from all analysed rules). We can also observe that effectiveness of classification with use of CA with Moore neighbourhood for a sinusoidal goal in much higher than for linear goal, it is easy to see in comparison the incorrect classification from Tab. I and Tab. 2 from [8].

<table>
<thead>
<tr>
<th>CA size $N \times N$</th>
<th>CA rule Fawcett’s</th>
<th>CA rule partially prob.</th>
<th>CA rule fully prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 $\times$ 100</td>
<td>92.7% (725)</td>
<td>94.31% (569)</td>
<td>93.53% (647)</td>
</tr>
<tr>
<td>200 $\times$ 200</td>
<td>97.08% (1019)</td>
<td>97.43% (1028)</td>
<td>97.35% (1061)</td>
</tr>
<tr>
<td>300 $\times$ 300</td>
<td>98.44% (1403)</td>
<td>98.33% (1482)</td>
<td>96.44% (1403)</td>
</tr>
<tr>
<td>400 $\times$ 400</td>
<td>99.99% (2731)</td>
<td>99.99% (2731)</td>
<td>99.99% (2731)</td>
</tr>
<tr>
<td>500 $\times$ 500</td>
<td>99.83% (2513)</td>
<td>99.83% (2513)</td>
<td>99.83% (2513)</td>
</tr>
<tr>
<td>600 $\times$ 600</td>
<td>99.99% (2507)</td>
<td>99.99% (2507)</td>
<td>99.99% (2507)</td>
</tr>
<tr>
<td>700 $\times$ 700</td>
<td>99.99% (2575)</td>
<td>99.99% (2974)</td>
<td>99.99% (2974)</td>
</tr>
<tr>
<td>800 $\times$ 800</td>
<td>99.99% (3259)</td>
<td>99.99% (3246)</td>
<td>99.98% (3342)</td>
</tr>
</tbody>
</table>

For the rule $n_4 V_1$ non-stable FP the difference between number incorrect classification in linear and sinusoidal goal is equal to $\{210, 432, 436, 526, 726, 1008, 1171, 923\}$ for CA sizes $\{100, \ldots, 800\}$, and also for $n_4 V_1$ non-stable PP differences are equal to $\{185, 167, 402, 564, 471, 617, 921, 1086\}$ respectively.

Similar results but not so high, are obtained for classification the sinusoidal goal with this three methods for CA with von Neumann neighbourhood. In the Tab. II one can see the results of classification for a sinusoidal goal in CA with the use of mentioned above three CA rules with von Neumann neighbourhood for 1000 tests. We can observe that the effectiveness of partially probabilistic modification ($n_4 V_1$ non-stable PP) is better than other rules for the sinusoidal goal (marked in bold and underlined). It can be observed for tests realised for most of analysed CA sizes (compare, Tab. 1 from [8] and Tab. II).

The observed highest effectiveness for modification of Fawcett’s rule maybe is not so spectacular, but we should interpret it from the another point of view; it means the number of incorrectly classified CA cells should be analyzed. One can see that the modifications have in general the lowest number of incorrectly classified CA cells than the original rule (see, numbers in bold in Tab. II, Tab. I also Tab. 1 and Tab. 2 from [8]). For example, for the linear goal in the Tab. I for CA size 200 $\times$ 200, the fully probabilistic modi-
Similarly, in Fig. 3(b) can be observed in general the shortest scattering ranges for proposed modification in particular for partially probabilistic modification ($n4_V1_{nonstable FP}$) of CA rule with the use of von Neumann neighbourhood.

For the linear goal, also we can observe the shortest scattering ranges in most cases of CA size, for the proposed new classifiers (see, [8] in particular the Moore neighbourhood).

V. CONCLUSIONS AND FUTURE WORKS

In the paper was presented problem of classification with use of three-state two-dimensional cellular automaton. Among classifiers were analysed the wide known Fawcett’s rule and two proposed probabilistic modifications of such rule. The conducted experiments show the better effectiveness for classification applying a newly proposed classifiers (modifications) to reconstruction goals from state consisted of only 1% classified states. Moreover, the proposed modifications result in a much lower number of incorrectly classified CA cells.

Also, the analysis the data from Tab. I, Tab. II; Table 1 and Table 2 from [8] leads to the conclusion that seems to be a weak relationship between kind of modification and type of CA neighbourhood. For the von Neumann neighbourhood better classifications have obtained for partially probabilistic modification, and for Moore neighbourhood fully probabilistic modification are better.

Moreover, from Fig. 3 and Fig. 2 from [8] ensue in general the shortest scattering range for proposed modifications of Fawcett’s rule than the original one. From that and above conclusions, we can understand that proposed probabilistic classifiers characterized by more accurate and consistent classification.

In the future works the newly proposed rules will also be examined with use of new testing goals like e.g.: parabolic, closed area (circular, square, concave boundary, ...), disjunctive and other. Also, will be analysed the effectiveness of classification depending on the number of unclassified states of CA cells initial configuration.
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Abstract—We discuss several new methods for constructing approximate decision reducts from the rough set theory. We introduce generalized approximate majority decision reducts, which are an extension to standard approximate decision reducts known from literature but with improved calculation performance and complexity. We also discuss the relationship and differences of the new approximate decision reduct notion with so called decision bireducts – another type of approximate decision reducts.
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I. INTRODUCTION

Attribute subset selection plays an important role in knowledge discovery [1]. It establishes the basis for more efficient classification, prediction and approximation models. It also provides the users with a better insight into data dependencies. In this paper, we concentrate on attribute subset selection methods originating from the theory of rough sets [2]. There are numerous rough-set-based algorithms aimed at searching for so called reducts – irreducible subsets of attributes that satisfy predefined criteria for keeping enough information about decisions. Those criteria are verified on the training data and, usually, they encode the risk of miss-classification by if-then decision rules with their antecedents referring to the values of investigated attribute subsets and their consequents referring to decisions.

Original definition of a reduct is quite restrictive, requiring that it should determine decisions or, if data inconsistencies do not allow full determinism, provide the same level of information about decisions as the complete set of attributes. There are a number of approaches to formulate and search for approximate or inexact reducts, which almost preserve the decision information [3]. Approximate reducts are usually smaller than standard ones, providing the basis for learning more efficient classifiers [4], [5].

In our previous work [6] we compared approximate decision reducts based on feature subset quality functions [7], [8] with decision bireducts [9] – another extension to the rough set framework of decision reducts. In short, a decision bireduct is an irreducible feature subset which preserves the information about the decision but only on selected objects from the data set. The feature subset cannot be reduced as well as the object subset cannot be further expanded without violating the decision functional dependence.

In this article we show new methods for calculating approximate decision reducts based on generalized majority decision (GMD) function. The concept of GMD function might be considered as an modification to a very well known concept of generalized decision function known from the rough set theory. We also consider a few variations of decision rule-based classifiers induction from the discussed approximate decision reducts. We introduce the concept of exception decision rules which are created during the reduct calculation process. The use of exception rules can be helpfull in case we need to construct simplified decision models [10] and preserve more information about the original data set. We also explain the relationship of the proposed methods to the notion of decision bireducts and propose a new algorithm for decision bireducts calculation based on GMD function.

The remainder of this paper is organized as follows. Section II briefly describes the concept of generalized decision function. In Section III we explain approximate decision reducts. In Sections IV and V we present a new definition of approximate decision reducts and show new algorithms in Section VI. In Section VII we introduce the concept of exception decision rules. In Section VIII we show relationship to the decision bireducts and a new way of decision bireduct calculation. Finally, we show experiment results in Section IX and conclude our work in Section X.

II. DECISION REDUCTS AND GENERALIZED DECISION

We use the standard notion of a decision system to represent data [2]. By a decision system we mean a tuple \( k = (U, A \cup \{d\}) \), where \( U \) is a set of objects and \( A \) is a set of attributes and \( d \notin A \) is a distinguished decision attribute. For simplicity, we refer to the elements of \( U \) using their ordinal numbers \( i = 1, ..., |U| \), where \(|U|\) denotes the cardinality of \( U \). We treat attributes \( a \in A \) as functions \( a : U \to V_a \), \( V_a \) denoting \( a \)'s value domain. The values \( v_d \in V_d \) correspond to decision classes that we want to describe using the values of attributes in \( A \). Each subset \( B \subseteq A \) partitions the space \( U \) into equivalence classes. For such a division we get the partition space denoted as \( U/B = \{E_1, ..., E_t\} \) where \( E_t \subseteq U \). Each equivalence class is defined as \( E_t = \{x \in U : B(x) = v_t\} \) where \( v_t \) is a vector of values on attributes \( B \). We will further refer the set of objects with particular decision \( k \) as \( X_k \).

Definition 1. We say that \( B \subseteq A \) is a decision reduct for \( k = (U, A \cup \{d\}) \) if and only if it is an irreducible subset.
of features such that each pair \( i, j \in U \) satisfying inequality \( d(i) \neq d(j) \) is discerned by \( B \).

Definition 1 works well in case of consistent decision tables, however in case of inconsistent data no attribute reduction is possible, in fact, even the whole attribute set \( A \) cannot be considered to be a decision reduct itself. There are many alternative definitions of decision reducts that could be applied to inconsistent decision tables, e.g., subsets of features that preserve the same positive region as the full set of attributes. Another example could be a decision reduct based on generalized decision function [2]:

**Definition 2.** For a given decision table \( \mathcal{A} = (U, A \cup \{d\}) \), we say that a generalized decision function is a function \( \partial_d : \mathcal{P}^2 V \to \mathcal{P} \) defined as follows:

\[
\partial_d(E) = \{ k : X_k \cap E \neq \emptyset \}
\]

The cardinality of a generalized decision function is to be used to express the level of inconsistency in describing decision attribute by subsets of features. In particular, if \( |\partial_d([x]_A)| = 1 \), for any \( x \in U \), then the decision table \( \mathcal{A} = (U, A \cup \{d\}) \) is said to be consistent. Otherwise it is inconsistent. The example of a generalized decision is presented in Table I in column denoted as \( \partial_d([x]_A) \).

**Definition 3.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) be given. We say that \( B \subseteq A \) is a \( \partial \)-decision superreduct if and only if the following condition holds:

\[
\forall x \in U \partial_d([x]_B) = \partial_d([x]_A)
\]

We say that \( B \) is a \( \partial \)-decision reduct if and only if it is a \( \partial \)-superreduct and none of its proper subsets satisfy the above condition.

### III. Foundations of Approximate Reducts

There are a variety of methods of searching for approximate decision reducts (e.g. [11], [12], [13]). The criteria usually include formulas for functions measuring degrees of decision information induced by subsets of features and thresholds for those functions’ values specifying which subsets of attributes are good enough. The choice of functions may depend on the nature of particular data sets and methods of learning classifiers based on reduced sets of attributes. In order to follow the filter approach to feature subset selection, we need to design some measures that evaluate particular feature subsets in the selection process. From this point of view, the rough set literature may be regarded as a source of measures that draw correspondence between feature subsets and rule-based classifiers corresponding to those subsets, where each subset of attributes \( B \subseteq A \) yields a set of decision rules based on all combinations of its values in \( U \) and the consecutive value is chosen according to some criteria.

Let us define a measure \( F : P(A) \to \mathbb{R} \) which evaluates the degree of influence \( F(B) \) of subset \( B \subseteq A \) in \( d \). Then one can decide which features may be removed from \( A \) without significant loss of accuracy.

**Definition 4.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) and approximation threshold \( \varepsilon \in [0, 1] \) be given. We say that \( B \subseteq A \) is an \((F, \varepsilon)\)-approximate decision reduct if and only if it satisfies the following condition:

\[
F(B) \geq (1 - \varepsilon)F(A)
\]

and none of its proper subsets \( C \subseteq B \) does it.

There are many examples how function \( F \) can be defined. Let us focus on two examples. The first is *Majority* measure (further denoted as \( M \)), proposed in [7]:

\[
M(B) = \sum_{E \in U/B} \frac{|E|}{|U|} \max_{k \in V_d} \frac{|X_k \cap E|}{|X_k|}
\]

The function \( M \) points to a decision value that appears the most frequently within a particular equivalence class \( E \). It means that if we need to decide which decision should be attached to objects from a particular class, then we always choose the most frequent decision that was observed in the training data. Based on the measure \( M \), one could generate decision rules for which the rules’ right sides are the most frequent decisions for \( E \in U/B \). Another example of \( F \) refers to a Bayesian extension of the classical rough set model, where rules induced by a given subset of attributes are pointing at the decision classes which become maximally frequent comparing to their overall occurrence in the data. This function called *Relative information gain* measure (further denoted as \( R \)) was proposed in [8]:

\[
R(B) = \frac{1}{|V_d|} \sum_{E \in U/B} \max_{k \in V_d} \frac{|X_k \cap E|}{|X_k|}
\]

In our research the permutation based REDORD algorithm introduced in [14] is used as a baseline algorithm (see Algorithm 1).

**Algorithm 1** Permutation-based \((F, \varepsilon)\)-REDORD Algorithm

**Input:** \( \mathcal{A} = (U, A \cup \{d\}), \varepsilon \in [0, 1], \sigma : \{1, \ldots, n\} \to \{1, \ldots, n\}, n = |A| \)**

**Output:** \((F, \varepsilon)\) approximate decision reduct \( B \subseteq A \)

1. \( B \leftarrow A \)
2. for \( i = 1 \rightarrow n \) do
3.   if \( F(B \setminus \{a_{\sigma(i)}\}) \geq (1 - \varepsilon)F(A) \) then
4.     \( B \leftarrow B \setminus \{a_{\sigma(i)}\} \)
5.   end if
6. end for
7. return \( B \)

### IV. Generalized Majority Decision Reducts

Approximate decision reducts calculation methods allow some level of interaction with users designing decision models. However, this interaction is only limited to a single parameter describing the degree of approximation that refers to the allowed overall misclassification rate of a decision model. What is more restricting is that the decision model based on
approximate decision reduct is always pointing to majority
decision within particular equivalence classes. We would like
to give the user the ability to decide about the decision
classes distribution within each E. Based on the idea of gen-
eralized decision we formulate generalized majority decision
(described in this section) and generalized approximation ma-
jority decision concepts. The approximate version is described
in the next section.

**Definition 5.** For a given decision table \( \mathcal{A} = (U, A \cup \{d\}) \), we
say that a generalized majority decision function is a function
\( m_d : 2^U \to 2^{\mathcal{A}} \) as follows:

\[
m_d(E) = \{ k : |X_k \cap E| = \max_i (|X_i \cap E|) \} 
\]

Generalized majority decision function reflects the choice of
most frequent decision classes within subsets \( E \subseteq U \).
In Table 1 we present an example of generalized decision and
generalized majority decision attributes denoted \( \partial_d([x]_A) \) and
\( m_d([x]_A) \) respectively.

**Table 1**

<table>
<thead>
<tr>
<th>Id</th>
<th>a1</th>
<th>a2</th>
<th>a3</th>
<th>a4</th>
<th>a5</th>
<th>( \partial_d([x]_A) )</th>
<th>( m_d([x]_A) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x5</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>x7</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>(1,1)</td>
<td>(1,1)</td>
</tr>
<tr>
<td>x8</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>x9</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>x10</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>x11</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>x12</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>x13</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(1,1)</td>
<td>(1,1)</td>
</tr>
<tr>
<td>x14</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(0,1,2)</td>
<td>(1,2)</td>
</tr>
</tbody>
</table>

In case of consistent decision tables \( |m_d([x]_A)| = 1 \). In case of
inconsistent decision tables the cardinality of \( m_d([x]_A) \) will
be greater than one only in a case of an equivalence class with
more than one equally distributed decision values. However, let
us notice that one could be interested in calculating \( m_d([x]_B) \)
for any subset of features \( B \subseteq A \) containing the smaller
number of attributes. In such case the equivalence classes are
relatively large, and equal frequencies of decision values are
more common.

**Definition 6.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) be given. We say that
\( B \subseteq A \) is an \((m,=)\)-decision superreduct if and only if the
following condition holds:

\[
\forall x \in U \ m_d([x]_B) = m_d([x]_A) 
\]

We say that \( B \) is an \((m,=)\)-decision reduct if and only if it is
an \((m,=)\)-superreduct and none of it proper subsets satisfy
the above condition.

**Proposition 1.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) be given. If \( B \subseteq A \) is
an \((m,=)\)-decision superreduct, then:

\[
\forall x \in U \ m_d([x]_A) \neq m_d([y]_A) \Rightarrow \exists a \in B a(x) \neq a(y) 
\]

**Proof:** First let us notice that we can transform the above
equation to the following form:

\[
\forall x \in U \ m_d([x]_A) = m_d([y]_A) \Rightarrow m_d([x]_A) = m_d([y]_A) 
\]

Let us consider any \( x, y \) such that \( \forall a \in B a(x) = a(y) \). We
need to show that \( m_d([x]_A) = m_d([y]_A) \). Based on Definition
(6) we know that \( m_d([x]_A) = m_d([x]_B) \) and that \( m_d([y]_A) =
\ m_d([y]_B). \) Because \( [x]_B = [y]_B \), then \( m_d([x]_B) = m_d([y]_B) \),
this also \( m_d([x]_A) = m_d([y]_A) \). Let us take any \( x \in U \).
We need to show that \( m_d([x]_B) = m_d([x]_A) \). Let us take
any \( v \in m_d([x]_A) \). We need to show that \( v \in m_d([x]_B) \).
If \( v \in m_d([x]_A) \), then based on Equation (9) we have
\( v \in m_d([-x]_A) \) for all \( y \in [x]_B \). This means, that \( v \) has
maximal frequency among all decision classes for all \( A-
indiscernibility classes contained in \([x]_B \). This means that is
also has maximum frequency in \([x]_B \). Thus:

\[
m_d([x]_B) \subseteq m_d([x]_A) 
\]

always holds.
In Proposition (3) we will show that if the intersection of
\( m_d([y]_A) \) set for all \( y \in [x]_B \) for a given \( x \in U \) is not empty,
then the following holds:

\[
m_d([x]_B) \subseteq m_d([x]_A) 
\]

Based on Equation (9) we know that this intersection is
nonempty. Based on Equations (9) and (10) we have

\[
m_d([x]_B) = m_d([x]_A) 
\]

Let us propose also another method of using the \( m_d \)
function to define attribute reduction criteria, where we are not
interested in the full discernibility with regard to the symbolic
representation of generalized majority decision but we apply
a weaker condition.

**Definition 7.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) be given. We say that
\( B \subseteq A \) is an \((m,\subseteq)\)-decision superreduct if and only if the
following condition holds:

\[
\forall x \in U \ m_d([x]_B) \subseteq m_d([x]_A) 
\]

We say that \( B \) is an \((m,\subseteq)\)-decision reduct if and only if it is
an \((m,\subseteq)\)-superreduct and none of it proper subsets satisfy
the above condition.

The following result emphasizes the importance of Defini-
tion 7.

**Proposition 2.** Let \( \mathcal{A} = (U, A \cup \{d\}) \) be given. \( B \subseteq A \) is
an \((m,\subseteq)\)-decision superreduct if and only if the following
condition holds:

\[
M(B) = M(A) 
\]
Let us further notice that Definition 7 is more flexible than Definition 6 and it usually allows more attribute reduction.

**Proposition 3.** Let $\mathcal{A} = (U, A \cup \{d\})$ be given. $B \subseteq A$ is an $(m, \subseteq)$-decision superreduct if and only if:

$$\bigwedge_{x \in U} \bigcap_{y \in [x]_B} m_d([y]_A) \neq \emptyset$$  \hspace{1cm} (15)

**Proof:** Let us take any $x \in U$ and let us consider all objects $y \in [x]_B$. We know that:

$$\bigwedge_{y \in [x]_B} m_d([y]_B) \leq m_d([y]_A)$$  \hspace{1cm} (16)

Because $y \in [x]_B$, then $[y]_B = [x]_B$. Thus:

$$\bigwedge_{y \in [x]_B} m_d([x]_B) \leq m_d([y]_B)$$  \hspace{1cm} (17)

and therefore:

$$\bigwedge_{y \in [x]_B} m_d([x]_B) \leq \bigcap_{y \in [x]_B} m_d([y]_A)$$  \hspace{1cm} (18)

Thus, $\bigcap_{y \in [x]_B} m_d([y]_A)$ cannot be empty. Let us take any $x \in U$ and let us consider all objects $y \in [x]_B$. Because, we know that:

$$\bigcap_{y \in [x]_B} m_d([y]_A) \neq \emptyset$$  \hspace{1cm} (19)

we also know that there exists such $v$ that $v \in m_d([y]_A)$ for every $y \in [x]_B$. By Definition (5) we know that $v$ must be one of the most frequent decision values on all equivalence classes $[y]_A$ such that $y \in [x]_B$. This is because $[x]_B$ is a sum of some disjoint blocks $E \in U/A$, which are represented by $[y]_A$. For that reason it must be also one of the most frequent values in the whole $[x]_B$ i.e. $v \in m_d([x]_B)$. For any other decision $v'$ contained in $m_d([x]_B)$, it would have to be as frequent in $[x]_B$ as the decision value $v$. But if would require for $v'$ to be as frequent as $v$ in all blocks $E_A \in U/A, E_A \subseteq E_B$. Thus, it would be also $v' \in m_d(E_A)$ for all such blocks. In particular we would have:

$$m_d([x]_B) \leq m_d([x]_A)$$  \hspace{1cm} (20)

**Proposition 4.** Let $\mathcal{A} = (U, A \cup \{d\})$ be given. $B \subseteq A$ is an $(m, \subseteq)$-decision superreduct if and only if:

$$\bigwedge_{x \in U} \bigcap_{y \in [x]_B} m_d([y]_A) = m_d([x]_B)$$  \hspace{1cm} (21)

Let us illustrate the difference between $(m, \subseteq)$- and $(m, =)$-decision reducts. Let us consider a decision table presented in Table II. All three objects have exactly the same values on feature subset $B$ but different values on attribute $a$. According to definition of $(m, =)$-decision reduce attribute $a$ cannot be removed. $(m, =)$-decision reduce requires that generalized majority decision sets are exactly the same for merged equivalence classes. In case of $(m, \subseteq)$-decision reduce this attribute can be removed as it requires only set inclusion.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$a$</td>
<td>$m_d([x]_B)$</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>(0,1)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>(0,1,2)</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>(0,2)</td>
</tr>
</tbody>
</table>

V. GENERALIZED APPROXIMATE MAJORITY DECISION

The generalized majority decision function points only to a single most frequent decision for a given equivalence class. Its drawback is that it does not keep any information about minority decision classes and there is no way to control the threshold how much information about the minority decision classes should be maintained. We propose to determine this threshold based on decision class distribution within equivalence classes and a level of approximation given by the user.

Let us introduce a definition of generalized approximate majority decision function. In comparison to Equation 1 we include not only the most frequent decision values but also those which are almost as frequent as the majority decision values. We express this statement by introducing a threshold parameter $\varepsilon$ that controls the ratio between allowed decision values and the majority decision.

**Definition 8.** For a given decision table $\mathcal{A} = (U, A \cup \{d\})$ and approximation threshold $\varepsilon \in (0, 1)$, we say that a generalized approximate majority decision function is a function $m_\varepsilon : 2^U \rightarrow 2^{U/A}$ defined as follows:

$$m_\varepsilon(E) = \{k : |X_k \cap E| \geq (1 - \varepsilon) \max_j |X_j \cap E|\}$$  \hspace{1cm} (22)

**Proposition 5.** For $\varepsilon = 0$ and $\varepsilon \rightarrow 1^-$ we have:

$$\bigwedge \{m_\varepsilon(E) = m_d(E) \}$$  \hspace{1cm} (23)

Let us propose an alternative way of the attribute reduction based on the new concept of $(m^\varepsilon, \cap)$-decision reduct and generalized decision set intersections. Let us further notice that this approach is equivalent to the previous one for $\varepsilon = 0$.

**Definition 9.** Let $\mathcal{A} = (U, A \cup \{d\})$ be given. We say that $B \subseteq A$ is an $(m^\varepsilon, \cap)$-decision superreduct if and only if:

$$\bigwedge_{x \in U} \bigcap_{y \in [x]_B} m_\varepsilon([y]_A) \neq \emptyset$$  \hspace{1cm} (24)

We say that $B$ is an $(m^\varepsilon, \cap)$-decision reduce if and only if it is an $(m^\varepsilon, \cap)$-decision superredact and none of it proper subsets satisfy the above condition.

**Proposition 6.** Let $\mathcal{A} = (U, A \cup \{d\})$ be given. The following holds for every subset $B \subseteq A$:

$$\bigwedge_{x \in U} \bigcap_{y \in [x]_B} m_\varepsilon([y]_A) \subseteq m_\varepsilon([x]_B)$$  \hspace{1cm} (25)

Let us introduce a definition of threshold based on decision class distribution within equivalence classes. In case of $(m, \subseteq)$-decision reduce this attribute can be removed as it requires only set inclusion.
Let us notice that in case of Proposition 2 we have the equivalence between of $B \subseteq A$ being an $(m, \subseteq)$-decision reduct and given the equality $M(B) = M(A)$, whereas in case of Proposition 7 and $(m^*, \cap)$-decision reduct we have only the implication. In the traditional decision rule induction approach one can use contents of a decision table and the set of attributes $B$ to induce decision rules. Similarly, decision rules calculated with respect to the generalized majority decisions take such a form that the ascendants are based on values of $B$ over objects $x \in U$ but consequents point at disjunctions of possible decisions belonging to $m^*_B(E)$. For example, let us consider objects $\{x_8, x_9, x_{10}, x_{11}, x_{12}\}$ from Table I. Based on these objects we can produce the following decision rule:

$$a_1 = 1 \land a_2 = 1 \land a_3 = 2 \land a_4 = 1 \Rightarrow d = 1 \lor d = 2$$

It is important to note that such a rule could be rewritten as two separate rules, both having the same support and confidence:

$$a_1 = 1 \land a_2 = 2 \land a_3 = 2 \land a_4 = 1 \Rightarrow d = 1$$
$$a_1 = 1 \land a_2 = 2 \land a_3 = 2 \land a_4 = 1 \Rightarrow d = 2$$

In fact all decision values belonging to generalized approximate majority decision set are treated as equally distributed within a particular equivalence class. Moreover, all decision rules based on this equivalence class are considered to have equal quality support and confidence.

VI. HEURISTIC SEARCH FOR APPROXIMATE REDUCTS

The above results could be utilized in a procedure for attribute reduction. First we calculate generalized majority decision for the whole attribute set $A$. Next we can remove the attribute $a$ whenever the Equality 23 is satisfied. This means that if the intersection of all generalized decision of smaller equivalence classes induced by $B \cup \{a\}$ is nonempty we can remove attribute $a$ without a significant loss of information. Algorithm 2 presents the procedure that utilizes Reduce function described in Algorithm 3. In Table III and Table IV we give brief examples of attribute removal tries, the unsuccessful and successful, respectively.

### Table III
**Impossible removal of attribute $a_2$**

<table>
<thead>
<tr>
<th>Id</th>
<th>$a_1$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$m^*_B([x_0])$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1 \ldots x_4$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>[0,1]</td>
</tr>
<tr>
<td>$x_5 \ldots x_7$</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>[0,1]</td>
</tr>
<tr>
<td>$x_8 \ldots x_{12}$</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>[1]</td>
</tr>
<tr>
<td>$x_{13} \cup x_{14}$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>[...{1} ∩ {0} = 0]</td>
</tr>
</tbody>
</table>

Let us focus on decision rules that could be generated before and after removal of attribute $a_1$ based on objects $\{x_5, x_6, x_7\}$ Before removal of attribute $a_1$ that rules are as follow:

$$a_1 = 3 \land a_2 = 3 \land a_3 = 1 \land a_4 = 2 \Rightarrow d = 0 \lor d = 1$$
$$a_1 = 2 \land a_2 = 3 \land a_3 = 1 \land a_4 = 2 \Rightarrow d = 1$$

After removal of attribute $a_1$:

$$a_2 = 3 \land a_3 = 1 \land a_4 = 2 \Rightarrow d = 1$$

From this perspective we can understand the described procedure as creating a low approximation of decision rules generated on the whole attribute set.
Table IV
SUCCESSFUL REMOVAL OF ATTRIBUTE A1

| Id | a2 | a3 | a4 | mε(|x|B) |
|----|----|----|----|---------|
| 1  | 1  | 2  | 2  | [0,1] ✓   |
| 2  | 3  | 1  | 2  | 0,1) ✓   |
| 3  | 2  | 1  | 1  | [1,2] ✓   |

VII. APPROXIMATE DECISION REDUCTS WITH EXCEPTIONS

Let us propose another way of expressing levels of allowed inconsistency in the decision model. We introduce a new approximation threshold φ that relates to the maximal ratio of objects that can be misclassified. By analogy, we introduce a new definition of (mφ, γ)-decision reduct which utilizes the generalized majority decision function.

**Definition 10.** Let φ ∈ [0, 1) and γ = (U, A ∪ {d}) be given. Subset B ⊆ A is an (mφ, γ)-decision superreduct if and only if there exists subset X ⊆ U satisfying inequality |X| ≥ (1 − φ)|U|, such that the following condition holds:

\[ \forall x \in X \ \sum_{y \in [X]_A \cap x} m_d([y]|A) \neq \emptyset \]  \quad (26)

We say that B is an (mφ, γ)-decision reduct if and only if it is an (mφ, γ)-decision superreduct and none of its proper subsets satisfy the above conditions.

The idea behind (mφ, γ)-decision reducts B ⊆ A is to cover sufficiently the data set with decision rules constructed using attributes in B and provide a comparable level of information to decision rules constructed using all features from A. If B ⊆ A is an (mφ, γ)-decision superreduct, then there exists a subset X ⊆ U satisfying inequality |X| ≥ (1 − φ)|U| and condition (26) such that X is definable by A, which means that X is the set-theoretic sum of some equivalence classes of U/A.

**Proposition 8.** If B ⊆ A is an (mφ, γ)-decision superreduct, then the following inequality holds:

\[ M(B) \geq M(A) - \phi \]  \quad (27)

Let us notice that we could combine definitions of (mφ, γ)-decision reduct with (mε, γ)-decision reduct and formulate a combined definition of (mφ, mε, γ)-decision reduct. For simplicity, we will further assume that ε = 0.

In Section IV we discussed an example showing that the attribute A2 cannot be removed. This was due to the fact that objects x13 and x14 have an empty intersection of their generalized majority decision sets. In other words, there was only one object that was blocking the algorithm from reducing the number of features. If we removed either object x13 or object x14 from the discussed decision table the reduction would be possible but we would also lose some information.

Exception rules allow us to reduce the number of features and at the same time to save additional information about lost objects. Let us focus on Tables V and VI where we again consider the same example but this time we can remove attribute A2. We create the following exception rule (supported only by one object ([x14])) but with confidence = 1.0)

\[ A_2 = 2 \land A_2 = 1 \land A_3 = 1 \land A_4 = 1 \Rightarrow d = 0 \]

In the next step we try to remove another attribute, again if some objects do not allow attribute removal we can remove them and save in form of exception rules, remembering that no more than φ · |U| objects can be removed in total. This procedure is presented as Algorithm 4.

During the classification phase, the exception rules are always searched in the first place. If a proper exception rule is available, the attribute is removed and no additional object processing is needed. If there is no proper exception rule, the algorithm proceeds as usual.
Table V
SUCCESSFUL REMOVAL OF ATTRIBUTE a2

<table>
<thead>
<tr>
<th>Id</th>
<th>a1</th>
<th>a3</th>
<th>a4</th>
<th>m^2([x]B)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>{x1, ..., x4}</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>[0,1]</td>
<td>✓</td>
</tr>
<tr>
<td>{x5, x6}</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>[0,1]</td>
<td>✓</td>
</tr>
<tr>
<td>{x7}</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>{x8, x12}</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>[1,2]</td>
<td>✓</td>
</tr>
<tr>
<td>{x13, x14}</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>[1]</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table VI
STATE AFTER REMOVAL OF ATTRIBUTE a2 – OBJECT x14 WAS REMOVED

<table>
<thead>
<tr>
<th>Id</th>
<th>a1</th>
<th>a3</th>
<th>a4</th>
<th>m^2([x]B)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>{x1, ..., x4}</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>[0,1]</td>
<td></td>
</tr>
<tr>
<td>{x5, x6}</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>[0,1]</td>
<td></td>
</tr>
<tr>
<td>{x7}</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{x8, x12}</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>[1,2]</td>
<td></td>
</tr>
</tbody>
</table>

found, we do not search any other rules related to this reduct, i.e., any shorter more general rule that had been created in the subsequent stages of the learning process.

VIII. BIREDUCTS AND GENERALIZED MAJORITY DECISION

The first formulation of decision bireducts occurred in [9], [6], where their Boolean characterization was described and a simple ordering algorithm aimed at their heuristic extraction from data was proposed by an analogy to classical decision reducts. The motivation to introduce decision bireducts was to allow for explicit analysis whether classifiers that use different selected subsets of attributes do not repeat classification mistakes on the same objects in the training data set. Experiments reported in [9] show that diversification of subsets of attributes with this respect may be important in practice.

Definition 11. Let \( \mathcal{A} = (U, A \cup \{d\}) \) and subsets \( B \subseteq A \), \( X \subseteq U \) be given. We say that \( B \) determines \( d \) within \( X \), further denoted as \( B \Rightarrow_X d \), if and only if \( B \) discriminates all pairs \( u_i, u_j \in X \) such that \( d(u_i) \neq d(u_j) \). Further, we say that the pair \( (X, B) \) is a decision bireduct if and only if the following holds:

1. There is \( B \Rightarrow_X d \).
2. There is no proper subset \( B' \subseteq B \) such that \( B' \Rightarrow_X \exists d' \).
3. There is no proper superset \( X' \supseteq X \) such that \( B \Rightarrow_{X'} d' \).

The original ordering algorithm to calculate a decision bireduct for a given data set is presented in Algorithm 5. It is recalled here as a reference point to a modified version of the algorithm (presented as Algorithm 6) that works with equivalence classes instead of single objects and with generalized majority decision intersections constraint instead of the original discernibility condition.

A major difference of the ordering algorithm for decision bireducts extraction, compared to the ordering algorithms obtaining decision reducts (reduction on attributes only, e.g., Algorithm 2), can be observed in the main loop iterating on both the attributes and the objects at the same time. An appropriate action is taken, i.e., either removal of unnecessary attribute or addition of an object to the result, on base of a given condition for the generalized majority decisions intersections.

It is worth to notice that the reduct and bireduct versions of the generalized majority decision algorithms are not equivalent, i.e., there exist data sets for which certain results can be obtained only by one of the methods.

As an example, let us consider the following fragment of a decision table. All presented objects have the same values on feature subset \( B \) and the specified values on attributes \( a \) and
Algorithm 7 Test function used by Algorithm 6.

1: function Test\text{\textsuperscript{test}}(X \subseteq U^{m_4}, B \subseteq A)
2: \quad X_{Test} \leftarrow \emptyset
3: for all \quad EquivalenceClasses \quad e \in X \ do
4: \quad v \leftarrow \text{Remove}(\text{GetInstance}(e), A \setminus B)
5: \quad e_{tmp} \leftarrow \text{Find}(X_{Test}, v)
6: \quad if \quad e_{tmp} \neq \text{NULL} \ then
7: \quad \quad DEC \leftarrow \text{GetDec}(e_{tmp}) \cap \text{GetDec}(e)
8: \quad \quad if \quad |DEC| > 0 \ then
9: \quad \quad \quad \text{SetDec}(e_{tmp}, DEC)
10: \quad \quad else
11: \quad \quad \quad \text{return} \ false
12: \quad \quad end if
13: \quad \quad else
14: \quad \quad \quad \text{AddEquivalenceClass}(X_{Test}, e)
15: \quad \quad end if
16: \quad end for
17: \quad return \ true
18: end function

We have presented several new methods for calculating approximate decision reducts. All of presented methods are based on the generalized majority decision function and the concept of analyzing intersections between generalized majority decision sets. We consider new methods to be more flexible in expressing the user preferences to control the distribution of decision classes inside each equivalence class. The presented methods are also less computationally expensive in comparison to the standard methods for approximate decision reducts, as they allow, in most situations, a quicker test for attribute removal. We have also presented the idea of constructing a decision rule-based classifier that use a special type of rules referred as exceptions. These rules are produced during the decision model construction and allow constructing models with a reduced dimensionality but with information about original training data preserved. We have experimentally validated our propositions and algorithms. Results show that
the new way of constructing approximation decision reducts have very comparable accuracy but is less computationally complex. Last but not least, we compared our method with bireduct framework and proposed new method for bireduct calculation based on the generalized majority decision set intersections. We plan to analyze the last method more deeply in the nearest future.
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Abstract—Patent analysis is useful to understand the trends of technological problems and develop strategies for technologies. Here patent classification is a method to support the analysis. The purpose of this study is to propose a method for patent classification, with the use of hierarchical clustering based on the structural similarity of problems to be solved. The structural similarity can be calculated with case vectors based on predicate-argument structures of the contents of the patents. The interview survey indicated that this classification plays an essential role in analogical problem solving, by allowing visualization of similar technological problems.

I. INTRODUCTION

In companies, it is important to understand the trends of technological problems by analyzing patents. By this, they learn to improve strategies for the development of technologies. Classification symbols have been used for classifying patent documents in patent analysis. Patent examiners use them to search similar patent documents written in different technical words or languages. The classification symbols are updated manually by experts. For improving the efficiency, a method to classify patents automatically based on the semantic content is required.

A patent map, a model of patent visualization, is also a method of patent classification. Here patent information is collected for a specific purpose of use and depicted in a visual form of presentation such as a chart, matrix, graph, or table. Fig. 1 shows an example of a patent matrix map [1].

As can be seen from Fig. 1, a patent map is mainly produced to grasp its technology trends by gathering related patent information of target technology fields. However, it cannot be identified at a glance which patent documents are contained in each cluster. Also, the target technology fields have been specified manually by experts.

Analogy is the process toward understanding and solving the problem from the relation between the knowledge base (sometimes called the source) and the target problem. Finding the relationship between the base and the target can be useful for patent analysis. According to the structure mapping theory [2], there are two kinds of similarities: superficial similarity and structural similarity. Superficial similarity is characterized by elements contained in the target concept and the base concept. Structural similarity is characterized by the primary or higher-order relationships between elements included in them. MAC / FAC model has been proposed as a model to search common elements between the base and the target based on the superficial similarity, and to assess the validity of the reasoning by evaluating the structural similarity [3].

In this study, to support the creation of technical development strategy, we proposed a method for clustering to find a relationship between patent documents and classifying them, based on the structural similarity of texts expressing technological problems to be solved by invention. In addition, we proposed a method of visualization of patent documents to grasp technological problems of patent documents in each cluster at a glance.

This work was supported by CREST, Japan Science and Technology Agency. This paper has been accomplished under collaborative research project with Toppan Forms, Tokyo, Japan.
II. RELATED WORK

A. Extraction of Technological Problems by Clustering

A previous study proposed a method of extracting a topic by automatic classification of newspaper articles [4]. This method composes a document vector by using the frequency of each noun in the document as features and extracts the topic by performing hierarchical clustering. However, when the similarity between two documents is calculated by the frequency of each noun in the documents, a document including different words with the same structure can be regarded to be dissimilar. Therefore, using the frequency of each noun yields superficial similarity, not structural similarity. However, there is a possibility that a new topic of technological problems can be found by gathering technological problems with the same structure. Therefore, we considered both the superficial similarity and the structural similarity and represented the feature amount of patent document. This enables us to make clusters based on MAC / FAC Model, a human analogy model.

B. Conversion to a First-order Predicate Logic Formation

For supporting analogy, it is necessary to consider both structural and superficial similarities, not only for construction of sentence vectors but also for visualization. The previous study reports the usefulness of converting sentence to predicate-argument structures for the recognition of implicational relation and the analysis of dialogues [5]. This study applies the conversion result from a conversion system called Boxer [6, 7] to applied tasks of semantic analysis using analogy. However, the conversion system to predicate-argument structures has not been used for supporting idea creation. Furthermore, the conversion system from Japanese sentence has not been confirmed yet. Japanese grammar is different from English grammar and it is necessary to propose a method to convert into logical form particular in Japanese language.

Therefore, we proposed a method to support analogy with the use of predicate-argument structures. We expressed sentences of technological problems by combining important predicate-argument structures. Comparing technological problems written by predicate-argument structures with each other, patent researchers can find the structural similarity between the problems. With the use of predicate-argument structures, it enables the researchers to easily use analogy and to understand how each patent document approaches technological problems.

III. METHOD

The proposed method consists of six steps. Below let us describe details of each step.

Step.1 Summarization of Technological Problem

We extract important sentences about technological problems from patent documents by summarizing the content filled in the blank “problems to be solved by the invention.” Here we use a basic model for summarizing text by selecting the important sentences [8]. The important sentences are selected based on the scores until the length limit is reached. The length of the summary is fixed as around 100 words to recognize at a glance. The score of each sentence, score(s), is calculated by the amount of information included in the sentence s as shown in Eq. (1).

\[ \text{score}(s) = \sum_i \log \text{freq}(w_i, s) \text{pos}(w_i, s) / ||s|| \] (1)

In a Bag-of-Words model, the probability of a word w in a sentence s can be measured by its frequency as \( \text{freq}(w, s) / ||s|| \), where \( \text{freq}(w, s) \) indicates the frequency of w in s and \( ||s|| \) indicates the total number of words in s. \( w_i \) indicates the i th word in s. \( \text{pos}(w, s) \) is the weight of the position of w in s. We take a geometric sequence as a calculate function of \( \text{pos}(w, s) \) based on the position hypothesis that earlier appearances of a word are more informative. A geometric sequence is defined as \( f(w, s, i) \) in Eq.(2), based on the assumption that the degree of every appearance of a word is the sum of the degree of all the following appearances of it.

\[ f(w, s, i) = f(w, s, i+1) + f(w, s, i+2) + \ldots + f(w, s, n) \] (2)

The content of “problems to be solved by the invention” represents the technological problem, starting from what previous methods could not solve, followed by details, concluding with the purpose of the invention, i.e. the target technological problems. Important words of technological problems tend to appear at the beginning and repeatedly appear in the content. Therefore, the scoring method is adequate to summarize the content.

Step.2 Extraction of Predicate-argument Structures

Next, the summary of a technological problem is expressed as the combination of predicate-argument structures. We use dependency parsing of the summary and extract predicate-argument structures. As a simple format of the technological problem, predicate-argument structures are composed of nouns, case-marking particles, and verbs. MeCab[9] is used for morphological analysis and CaboCha[10] is used for dependency parsing. Both of them are appropriate for Japanese language.

In this research, the research object is confined to predicate-argument structures with adnominal case particles “-ga” (means subjective case), “-wo” (means accusative case), and “-ni” (means objective case). These three factors construct the framework of a sentence, especially if the sentences expressing an aimed function of a subject interacting with things to be given as objects. That is, nouns are regarded as indications of subjects and objects in the sentence. If consecutive nouns including prefix or suffix are contained in the sentence, they are regarded as a whole word. Numbers, pronouns, and syncategorematic words are excluded from the extent of research object.
Categorematic verbs are extracted as predicates. When the verbal auxiliary, “-nai” (means adding negative) followed behind the verb, we mention it behind the verb. The noun related to the nominal verb, “suru” (means “do”) are extracted together as one verb.

From the result of dependency parsing, each verb written in original form is defined as a predicate, and relevant nouns are defined as values of its variables. The verbs, which appear in over 90% of the datasets, are meaningless verbs and are excluded from technical problems.

Step.3 Representation of Case Vector

To consider both the superficial similarity and the structural similarity, we also focus on a predicate-argument structure, which consists of nouns, verbs, and their relations. The predicate-argument structure represents case form, which is defined by a form of generative grammar such as subjective and objective, based on the semantic relationship of noun phrases to verbs. As one sentence contains at least one predicate-argument structure, the structure of the sentence can be represented by case vectors.

In Japanese language, a semantic relationship between a verb and a noun is confirmed by a case-marking particle. Furthermore, a verb tends to have a relationship with certain nouns to express its meaning. For instance, the verb “boil” tends to have a relationship with the nouns such as “human being” as the subject and has the relationship with the nouns such as “meals” as the object. Therefore, we represent a verb vector based on the verb’s semantic role by using frequency of the nouns, which have a relationship with the verb such as subjects or objects.

Additionally, a case relationship represents the influence of a verb to/from a related noun. That is, the case relationship is useful for a semantic vector representation of a verb. We represent a verb vector by using the appearance of the nouns, which are in the same case relationship. The same case relationship means that they have the same case-marking particle. We define a case vector as a verb vector of each case-marking particle. For example, verb “Iku” (meaning “goes”) in sentence “Prime Minister Abe ga Russia ni Iku.” in Japanese, meaning “Prime Minister Abe goes to Russia,” is put into:

\[
\text{Iku: (subject: Prime Minister Abe, Object: Russia).}
\]

This will be then put into a case vector where numerical values are filled as elements corresponding to “subject: Prime Minister Abe”, “Object: Russia”.

The case vector is constructed by a Bag-of-Words model. This model is the simplest vector representation for a sentence or a document. Each dimension of the case vector is correlated with a noun. Let us take a subjective case vector as an example. The value of the dimension is calculated as 1 if there is a subjective noun for a verb in the document and otherwise calculated as 0. Furthermore, the vector for the \(i\)-th verb is weighted by the \(j\)-th noun, which is related to the verb in the sentence. When the verb \(i\) has a predicate-argument structure with \(m\) nouns in the corpus, the weight of the \(j\)-th noun is calculated in Eq. (3).

\[
w_i = (w_{i1}, w_{i2}, \ldots, 2w_{ij}, \ldots, w_{im})
\]

In this study, to identify patterns in the relationships between nouns and concepts of verbs, a method of Latent Semantic Indexing (LSI) is applied to nouns/verbs matrix. LSI is an indexing and retrieval method to identify patterns in the relationships between the terms and concepts contained in an unstructured collection of text [11]. Additionally, the computational complexity decreases and the accuracy of a clustering algorithm can be improved with the use of LSI. This study is different from the previous study in applying LSI to nouns/verbs matrix.

If \(n\) is the number of verbs and \(m\) is the number of unique nouns in the corpus, \(A\) is the matrix about verbs \(V (V=1, \ldots, n)\) which are related to nouns \(N (N=1, \ldots, m)\) in the sentence \(s\) as shown in Eq. (4).

\[
\begin{bmatrix}
V_1 & V_2 & V_n \\
N_1 & 0 & 2 & 0 \\
N_2 & 2 & 0 & 0 \\
N_m & 0 & 0 & 4
\end{bmatrix}
\]

This matrix \(A\) is decomposed by Singular Value Decomposition (SVD). When the rank of \(A\) is \(r\), \(T\) is an \(m\) by \(r\) noun-concept vector matrix. \(S\) is an \(r\) by \(r\) singular values matrix. \(D\) is an \(n\) by \(r\) concept-verb vector matrix. Then, the matrix \(A\) is compressed to \(k\) dimensional space by restructuring the matrix \(A'\) using top \(k\) amounts of large and primary factor shown in Eq. (5). Dimension \(k\) is defined from preliminary experiment (In this study, \(k=200\)).

\[
A' = T_kS_kD_k^T
\]

Step.4 Calculate Distance Between Patents

Next, hierarchical clustering by using average linkage is selected as a method of cluster analysis of technological problems of patents. The relationship of each cluster is visualized by hierarchical clustering. As the predicate-argument structure is the framework of the document, the distance between the documents can be treated as a total of the distance between the predicate-argument structures in the document. Therefore, we calculate a distance between two patent documents as the sum of distances between the case vectors in the documents. By this calculation, the distance between two documents can be determined according to their predicate-argument structures. For simplicity, in this study, we defined three kinds of case vectors: subjective case vector, accusative case vector, and objective case vector. Nouns, which prefer to relate to verbs are different on the type of case and the distance between case vectors should be calculated in the same type of case each other. Therefore, we calculate a distance of the same type of case vectors and add them together as shown in Eq. (6).
\[ sdist = sdist_{\text{sub}} + sdist_{\text{acc}} + sdist_{\text{obj}} \]  

\[ sdist \] means the distance between two documents, \( sdist_{\text{sub}} \) means the distance between these documents in the subjective case.

The distance \( cdist(V_1, V_2) \) between two case vectors, \( V_1 \) and \( V_2 \) is calculated by Euclidean distance divided by the maximum of all distances, as shown in Eq. (7).

\[ cdist(V_1, V_2) = \frac{1}{cdist_{\text{MAX}}} \sum_{k=1}^{n} (V_{1k} - V_{2k})^2 \]  

\( V_{1k} \) and \( V_{2k} \) are values of \( V_1 \) and \( V_2 \) at a dimension \( k \). Each distance takes a value within the range of \( 0 \leq cdist \leq 1 \) so that the distance of each type of case should be treated as equivalent.

When the document \( p \) contains \( k \) subjective nouns and document \( q \) contains \( l \) subjective nouns, the distance \( sdist_{\text{sub}}(p, q) \) between these documents in the subjective case is defined as Eq. (8).

\[ sdist_{\text{sub}}(p, q) = \frac{1}{kl} \sum_{k \in E_k} \sum_{j \in E_l} cdist(V_i, V_j) \]  

As shown in Eq. (8), the sum of distances of the subjective cases is divided by the number of the cases to consider the average of the distances as the distance of the case.

If one document contains one direct objective noun and the other does not, \( sdist_{\text{acc}} \) cannot be calculated in Eq. (8). In this case, these two documents are completely different in objective case and \( cdist_{\text{acc}} \) is regarded as the maximum \( sdist_{\text{acc}} \). Similarly, if two documents contain no indirect objective nouns, \( sdist_{\text{obj}} \) cannot be calculated in Eq. (8). In this case, these two documents are the same in objective case and \( dist_{\text{obj}} \) is regarded as the minimum \( sdist_{\text{obj}} \), 0.

To illustrate the above, there are two example sentences of calculating distances.

**Example 1:** Subject A / Verb B / Direct Object C
**Example 2:** Subject N / Verb O / Indirect Object P, Subject Q / Verb R / Direct Object S

There are two pairs of the subjective case (A-N and A-Q) and one pair of the accusative case (C-S). Therefore, \( sdist_{\text{sub}}(s_1, s_2) \) is expressed to be \( \frac{1}{2} (cdist(V_{A}, V_{N}) + cdist(V_{A}, V_{Q})) \) and \( sdist_{\text{acc}}(s_1, s_2) \) is expressed to be \( cdist(V_{C}, V_{S}) \). In addition, these two documents are completely different in objective case and \( sdist_{\text{obj}}(s_1, s_2) \) is 1. In this example, the formula to calculate the distance \( sdist(s_1, s_2) \) is shown in Eq. (9).

\[ sdist(s_1, s_2) = \frac{1}{2} (cdist(V_{A}, V_{N}) + cdist(V_{A}, V_{Q})) + cdist(V_{C}, V_{S}) + 1 \]  

**Step 5 Hierarchical Clustering of Patents**

The hierarchical clustering method in the previous study [4] has a problem of fluctuating extracted topics because these topics subjected to the number of clusters and the number of clusters is decided in the hand. We here employed Upper Tail method [12, 13], clustering with an automatic decision of the number of clusters. This method is based on the stopping rule of Eq. (10).

\[ a_{j+1} > a_{\text{ave}} + ks_a \]  

When the number of documents is \( n \), the most appropriate number of clusters is \( j \), and the number of clusters is \( n-j \) \((i=0, 1, \ldots, n-1)\), \( a_i \) is the minimum distance between two documents belonging to different clusters. \( a_{\text{ave}} \) is an average of a distribution of \( a_j \). \( s_a \) is a square root of the unbiased estimate of variance. \( k \) is determined by the number of elements per cluster. We determine \( k=2 \), considering that the number of documents per cluster is estimated from 10 to 50. The previous study [13] shows normalizing \( a \) to be distributed by chi-square as shown in Eq. (11) achieved better accuracy and we perform the same procedures.

\[ F_p = \Phi^{-1}(F_p(a/s_a \cdot p)) \]  

\( \Phi^{-1} \) is the inverse function of the normal distribution. \( F_p \) is distribution function of chi-square when a degree of freedom is \( p \) (In this study, \( p=1 \)).

**Step 6 Visualization of Similar Technological Problems**

In the end, we propose a method of visualization of technological problems. The format of output data is JSON, which is a lightweight data-interchange format. The embedded structure of the data is composed of the number of the cluster, technological problem solved by each patent document, and the patent number in sequence. In visualization, we use D3.js, which is a JavaScript library for visualizing data with JSON and HTML.

IV. RESULTS AND DISCUSSION

A. Datasets

In this study, we used unexamined Japanese patent applications, which were published from 2013 to 2015 and contain the word “condiment” in the content of “problems to be solved by the invention” as datasets to make clusters and visualize. The number of documents was 348. The dictionary data for constructing the case vector was the content of “problems to be solved by the invention” of seventy thousand patent documents relating to “Foods” (theme code: 4H).
B. Evaluation of Summarization of Technological Problem

324 summaries were created from the datasets in this study. The reason why some summaries could not be created is that the contents of “problems to be solved” of such patent documents were too short to summarize. In order to evaluate the validity of the summarization, randomly selected 100 summaries extracted by the method were compared to summaries determined by discussion among patent experts for the same documents. The rate of concordance in this comparison was 81% and it shows the method is adequate to summarize patent documents.

C. Evaluation of Cluster Analysis and Visualization

To evaluate the utility of the proposed method, we performed cluster analysis of patent documents, using three kinds of distances and compared the results with each other. The first distance was determined by the case vector, the second distance was determined by the sentence vector using frequency of verbs as the feature, and the third distance was determined by the sentence vector using frequency of nouns as the feature. We used TF/IDF to weight the features in the second and the third distances. TF means the frequency of word in each sentence and IDF means logarithm of inverse number of the frequency of words used in total sentences of the summary of the technological problem. Fig. 2 shows part of the result of the cluster analysis in three conditions, corresponding to the three kinds of distances above. The number of clusters under each condition was determined as 44 (the first condition), 20 (the second condition), and 40 (the third condition).

We interviewed two patent experts engaged in the Intellectual Property Department of the food company for more than three years. We showed them the result of the cluster analysis in three conditions and asked two questions below.

Question 1. What kind of difference do you find by comparing the three types of clustering results? What similarities do you find in the technical problems in the same cluster?

Question 2. Can technological problems of patent document be grasped at the moment? Is there any use to develop technology strategy or intellectual property strategy?

The answers to Question 1 are shown below:

• At the first glance, each cluster in the first condition seems to lack in coherence. However, for example, the cluster No.9 seems to be aggregated by the same concept of verbs. The verbs such as “maintain”, “take in” and “fill up” represent the concept of keeping and the verbs such as “sprinkle”, “attach” and “add” represent the concept of adding.

• Each cluster at the second condition seems to be aggregated by the same verb roughly.

• As the cluster No.18 is aggregated by the same noun “extract” in the third condition, the same goes for others at the third condition.

These answers indicate that case vectors have a possibility to represent the concept of the verbs, which forms the
structural similarity of the sentences. On the other hand, as a result of the second and third condition, the sentence vector using frequency of words as the feature represents the superficial similarity based on the words. The third condition also indicates that the meaning of the sentence is more influenced by the meaning of nouns than that of verbs.

The answers to Question 2 are shown below:

- When technological problems are expressed by the predicate-argument structures, modifiers are removed. Therefore, removing terminology of confidential information with this method is useful for sharing confidential data with others. On the other hand, some technological problems are hard to read. For example, “advantage convenience・ga・loses” is grammatically incorrect. The correct sentence is “advantage convenience is lost”.
- The words which indicate not only the material of condiment but also the method for processing were extracted as technological problems.
- Some technological problems were extracted with accuracy, while others with unnecessary words.

The first answer indicates that the proposed method of visualization is useful in not only patent documents but also confidential documents. The answer also indicates that sentences of technological problems including passive verbs are a little difficult to read. This is because an auxiliary verb that represents the passive voice was not considered in this study and excluded. The method of expressing a sentence with a passive verb as predicate-argument structures will be an issue to be addressed in the future.

The second answer indicates that technological problems extracted by the proposed method are useful to find a point of view in patent analysis, whereas existing patent classification is mainly divided by the material of a condiment.

The third answer suggests that the interviewee could find the structural similarity of some technological problems and the usefulness of this method. However, as the structural similarity is not based on the commonality of words, the interviewee had difficulty to find the structural similarity of others. Therefore, it is necessary to get an evaluation of this method to more interviewees. Another reason for this result is the structural similarity of two documents is not always directly represented by predicate-argument structures including in the documents. Therefore, it is necessary to consider the extraction method of the abstract predicate-argument structure in the documents.

V. CONCLUSION

In this study, we proposed a novel method of text clustering by using the distance of case vectors derived from predicate-argument structures of patent documents. A method for calculating the distance between documents based on predicate-argument structures has not been approached. This study suggested the possibility to capture not only superficial similarity based on nouns in sentences but also structural similarity based on the meaning of verbs in sentences. Furthermore, the interview survey indicated that the proposed visualization method of technical problems is useful to overview the problem, which patent researcher should search for. Therefore, this visualization method is thought to be effective to support to search patent documents relating to researcher's own technological problems.

In this research, we calculated the distance between patents as an average distance between case vectors included in the documents. However, as this method cannot consider the causal structures of documents, the similarity of documents could have been inaccurate. Therefore, an issue in the future is to evaluate the method for deriving similarity considering causal structures in documents.
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Abstract—Public safety, especially the daily traffic accident is concerned by the public. Previous studies have already discussed accident reasons associated with accidents statistically. There is a method called Innovators Marketplace on Data Jackets created by Professor Ohsawa. This method is used to externalize the value of data via stakeholders’ requirement communication. This paper applied the solution from an IMDJ workshop to research this topic creatively. This novel solution suggested to do analysis on the combination of urban data and traffic accident rate to find the impact factors to the traffic accident rate in the urban system. This paper used factor analysis, structure equation modeling and data mining to construct a theoretical frame for traffic accident rate analysis for urban data. Different accident indexes, such as total number of accident, fatality rate, injury rate, and casualty rate are combined to construct a traffic accident risk evaluation model. This paper chosen the urban data as the solution from IMDJ workshop, such as population structure information, vehicle information, road characters, public traffic system information, and the other kinds of data to explore factor meaning, and to identify relationships between different factors. It segmented these urban data based on their categories, and determined accident risk for each section. By doing analysis on not only the original data but also the changing rate of these data each year, the result analytical results showed that traffic accident rate on urban data could be described by the combination of population structure, road characters, public traffic system and public facilities. These four sections affects traffic accident rate significantly during the development of urban; however, the vehicle factor does not have influence on traffic accident rate. And it proves the solution from IMDJ workshop is not only novel but also practical strongly. Making some solution from IMDJ into reality, we will find another new way to affect the world.

I. INTRODUCTION

In Beijing, the fatal accident rate was 39.56 per million populations in 2014, it decreased roughly 2.8% in comparison with 2013, even though the population of 2014 has increased 1.7%. Different losses caused by traffic accident in urban are considerable. Many previous researches on traffic safety tried to find methods for preventing traffic accidents. Among these researches, the analytical methods are used frequently, including Clustering Analysis (CA), Statement Statistic (SS), Regression Analysis (RA), evaluation of the correlation between independent variable sets and a dependent variable; but these models could not cover the causal relationship between these variables or combine different traffic accident indexes to identify accident risk. Even though all of the final purpose of them attempts to avoid traffic accident, they mostly used discriminate analysis or regression model in analyzing accident characteristics and identifying behaviors of drivers, weather condition or road sections prone to accidents, then constructed an accident prediction model by parametric approaches (i.e. on distribution model). However, these methods only analyzed accidents on drivers with different attributes and relevance, weather data or different road sections; they cannot define the causality between factors clearly enough. Some current studies have already utilized data mining, including non-parametric approaches where traditional models were not employed, to identify key accident related impact factors. However, data mining can just identify traffic accident risk indexes (i.e. number of traffic accident, of death, of injuries, or of casualties). But it is necessary to identify the latent correlations among the different factors which is suggested by solution from IMDJ, and find the correlations among the traffic accident rate and urban data-population structure, vehicles, road characters or some other cause-and-effect relationships. In this study, we focused on urban data, applied structural equation modeling to find impact factors associated with traffic accident. Important traffic accident factors were identified, population structure, vehicle information, road characters and other cause-and-effect relationship associated with traffic accident risk were discussed, and prediction model which describe the latent relationship between urban city and accident was constructed. This paper discussed six factor sets by constructing an accident risk causal framework based on urban data and the component factor sets of each feature and influence on traffic accident.

II. LITERATURE REVIEW

This paper builds a theoretical framework for traffic accident risk by the analysis on the latent relationship between different aspects of urban data and traffic accident to identify causal relationships. In the past, Etienn(2006) used logit regression analysis to discuss reasons that led to different degree of injury condition in the traffic accident. Gender, age, and protective gear were related to the condition of injury. By using bivariate and simple analysis, Wong and Chung(2007) applied a rough set approach for accident chains to analyzing the influence of traffic accident for different factors. They found that a single factor accident chain had poor quality and
a multi-factor accident chain should be used when analyzing accidents. John(2007) has used mixed logit model to construct a prediction model for serious traffic accident. Variables related to daily traffic flow, such as average daily traffic flow, percentage of big vehicles, and number of access roads, and variables related to road features, such as curvature and road friction were significant variables impacting road accident risk. Niloofar(2015) utilized highly disaggregate spatial units for an analysis of area specific variables associated with urban traffic accident. These researches suggested that factors affecting traffic accident risk include drivers, road structure of city, public traffic system, which may affect each other. On the other hand, this paper applies the solution from IMDJ workshop to do factor analysis and structure equation modeling to analyze these features as well as the cause-and-effect relationships between urban factors and traffic accident rate. The main goal of this paper is necessary in order to have a clear enough structure of urban and traffic accident for improving safety which will be done with urban planning in the future.

III. MOTIVATION OF RESEARCH

The reason of doing this research comes from one solutions of IMDJ workshop. The IMDJ(Innovators Marketplace on Data Jackets) has been metioned about many times aboved. And this research is the application of a solution from IMDJ workshop, so I think it is necessary to introduce this amazing method. The purpose of IMDJ is making a social environment where analysts and decision makers in active businesses and science could be provided with data they need. During the workshop, each members could give requirements and provide solutions by checking or combining DataJackets on the Keygraph. And finally members can buy/sell their solutions in a reasonable condition. The Fig.1 shows a proposal in IMDJ workshop. DataJackets are small pieces of information containing the abstracts of data that exist but cannot be disclosed. And Keygraph created by Professor Ohsawa is the high-effective visualization method to show the relationship between different DataJackets by analyzing contents in Data jackets. Before an IMDJ workshop, the topic of the workshop should be determined by the organizer. During an IMDJ workshop which topic is "Improving the quality of urban life", a requirement about public safety has been asked. That requirement asked for a method to check the safety condition of objective people in an area. And another member supplied a solution of checking the safety index of the area by using combination of two DataJackets. One is the structure data of the city, and the other is the accident rate of the city. The research angle of this solution is totally different from the previous researches. We selected the urban data just like the solution suggested to do this research. The society has paid lots of cost on traffic accidents significantly. And it is time to do the research to reveal the complex relationship between urban data and public saftery. The solution from IMDJ workshop gives a very novel and meaningful angle to do research on this problem.

IV. RESEARCH EXTENT AND METHODOLOGY

This study focused on urban data in Beijing City. Beijing is still in construction after Beijing Olympics 2008, and it is becoming bigger and advanced every year. Public facility and mass rapid public transit lines have been under construction in Beijing City. And also with some policy changed, the other social structures have been keeping changing every year, such as the different structure of population, the GDP of Beijing, the sales of different products and etc. These different structures have affected all of aspects in Beijing City. In respect of methodology, this paper used structure equation modeling with population, driver, vehicle, road characters, public transporta-tion system, other urban data as independent variables, and accident rate as the dependent variable. All these data related to this urban were compiled into six categories. In addition to applying structure equation modeling, this paper used structure equation modeling method to explain the relationship between factors. To choose whether observation variables in each aspect are appropriate before model construction, each variable was subjected to factor analysis. It is necessary to exclude the unrelated factors in order to reduce the interference terms. After determining the variables, this paper analyzed the quantized the effect between these variable.

A. Data content

Urban data: We covered 30 factors, and clustered these factors into 6 sections according their categories. These 30 factors involving population, population in different age, number of truck, number of bus, gasoline consumption each year, number of hospital, number of police stations, road area, length of bus lane, green area in urban and some other aspects of urban. We assume, these data actually have the relationship among themselves and affect the traffic situation, it also includes the traffic accident naturally. Accident data: Accident rate was expressed by the sum of Fatality rate, Injury rate and Casualty rate multiplied by different weight.

\[
\text{Fatality rate} = \frac{\text{number of deaths}}{\text{number of accident}} \quad (1)
\]
\[
\text{Injury rate} = \frac{\text{number of injuries}}{\text{number of accident}} \quad (2)
\]
\[
\text{Casualty rate} = \frac{\text{number of casualties}}{\text{number of accident}} \quad (3)
\]
Accident rate = (1) * 3 + (2) * 2 + (3) * 1 (4)

Here, the above accident rate means the personal safety loss of the traffic accident. These different weights mean the degree of damage after accident based on the influence of traffic accident. The Fatal consequence is the most serious one, so I give the weight 3 to it; to the injury consequence, I give the weight 2 to evaluate it; to the casualty, because it prefers to refer to a range of affected people, I just use 1 to depict its weight. And the number of accident refers to the number of traffic accidents in that year. These traffic fatality, injury and casualty data were collected for the period 2010 to 2014 from the following sources: publications in the same period such as Beijing Statistics yearbook, official statistic site likes National Bureau of Statistics of China and official city traffic and accident reports.

B. Variables

We chose the data by which can be used to describe the urban objective situation in order to find the relationship between structure of urban, involving the structure of urban planning and social structure in urban, and accident rate. Then identified causality with the accident rate on the result. With the development of the urban and technology, the structure of urban is keeping changing every year. Doing analysis on the cause of the traffic accident to find the main reason by using statistical method or clustering method is common method. But we could not ignore the relationship between urban data and traffic accident rate. The changes in urban can affect every small aspects in our life, absolutely involving the accident. For example: alcohol drinking sales in urban may reflect the change of drunk driving rate in urban, and drunk driving is one of main reason of traffic accident, this chain shows the alcohol drinks sales has a tacit relationship with accident. And there must be other causes of the change in traffic accident from this kind of chain based on the urban system.

C. Model Framework

To build a traffic accident risk model on urban construction, different urban data were compiled. In this paper, we collected and compiled different data in an equal structure. This structure means that these urban data are on the same important position at the beginning of analysis. In this structure, the relationship does not only exist between the traffic accident rate and different urban factors, but also among these factors. It is more like a net of relationship. The model of analysis should be much more comprehensive, only in this way the result has persuasiveness, and intuitive. Fig.2 shows the framework in this research.

D. Analysis process

1) step1: Preprocessing the urban data: Using the raw data to do analysis is easily to ignore the influence of small change automatically during the analysis. It is necessary to preprocess the urban data. The purpose is to enlarge the influence of these factors and increase the efficiency of analysis. Also the final visualization will be clear enough to observe. Transforming the raw data into different ratio value, such as gender ratio, potential support ratio, vehicle type ratio, road light per meter, length ratio between road and total public traffic system, the ratio of green area, living space, and etc. Fig.3 shows the preprocess of urban data.

2) step2: Clustering latent factor sets: In order to distinguish the effects of different aspects in urban, before the analysis, it is necessary to define the preprocessed data into different sets. After the main components were analyzed, variables have been clustered in six features-population, vehicle, road characters, public traffic system, average weather data, public facility data. In this way, the result can give the structure and relationship between accident and variables, also among variables themselves. The TABLE I shows the result of clustering.

$$\text{Population feature} \rightarrow A \text{ factor sets}(A)$$
$$\text{Vehicle feature} \rightarrow B \text{ factor sets}(B)$$
$$\text{Road feature} \rightarrow C \text{ factor sets}(C)$$
$$\text{Public traffic system feature} \rightarrow D \text{ factor sets}(D)$$
$$\text{Weather average feature} \rightarrow E \text{ factor sets}(E)$$
$$\text{Public facility feature} \rightarrow F \text{ factor sets}(F)$$

$$\alpha. \text{Urban data}(A, B, C, D, E, F) \Rightarrow \text{Accident Rate}$$
$$\beta. \Delta \text{Urban data}(A, B, C, D, E, F) \Rightarrow \Delta \text{Accident Rate}$$
Table I

<table>
<thead>
<tr>
<th>Population feature (A)</th>
<th>Vehicle Feature (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1. All population</td>
<td>B1. Number of vehicle</td>
</tr>
<tr>
<td>A2. Gender ratio</td>
<td>B2. Type ratio (Big/small)</td>
</tr>
<tr>
<td>A3. High educational ratio</td>
<td>B3. Driver/number of vehicle</td>
</tr>
<tr>
<td>A4. Low educational ratio</td>
<td>B4. Average gasoline consumption</td>
</tr>
<tr>
<td>A5. Potential support ratio</td>
<td>A6. Driver ratio</td>
</tr>
<tr>
<td>Road characters (C)</td>
<td>Public traffic system (D)</td>
</tr>
<tr>
<td>C1. Length of road</td>
<td>D1. Length of bus line</td>
</tr>
<tr>
<td>C2. Area of road</td>
<td>D2. Length of subway line</td>
</tr>
<tr>
<td>C3. Road light ratio</td>
<td>D3. Subway station/urban area</td>
</tr>
<tr>
<td>C4. Number of bridge</td>
<td>D4. Total passengers per year</td>
</tr>
<tr>
<td>C5. Wide road/narrow road</td>
<td>D5. Bus passenger/subway passenger</td>
</tr>
<tr>
<td>Average weather feature (E)</td>
<td>F1. Area of parks/areas</td>
</tr>
<tr>
<td>E1. Good weather/Bad weather</td>
<td>F2. Green area</td>
</tr>
<tr>
<td>E2. Strong wind day</td>
<td>F3. Hospitals</td>
</tr>
<tr>
<td>E3. Days of low visibility</td>
<td>F4. Schools</td>
</tr>
<tr>
<td></td>
<td>F5. Police station</td>
</tr>
</tbody>
</table>

4) step4: After getting results of these two analysis, factors which have no relationships with traffic accident are deleted. We used data of these impact factors to calculate the influence by numeric on urban traffic accident. Making a graph to visualize the relationship and degree of influence between these impact factors and traffic accident rate is necessary. With this graph, impact factors and their influence between each other can be observed clearly. The numbers marked on lines mean the degree of correlation between them. The positive number means the positive correlation, and the negative number means the negative correlation. The dotted line means the relationship is bidirectional relationship, and the solid line means the direction of relationship between sections is just one way. The Fig.4 aboved shows the whole process of analysis.

V. RESULT

The TABLE II showed results from analysis. Two columns showed impact factors and their quantized influence calculated by the assumed model. After the first analysis, A5 factor (potential support ratio), D2 Factor (length of subway line), D3 Factor (subway station/urban area), F3 Factor (number of school) and F4 Factor (number of school) has been selected, they are from three different sections. The first result showed the potential support ratio, length of subway line, subway station/area, and number of school are the impact factors, among them the length of subway line showed the strongest relationship (0.938) with traffic accident rate. It gives some reasonable assumptions: the Beijing attracts more working population (due to the A5 (potential support ratio)), and with the construction of subway line system, it is much more convenient, more and more people choose the public traffic system, and the traffic accident rate has been controlled. And with the number of hospital, the number of fatality in traffic accident has been affected. The number of school means, firstly the increasing working population takes more students, secondly the number of school has the relationship with public traffic system. The second analysis has used the changing rate in the same factors. The first result could be used to combine with it, then the combination of results could solve the problem comprehensively. After the second analysis, A2 factor (gender ratio), A3 Factor (high educational ratio), C1 Factor (length of road), D2 Factor (length of subway line) and F4 Factor (num of school) has been selected, from four different sections. The result of second analysis showed that gender ratio, high educational ratio, length of road, length of subway line and number of school are the impact factors. It showed the number of school has the strongest relationship with traffic accident rate. And it is apparently to find that the influence of F4 factor (number of school) has been improved. With considering the factor-High educational ratio, it showed some reasonable possibility: with the increasing of educational level, more people come to recognize the importance of traffic safety. And they know how to protect their safety, also it means in the traffic accident, the student accident has affected it strongly. With choosing the impact factors from these two analysis, we can visualize...
the structure and the influence about them. Fig. 5 showed the visualization of the result. The selected nine factors from these two analysis made this net diagram. As the interpretation of the diagram before, every impact factor showed the degree of influence, direction of the relationship and the combination of the relationship. For example, F3 (number of hospital) has affected the A5 (potential support ratio) by negative effect of 0.58, and the direction is just from F3 to A5. C1 (Length of road) has the relationship with F3, they affected each other by the positive effect of 0.91. Generally, the traffic accident rate is affect by all of impact factors on this diagram. The A5 (potential support ratio) has positive effect of 0.93 on traffic accident rate. The F4 (number of school) has negative effect of 1.29 on the traffic accident rate. The D2 (Length of subway line) has positive effect of 0.19 on the traffic accident. By gathering these coefficients, using these different factors as variables, we can define a model to describe the relationship between each factors and accident rate and the relationship among these different factors.

VI. DISCUSSION

"The more vehicles, the more accident.", it is a general consideration. But in this research, it showed there is no relationship with number of vehicles. Neither in the first analysis nor the second analysis, there is no result showing the accident rate has the relationship with vehicle factor. From the raw data, it showed even though the number of vehicle is increasing, the traffic accident rate has decreased, and by the result, it showed the vehicle data has no influence on the traffic accident data. On the other hand there is a strong relationship among the other urban data, such as-population structure, public traffic accident and traffic accident rate. Even though the traffic accident mainly about the vehicle caused accident on the road, the results here showed the other factors affected this rate obviously from the angle of urban structure data. And the other possibility exists, the changing data of vehicle variables has effects on the traffic accident rate, but the influence is too small, and the influence has been neutralized by other changed urban data. It still needs more and more data to make the model much more comprehensively, and make the correlation correctly.

VII. CONCLUSION

This paper constructed an assessment model for traffic accident risk which is novel in that we defined the relationship between urban data and traffic accident data. The four main sections-population structure, road characters, public traffic system and public facility had the significant impact on traffic accident rate, while the vehicle section was insignificant. A higher gender ratio (men/women) can reduce traffic accident risk, while a higher potential support increased the traffic accident risk. The longer length of road and public traffic lane can decrease the traffic accident rate. The results show that public traffic system and facilities are important factors to controlling the traffic accident rate. Traffic accident is mostly caused by people themselves, researchers can do many analysis on policy or reason analysis in order to reduce the traffic accident rate. However, from the new angle of IMDJ workshop, one should pay more attention to the significance from urban structure designing. This paper successfully made one traffic accident risk assessment model. Four sections-population structure, road characters, public traffic system and public facility are adequate for assessing traffic accident risk. It may require the deeper research in future, but this study was still restricted by its access to data. Although 30 variables were included, it was not enough. If the experiment add other kind of urban data, the model would be modified on causality and deduction. This paper was focus on the influence of urban data to traffic accident risk, it is suggestive to use this methodology to apply to other kind of public safe problem.

VIII. FUTURE WORK

Based on the conclusion of this paper, it showed that the relationship between urban data and accident could be quantized in number and described in a mathematical model. If there are other urban data, the model could be more perfect. So finding other urban data to construct the model more comprehensively. Trying to find what extent does this model match real situation, and make it more comprehensive. The requirement from that IMDJ workshop needs to check the safety condition of the objective people. So the model of traffic accident rate is not enough, because the public safety also covers the crime rate. From this solution of IMDJ, we prove the proposal which shows the traffic accident rate is related to the urban social data, so the crime rate of objective area could also be defined in that kind of mathematical model. And with combining these models, a synthesized prediction
model which can describe danger index of area based on urban data could be made. It could be used in checking the danger status of objective area. Also it could give reference to urban construction in the future. Because this interesting research angle was from IMDJ workshop, and this useful result was from the application of solution in IMDJ. I think the more results from IMDJ would make more exciting and useful things. The IMDJ workshop let members from different fields to externalize use value of data by combining their familiar data and other datas novelty. It could help us to dig the deep value of the hidden datasets. Also it could help us to share the experience from professional people in different fields. I could not wait to hold a workshop with topic of public safety to find more new points in solving these kinds of problems.
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FedCSIS’16 Plenary Panel on the Legacy of Professor Zdzislaw Pawlak

BACKGROUND
This is the year of the 90th anniversary of the birth and the 10th anniversary of the death of Professor Zdzislaw Pawlak—a Polish mathematician and computer scientist known for his contribution to many branches of theory and applications, a full member of Polish Academy of Sciences, a recipient of Order of Polonia Restituta and many prestigious awards in Poland and abroad. The scientific work of Professor Pawlak is probably most recognized from the perspective of rough set theory that he founded in the early 80’s. However, it is important to emphasize also some of his other achievements, e.g., designing the first Polish computer (GAM-1, 1950), introducing a new approach to random number generation (1953, the first international publication of a scientist from Poland in the area of computer science), introducing a positional numeral system with base -2, introducing a generalized class of reverse Polish notation languages, proposing a new formal model of digital machine, creating the first mathematical model of DNA (1965), or proposing a new, very-well received mathematical model of conflict analysis.

TOPICS AND FORMAT
The goal of this panel is to summarize the scientific journey of Professor Zdzislaw Pawlak and discuss how to make further progress by following his great intuitions, emphasis on clarity of ideas, as well as willingness to work on interdisciplinary projects. Some of areas of Professor Pawlak’s activities will be discussed by his friends and co-workers:

- Stan Matwin – Introduction: Professor Pawlak as a Scientist, a Teacher and a Mentor
- Victor W. Marek – Working with Zdzislaw Pawlak: Excursions in Computer Science and Mathematics
- Ewa Orłowska – The Evolution of Rough Sets
- James F. Peters, Sheela Ramanna – Gentle Art of Zdzislaw Pawlak's Paintings
- Alicja Wakulicz-Deja, Malgorzata Przybyla-Kasperek – Pawlak’s Conflict Model: Directions of Development
- Andrzej Skowron – From Information Systems to Interactive Information Systems

FedCSIS’16 Plenary Panel will form a thematic block with one of FedCSIS’16 / AAIA’16 regular sessions focused on rough sets and approximate reasoning. Moreover, the panel’s contents will be coordinated with the analogous event held at IJCRS’16 conference co-organized by International Rough Set Society (IRSS) in Santiago de Chile, October 7-11, 2016.
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Working with Zdzisław Pawlak – Personal Reminiscences

Victor Marek
Department of Computer Science
University of Kentucky
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Abstract—This paper accompanies panel contribution of the author to the session devoted to personal reminiscences of Professor Zdzisław Pawlak, a computer scientist and engineer. In particular we discuss some aspects of the work of Pawlak and researchers in his circle of collaborators in 1960ies, and especially, 1970ies. Given the lack of archival materials, the author bases this writing on personal recollections which may, at places, be imprecise.

Index Terms—Zdzislaw Pawlak, Information Storage and Retrieval Systems, Rough Sets

I. HOW DID IT START

Given that this text refers to personal recollections, I need to introduce myself to the reader. I finished High School in 1960, and started studies in Mathematics at Warsaw University. Soon, I met socially Andrzej Ehrenfeucht and he suggested attending a seminar that a group of scientists conducted at the Mathematical Institute of the Academy of Sciences. It was a series of meetings that can be characterized by a completely informal atmosphere and truly interdisciplinary subject of talks. Among the leaders of the groups were Robert Bartoszyński, Andrzej Ehrenfeucht, Zdzisław Pawlak and other future leaders of Computer Science in Warsaw. The atmosphere was very informal and the hierarchical relationship so often visible in the university education and research was, simply, absent. I was the youngest person attending the seminar. This informal atmosphere was very different from the seminars lead at Warsaw University by Professors Andrzej Mostowski (the head logician in Warsaw) and by Professor Helena Rasiowa. The main topics of these informal seminars were foundations and applications of computers. Of course, there were very few actual computers (but there were some) and the topics were an interesting mixture of entirely theoretical topics (for instance Turing Machines) and Hao Wang’s experiments with proving theorems of “Principia Mathematicae” on IBM machines. There was strong presence of individuals interested in biomedical information (or, to be precise, what today is called such). This resulted from the research of Zdzisław Pawlak who, at the time, was interested in DNA as built by formal grammar. Eventually, Pawlak wrote a book (in Polish! [1]) devoted to this research. From my own perspective, the important aspect of the seminar was opening of a perspective – computers and their foundational issues.

In 1964 I completed my M.Sc. in Mathematics studies and joined Professor Mostowski group. This was Foundations of Mathematics group but also comprised of algebraists. Soon, Andrzej Ehrenfeucht emigrated to United States eventually settling in Boulder, CO (where he still teaches). Mostowski and his research group got involved in research on a new (and very exciting) topic called “forcing”. This was, at the time completely mysterious, technique for independence proofs in Set Theory. In my case, I worked in this area for a number of years. But in 1970 I went for a post-doc appointment in Utrecht, Holland, in a group of Professor Dirk van Dalen. Their interests were different and were motivated by different aspects of Foundations. A strong influence on my thinking was exercised by Henk Barendregt and his research on $\lambda$-calculus. Even more importantly, as I was returning from Holland, I visited Arhus University in Denmark (where my colleague Dr. Janusz Onyszkiewicz was a post-doc) and noticed that logicians there were mainly interested in Computer Science considerations. This made me thinking that maybe it is time to look again at computers.

II. CHANGED PERSPECTIVE

The year 1970 and the revolt of workers resulted in significant changes in Poland. From the point of view of Computer Science studies there were significant changes, too. Warsaw University reorganized its science programs. Mathematicians and physicists parted ways. The Mathematics and Physics faculty divided and Mathematics faculty became Mathematics, Mechanics and Computer Science. Computing Center of the Academy of Sciences evolved (first informally, then formally) into the Institute of Computer Science. Mathematicians in the Academy created a venue for Mathematical research called Banach Center. This place welcomed not only “pure” mathematicians but also computer scientists. Yet another important change was creation of “Technical Physics and Applied Mathematics” program at Warsaw Technical University. This program attracted students that were interested in applications, and became a premier program in Computer Science. The alumni of this program included Witold Lipski, Tomasz Imieliński, Mirosław Truszczyński and several other outstanding researchers. At the same time Professors Pawlak and Rasiowa created a publication venue; a journal Fundamenta Informaticae. This journal, associated with Polish Mathematical Society became, eventually one of premier places for the publication of Computer Science research. The very name of that journal (with the word Fundamenta) alluded to the great...
traditions of foundational research, as done in Poland after WWI.

III. INFORMATION STORAGE AND RETRIEVAL SYSTEMS

So, after I came back from post doctoral stint in Holland, and seeing that many logicians started to do research in Computer Science, I was certainly open to look at the problems that were grounded in applications of computers. Given the academic system in Poland where one had to write Habilitation (a degree established in Germanic and other countries of Europe) took time, sometimes around 1973 I was ready to expand my interests into Computer Science. Then came a series of phone calls for Professor Pawlak (i.e. Zdzisław, recall the 1960ies seminar). After some time I understood the idea. It was a model of databases. Recall that since the work of E.F. Codd on the relational model of database, computer scientists investigated logical formalisms that would eliminate need for the fluency in data structures (such as double linked lists) to operate databases. Eventually several proposals for logic-based languages were proposed and SQL and many of its variations were adopted as a logic-based language for what is known as relational databases. But the Pawlak’s proposal [2] differed from the Codd’s proposal in several important details. The single table idea was closely related to so-called universal instance. In fact significant effort of a large group of researchers of relational model was spent on decomposing tables, since universal instances were too big to be effectively processed. This research and the enormous effort spent by the database community is at least partly forgotten now, as, with the increased processing capacity of computers, often one denormalizes databases. Other differences of Pawlak’s proposal versus SQL-based databases was that SQL admitted null values (thus is, really, based on multivalued logic). But the real difference (and the one that was quietly incorporated into SQL-based systems) was the fact that Information Storage and Retrieval Systems (ISRs) from the very beginning admitted duplicate objects. In other words, different objects could have the same descriptions. This property of ISRs implied existence of (potentially nontrivial) equivalence relation on the set of objects, \( \equiv \), namely: \( o_1 \equiv o_2 \) iff description of \( o_1 \) is the same as description of \( o_2 \).

The studies of ISRs were conducted by many researchers in Poland and other countries, and the reason for it was that the logicians were ready to investigate ISRs. Let me mention that the group of researchers in Warsaw alone consisted of over 10 individuals. Led mostly by Witold Lipski it included people in the Technical University, Warsaw University and the Academy of Sciences: Tomasz Imieliński, Paweł Traczyk, Michał Jagermann, Cécylia Rauszer, Andrzej Jankowski, myself, and many others. Lipski and Imieliński tied ISR to the relational model and very soon we were aware of similarities and of differences with Relational Model.

The motivation of ISR came, not surprisingly, from the work of Pawlak with the physicians, more generally, biomedicine researchers. Once one thinks about it, it is clear that computerized medical records of patients may be quite similar or even (after elimination of personal identifiable information) identical. Since the idea in the background was to “mine” the information and find dependencies present in such data, the presence of duplicates was, actually, an interesting information.

IV. ROUGH SETS, HANDLING DIFFERENT DESCRIPTION LANGUAGES

The ISRs were based on a first-order language; the objects possessed descriptions. But one observation (motivated by potential biomedical applications) was that there may be more than one language associated with a set of objects. To give one example let us look at a collection of patients. We may have a language associated with symptoms exhibited by the patients but there may be another language to describe the patients, one based on objective data such as various biochemical data (levels of enzymes, presence or absence of specific genes, etc.). The question asked by Pawlak, and one that lies behind the concept of rough sets [3] is this: do we need to specify the description language for the set of objects, or could we, instead, abstract from the specific language and consider equivalence relation “having the same description”? Once this fundamental question was asked, the concept of rough sets, and the associated “interior” and “closure” operations became very natural. Moreover, such approach opened, immediately, the need to look at numerical parameters associated with rough sets (for instance: measures of roughness such as various ratios (for instance of the boundary to the closure), and various characteristics of the equivalence relation (such as the discrepancy - the ratios of sizes of “large” equivalence classes to the small ones). The rest is history: rough sets were introduced, studied, and – most importantly – applied. Like many other fundamental concepts, they were specialized, generalized, investigated for relationship with other concepts (from logic, topology, universal algebra, and combinatorics). Contributions of many researchers, from many countries, and with many interests witness to importance of Pawlak’s intuitions.
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Abstract—The article provides an overview of different approaches to the methods of conflict analysis that are inspired by the model of Zdzisław Pawlak. In the first part of the paper, Pawlak's original model is described. In the second part, the model proposed by Skowron and Deja is discussed. In the third part, the model proposed by the authors is presented.

I. INTRODUCTION

In the paper issues related to the problem of conflict analysis are considered. In 1984 Zdzisław Pawlak proposed a simple and intuitive model of conflict analysis. This model allows the relations between the units involved in the conflict to be defined and enables the conflict situation to be visualized and coalitions to be identified. In the model, the concept of agents was introduced and it is a multi-agent system, although it has nothing in common with the definition of the multi-agent systems that are known from the literature [9], [13], [37]. The first articles about this model were written by Pawlak and Skowron [18], [19], [20], [21], [22], [23], [24], [25], [26]. However, the intensive development of solutions to these problems occurred after Pawlak’s death and was, in some sense, the realization of his intentions. The extensions of the model that were proposed allow for the analysis of conflicts in different situations as well as for numerous applications in real life situations. Some of these approaches stem from attempts to find solutions to real situations and the effects of different solutions to conflict. In this study, both the original conflict model of Pawlak as well as a review of the directions of its development are presented.

II. Pawlak’s Conflict Model

Conflicts are inscribed in human nature and they have been with us since the dawn of history. Conflict analysis plays an important role in government, politics, business, lawsuits, disputes, negotiations, military operations, labor-management and others. In 1984, in the paper [18], a model to describe the complicated structure of conflict in a simple way was proposed by Zdzisław Pawlak. This issue was further developed by Pawlak in the papers [19], [20], [21], [22], [23], [24]. During the period in which Pawlak was interested in the issue of conflict, some other models of conflict situations were discussed in [1], [8], [10], [12], [15], [36]. Pawlak predicted that rough and fuzzy sets are the perfect candidates for modeling conflict situations in the presence of uncertainty, but at that time, not very much had been done in this area.

In the proposed model, the parties involved in the conflict are called agents. Depending on the type of conflict situation, that is considered, agents can be individuals, groups of individuals, institutions, companies, countries, etc. Each agent expresses his opinion about some discussed issue by assigning one of three values: 0 means that an agent is against, 1 neutral toward the issue 1 means favorable. Knowledge about conflict situation is written in the form of table, in which rows are labeled by agents, and columns are labeled by discussed issues. The entries of the table are the values that were uniquely assigned to each agent and an issue. Each entry represents opinion of agent about issue. This type of table is an example of an information system $S = (U, A)$, that definition can be found in the literature [16], [17]. In the case of the Pawlak’s conflict model elements of the universe $U$ are agents, $A$ is a set of issues, and the set of values of $a \in A$ is equal $V^a = \{-1, 0, 1\}$. The value $a(x)$, where $x \in U$, $a \in A$ is opinion of agent $x$ about issue $a$. For each $a \in A$ function $\phi_a : U \times U \rightarrow \{-1, 0, 1\}$ is defined:

$$\phi_a(x, y) = \begin{cases} 
1 & \text{if } a(x)a(y) = 1 \text{ or } x = y, \\
0 & \text{if } a(x)a(y) = 0 \text{ and } x \neq y, \\
-1 & \text{if } a(x)a(y) = -1.
\end{cases}$$

Then over $U \times U$ three relations are defined: $R^+_a$ alliance, $R^0_a$ neutrality, $R^-_a$ conflict, that express the relations between agents:

$$R^+_a(x, y) \text{ if and only if } \phi_a(x, y) = 1,$$
$$R^0_a(x, y) \text{ if and only if } \phi_a(x, y) = 0,$$
$$R^-_a(x, y) \text{ if and only if } \phi_a(x, y) = -1.$$

Directly from the definition indicates that the alliance relation is

- reflexive: $\forall x \in U: R^+_a(x, x)$,
- symmetric: $\forall x, y \in U: (R^+_a(x, y) \Rightarrow R^+_a(y, x))$,
- transitive: $\forall x, y, z \in U: (R^+_a(x, y) \wedge R^+_a(y, z) \Rightarrow R^+_a(x, z))$.

Relation $R^+_a$ is an equivalence relation. Each equivalence class of alliance relation $R^+_a$ is called coalition on $a$.

In order to evaluate views between agents $x$ and $y$ with respect to the set of issues $B \subseteq A$ a function of distance...
between agents $\rho^*_B : U \times U \rightarrow [0, 1]$ is defined
\[
\rho^*_B(x, y) = \frac{\sum_{a \in B} \phi^*_a(x, y)}{\text{card}\{B\}},
\]
where
\[
\phi^*_a(x, y) = \begin{cases} 
0 & \text{if } a(x)a(y) = 1 \text{ or } x = y, \\
0.5 & \text{if } a(x)a(y) = 0 \text{ and } x \neq y, \\
1 & \text{if } a(x)a(y) = -1.
\end{cases}
\]

In the definition of the function of distance between agents it is assumed that distance between agents that are in conflict is greater than distance between agents which are neutral. The function of distance between agents for the set of all issues $B = A$ is written in short as $\rho$.

Now we can in a more general way than before, without reference to specific issues, define the relations between agents. A pair $x, y \in U$ is said to be:
- allied $R^+(x, y)$, if $\rho(x, y) < 0.5$,
- in conflict $R^-(x, y)$, if $\rho(x, y) > 0.5$,
- neutral $R^0(x, y)$, if $\rho(x, y) = 0.5$.

Set $X \subseteq U$ is a coalition if for every $x, y \in X$, $R^+(x, y)$ and $x \neq y$. Coalitions defined in this way does not have to be pairwise disjoint, which was shown in Example 2.1.

Each agent has the strength, that is expressed in the form of non-negative real number $\mu : U \rightarrow [0, \infty)$. The strategy is defined as a function $\lambda : U \times U \rightarrow [0, \infty]$ that assigns a non-negative real number to each pair of agents $x, y$. The number expresses how much strength the agent $x$ directed against the agent $y$. It is reasonable to assume that for every $x, y$:
\[
\text{if } \rho(x, y) \leq 0.5 \text{ then } \lambda(x, y) = 0,
\]
where $E_x$ is the set of all enemies of $x$, i.e., $E_x = \{ y \in U : \rho(x, y) > 0.5 \}$. The first condition indicates that the strength directed by $x$ against agents who are allied with $x$ or neutral to $x$ is zero. The second condition ensures that the sum of all the forces led by the $x$ against their enemies may not exceed the strength of agent $x$. Of course, the choice of strategy is essential in the case, which agents will win in a conflict situation, and which will lose.

Example 2.1: We consider an example named the Middle East conflict that is from the paper [22]. In the example there are six agents $U = \{ 1, 2, 3, 4, 5, 6 \}$

1. Israel,
2. Egypt,
3. Palestinians,
4. Jordan,
5. Syria,
6. Saudi Arabia

and five issues $A = \{ a, b, c, d, e \}$

a. autonomous Palestinian state on the West Bank and Gaza,
b. Israeli military outpost along the Jordan River,
c. Israeli retains East Jerusalem,
d. Israeli military outposts on the Golan Heights,
e. Arab countries grant citizenship to Palestinians who choose to remain within their borders.

The relationship of each agent to a specific issue is presented in Table I.

As can be seen, Egypt, Palestinian and Syria are allied on issue $a$, Jordan and Saudi Arabia are neutral to this issue whereas, Israel and Egypt, Israel and Palestinian, and Israel and Syria are in conflict about this issue. This can be easily illustrated by a graph. Figure 1 shows a graphical representation of the conflict situation. Agents are represented by circles in the figure. When a pair of agents is in conflict about the issue $a$, the circles representing the agents are linked. When agents are allied no this issue, the circles representing the agents are connected by dotted line.

The value of the function of the distance between agents is calculated for each pair of agents. These values are given in Table II. Now a graphical representation of a conflict situation, that takes into account all issues being considered by agents, is presented in Figure 2. As before when a pair of agents is in conflict, the circles representing the agents are linked. When agents are allied, the circles representing the agents are connected by dotted line. Neutral agents are not present in this conflict situation. In order to find coalitions, all cliques should be identified in the graph. So the subset of vertices such that every two vertices are connected by dotted line is determined. There are two coalitions in the Middle East conflict $\{ 1, 6 \}$ and $\{ 2, 3, 4, 5 \}$.
The model of conflict analysis that was proposed by Pawlak allows to make advanced analysis of relations between agents and provides guidance that help to decide about strategy. Presented mathematical model is a simple way to illustrate the basic properties of conflicts.

The concepts described above were pursued by many authors [2], [3], [4], [5], [6], [7], [11], [14], [32], [33], [34], [35], [38], [39], [44], [45], [46], [47], [48], [49], [50], [51]. Some of these proposals are briefly described below.

### III. Conflict Model Proposed by Skowron and Deja

Around 1996, Skowron and Deja proposed conflict model [2], which is an enhancement of the Pawlak model. This concept is described in the papers [3], [4], [5], [6], [38], [7]. Motivation to propose a new model was that, as the authors noted, in the Pawlak model a set of the attribute’s values may be too limited in many real situations. Moreover, the assumption that the issues the agents vote represent the issues in very few real situations. In addition, the reason for the conflict cannot be determined because views on the issues to vote are consequences of the decision taken, based on the local issues, the current state and some background knowledge that are the real cause of the conflict. The main aim of a new model is to define and analyse causes of conflict. It was assumed that the conflict between agents is the consequence of the limited resources which are available to agents in a situation. If the number of resources is insufficient to attain agents’ goals it often comes into the conflicts. In the proposed model, the fact was taken into consideration that any agent is describing the situation in its own way. The manner of understanding the same world by each agent can be completely different. A reflection of this assumption in the mathematical model is that for each agent a separate information system is assigned.

It was assumed that the sets of attributes of different agents are pairwise disjoint.

Let $A_g$ be a set of agents involved in conflict. Knowledge about the views of agent $a_g \in A_g$ on conflict situation is represented in an information system $S_{a_g} = (U_{a_g}, A_{a_g})$, where $U_{a_g}$ - is a set of local states and $A_{a_g}$ - is a set of attributes. It was assumed that the sets of attributes of different agents are pairwise disjoint

$$\forall_{a_g, a_g' \in A_g, a_g \neq a_g'} A_{a_g} \cap A_{a_g'} = \emptyset.$$ 

For each information system a target function $e_{a_g} : U_{a_g} \rightarrow [0, 1]$, that determines a subjective evaluation score to each state, is defined. The target function is used to determine the subset of local states, which are accepted by the agent with a fixed threshold value. A set of target states is $T_{a_g} = \{ s \in U_{a_g} : e_{a_g}(s) > \mu_{a_g}\}$, where $\mu_{a_g}$ is a level of acceptance, chosen subjectively by the agent $a_g$. The set of target states in this model are presented in the form of Boolean formula.

Conflict is described by a situation and constraints. A situation $S$ is any element of the Cartesian product $S_{A_g} = \prod_{a_g \in A_g} U_{a_g}^*$, where $U_{a_g}^*$ is a set of all possible local states of the agent $a_g$. Constraints come from the bound on the number of resources and describe some dependencies among local states of agents. Constraints restrict the set of possible situations to admissible situations and are described by Boolean formulas.

The situations are evaluated. The score assigned to each situation can reflect the agents preferences (subjective states

---

**TABLE I**

INFORMATION SYSTEM FOR THE MIDDLE EAST CONFLICT

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>2</td>
<td>+1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

**TABLE II**

VALUES OF THE DISTANCE FUNCTION BETWEEN AGENTS

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9</td>
<td>0.2</td>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

---

Fig. 2. A graphical representation of the Middle East conflict, distance allows to make advanced analysis of relations between agents between agents.
evaluation) or the expert judgement - who takes into account the global good. In the second evaluation method, a quality function \( q : S_{Ag} \rightarrow [0, 1] \) is defined. The set of situations satisfying a given level of quality \( t \) is defined by

\[
Score_{Ag}(t) = \{ S \in S_{Ag} : q(S) \geq t \}.
\]

Boolean formula that describes the set \( Score_{Ag}(t) \) is determined. Assessment of the situation expressed by preferences of the agents is defined by the global preference function \( p : S_{Ag} \rightarrow R \), \( p(S) = F(e_{ag_1}(s_1), \ldots, e_{ag_n}(s_n)) \), where \( S = (s_1, \ldots, s_n) \) and \( n = card\{Ag\} \). Aggregation function \( F \) may be chosen in many different ways. Boolean formula that describes the set of all preferred situations is also determined.

The multi-agent system, with local states for each agent and the global situations satisfying constraints, will be called the system with constraints and is denoted by \( M_{Ag} \). In such systems, conflict can be defined on several levels. Three types of conflicts are distinguished:

- **Local conflict** - that arises from the low level of subjective evaluation of the current state,
- **Global conflict** (based on an expert evaluation) - indicates the existence of a situation which is not preferable for the global good,
- **Global conflict** (based on agents preferences) - indicates that the current situation is not preferred by most of the agents

The concepts of conflict, that are defined above, are the basis for investigation of the most fundamental problem - the possibility to achieve the consensus. In this model, the solution of conflict is searched on various levels: local and global, subjective and objective. In all cases, this is accomplished by determining the conjunction of Boolean formulas that describe appropriate conditions.

### IV. CONFLICT MODEL PROPOSED BY WAKULICZ-DEJA AND PRZYBYLA-KASPEREK

Around 2009, Wakulicz-Deja and Przybyła-Kasperek proposed conflict model, which is also an extension of the Pawlak model. This concept is described in the papers \[26, 27, 28, 29, 30, 31, 40, 41, 42, 43\]. Motivation to propose a new model was that, the authors wanted to use conflict model for making decisions based on dispersed knowledge that is stored in many local decision tables. These tables are given in advance and collected by different units for example in different medical centers. It is not assumed that the sets of conditional attributes or the universe of different local decision tables are disjoint or equal. In the situation that is described above the Pawlak model can not be directly applied, because we are dealing with a set of decision tables - not just one information system. The Skowron – Deja model can not be applied, because in order to resolve conflicts the Boolean reasoning is used there and the algorithm has exponential pessimistic execution time. The identification of constraints in the considered dispersed situation is not possible. In addition, the assumption that the sets of conditional attributes of all decision tables must be disjoint is not fulfilled.

The main assumptions that were adopted in the proposed model are that knowledge is stored in several decision tables. There are a set of resource agents, one agent has access to one decision table. The resource agents, that are similar, in some specified sense, are combined into a group. In the process of groups creating elements of conflict analysis and negotiation are used. System has a hierarchical structure. For each group of agents a superordinate agent is defined - a synthesis agent. The synthesis agent has access to knowledge that is the result of the process of inference that is carried out by the resource agents that belong to its subordinate group. Based on local decisions taken by synthesis agents, global decisions are generated using certain fusion methods and methods of conflict analysis.

Different approaches to creating a system’s structure were proposed: from a very simple solution to a more complex method of creating groups of agents. Below, a brief overview of the proposed approaches was presented.

The first approach was proposed in the papers \[40, 41, 42\]. In these articles definitions of resource agents and synthesis agents are given, and the hierarchical structure of the system was established. We call \( ag \) in \( Ag \) a resource agent if it has access to the resources that are represented by a decision table \( D_{ag} := (U_{ag}, A_{ag}, d_{ag}) \), where \( U_{ag} \) is the “universe”; \( A_{ag} \) is a set of conditional attributes, and \( V_{ag} \) is a set of attribute \( a \) values that contain the special signs * and ?. The equation \( a(x) = * \) for some \( x \in U_{ag} \) means that for an object \( x \), the value of attribute \( a \) has no influence on the value of the decision attribute, while the equation \( a(x) = ? \) means that the value of attribute \( a \) for object \( x \) is unknown; \( d_{ag} \) is referred to as a decision attribute and \( V_{ag} \) is called the value set of \( d_{ag} \). The only condition that must be satisfied by decision tables of agents is the occurrence of the same decision attributes in all of the decision tables of the agents. In this first approach it was assumed that resource agents taking decisions on the basis of common conditional attributes form a group of agents called a cluster. For each cluster that contains at least two resource agents, a superordinate agent is defined, which is called a synthesis agent \( As \). By a dispersed system we mean

\[
WSD_{Ag} = \{Ag, \{D_{ag} : ag \in Ag\}, As, \delta\},
\]

where \( Ag \) is a finite set of resource agents; \( D_{ag} \) is a set of decision tables of resource agents; \( As \) is a finite set of synthesis agents, \( \delta : As \rightarrow 2^{Ag} \) is a injective function which each synthesis agent assign a cluster. A significant problem that must be solved when making decisions based on dispersed knowledge has identified - inconsistencies of knowledge may occur within the clusters. This problem stems from the fact that there are no assumptions about the relation between the sets of the conditional attributes of different resource agents in the system. We understand an inconsistency of knowledge to be a situation in which conflicting decisions are made on the basis of two different decision tables that have common conditional attributes and for the same values for the common attributes using logical implications. The process of generating the common knowledge (an aggregated decision table) for each cluster was proposed that was named as the process for the elimina-
tion of inconsistencies in the knowledge. This method consists in constructing new objects that are based on the relevant objects from the decision tables of the resource agents that belong to one cluster. The aggregated objects are created by combining only those relevant objects for which the values of the decision attribute and common conditional attributes are equal. Based on the aggregated decision tables the values of decisions with the highest support of synthesis agents are selected. Global decisions are taken using the DBSCAN algorithm.

The second approach was proposed in the papers [26], [27], [43]. The same methods as in the first approach are used, however, additionally the decision tables of the resource agents are subjected to a certain transformation. In the paper [43], the method of editing and condensing were used on the decision tables of the resource agents. In the paper [26], based on the decision tables of the resource agents decision rules, using rough set theory, are generated. Then, in a single cluster, these rules are aggregated. In the article [27], from each decision tables of the resource agents unnecessary attributes are removed.

The third approach was proposed in the papers [28], [30]. The main modification, compared to the first approach, was conducted within the process of creating a system’s structure. In the previous approaches a dispersed system has a static structure (created once, for all test objects), and this time a dynamic structure is used (created separately for each test object). The aim of this approach is to identify homogeneous groups of resource agents. The agents who agree on the classification into the decision classes for a test object will be in a conflict relation due to the object $x$, which is written $R^\ast(ag_i, ag_k)$, if and only if $\rho^\ast(ag_i, ag_k) \geq 0.5$.

Then, the groups of agents who are in agreement about the classification to the decision classes of the test object are defined. Two different approaches to combining agents in the friendship relations into one cluster were considered.

In the paper [30] the approach is proposed in which disjoint clusters of resource agents remaining in the friendship relations are created. The process of clusters creating in this approach is very similar to the hierarchical agglomerate clustering method and proceeds as follows. Initially, each resource agent is treated as a separate cluster. These two steps are performed until the stop condition, which is given in the first step, is met.

1) One pair of different clusters is selected (in the very first step a pair of different resource agents) for which the distance reaches a minimum value. If the selected value of the distance is less than 0.5, then agents from the selected pair of clusters are combined into one new cluster. Otherwise, the clustering process is terminated.

2) After defining a new cluster, the value of the distance between the clusters are recalculated. The following method for recalculating the value of the distance is used. Let $\rho^\ast : 2^{Ag} \times 2^{Ag} \rightarrow [0, 1]$, let $D_i$ be a cluster formed from the merger of two clusters $D_{i_1} = D_{i_1} \cup D_{i_2}$ and let it be given a cluster $D_j$ then

$$\rho^\ast(D_i, D_j) = \begin{cases} \rho^\ast(D_{i_1}, D_j) + \rho^\ast(D_{i_2}, D_j), & \text{if } \rho^\ast(D_{i_1}, D_j) < 0.5 \text{ and } \rho^\ast(D_{i_2}, D_j) < 0.5, \\ \max(\rho^\ast(D_{i_1}, D_j), \rho^\ast(D_{i_2}, D_j)), & \text{if } \rho^\ast(D_{i_1}, D_j) \geq 0.5 \text{ or } \rho^\ast(D_{i_2}, D_j) \geq 0.5 \end{cases}.$$
of clusters creating is more extensive and as a consequence the clusters are more complex and better reconstructed and illustrate the views of the agents on the classification. The main differences between this approach and the previous approach are as follows. Now, three types of relations between agents are defined: friendship, neutrality and conflict (previously, only two types were used). The clustering process consists of two stages (previously, only one stage process was used).

In the first step initial groups are created, it contains agents in friendship relation. In the second stage, a negotiation stage, agents which are in neutrality relation are attached to the existing groups. In order to define the intensity of conflict (previously two function were used: the distance function between agents (was used in the previous approach) and a generalized distance function. The process of clusters creating is as follows. At first the distance between agents is defined. Definitions of the relations between agents are modeled on the definitions that were given by Pawlak. Let \( p \) be a real number that belongs to the interval \([0, 0.5]\). We say that agents \( a_g, a_g' \in A_g \) are in a friendship relation due to the object \( x \), which is written \( R^f(a_g, a_g') \), if and only if \( p^f(a_g, a_g') < 0.5 - p \). Agents \( a_g, a_g' \in A_g \) are in a conflict relation due to the object \( x \), which is written \( R^c(a_g, a_g') \), if and only if \( p^c(a_g, a_g') > 0.5 + p \). Agents \( a_g, a_g' \in A_g \) are in a neutrality relation due to the object \( x \), which is written \( R^n(a_g, a_g') \), if and only if \( 0.5 - p < p^n(a_g, a_g') \). The first step in the process of creating clusters is to define the initial clusters. The initial cluster due to the classification of object \( x \) is the maximum, due to the inclusion relation, subset of resource agents \( X \subseteq A_g \) such that \( \forall a_{g_1}, a_{g_2} \in X \ R^f(a_{g_1}, a_{g_2}) \). After the first stage of clustering we obtain a set of initial clusters and a set of agents which are not included in any cluster. In this second group of agents there are agents which remained undecided. So those which are in neutrality relation with agents belonging to some initial clusters. In the second step, the negotiation stage, this agents play a key role. As it is known the goal of negotiation process is to reach a compromise by accepting some concessions by the parties involved in a conflict situation. In the negotiation process, the intensity of the conflict is determined by using the generalized distance function. This definition assumes that during the negotiation, agents put the greatest emphasis on compatibility of ranks assigned to the decisions with the highest ranks. That is the decisions that are the most significant for the agent. Compatibility of ranks assigned to less meaningful decision is omitted. We define the function \( \phi^c_G \) for test object \( x \):

\[
\phi^c_G(a_g, a_g') = \frac{\sum_{\forall a_{g_1}, a_{g_2} \in X} |r_{i_1}(x) - r_{j_1}(x)|}{\text{card}(Sign_{i_1})}
\]

where \( a_g, a_g' \in A_g \) and \( \text{Sign}_{i_1} \subseteq V^d \) is the set of significant decision values for the pair of agents \( a_g, a_g' \). We also define the generalized distance between agents \( \rho^G \) for the test object \( x \):

\[
\rho^G(a_g, a_g') = \frac{\sum_{a_g, a_g' \in X} \phi^c_G(a_g, a_g')}{\text{card}(X \cup Y) \cdot (\text{card}(X \cup Y) - 1)}
\]

where \( X, Y \subseteq A_g \). As can be easily seen, the value of the generalized distance function for two sets of agents \( X \) and \( Y \) is equal to the average value of the function \( \phi^c_G \) for each pair of agents \( a_g, a_g' \) that belong to the set \( X \cup Y \). For each agent which is not attached to any cluster we calculate the value of generalized distance function for this agent and every initial cluster. Then the agent is included to all initial clusters, for which the generalized distance does not exceed a certain threshold, which is set by the system’s user. Also agents without coalition, for which the value does not exceed the threshold, are combined into a new cluster. We do not connect agents who are in conflict relation in one cluster. After completion of the second stage of the process of clustering we get the final form of clusters. Then the method of elimination of inconsistencies in the knowledge and the DBSCAN algorithm, that were proposed in the first approach, are used.

The fifth approach was proposed in the paper [31]. In this paper, a method of creating clusters is the same as in the previous approach but when the global decisions are taken the agents’ weights are additionally calculated. Different methods of calculating the strength of a cluster was proposed:

- with respect to the number of component agents,
- with respect to the decisiveness of agents,
- with respect to the number of component agents and the decisiveness of agents,
- with respect to the decisiveness-based cluster strength.

Further work is carried out on the development of a dispersed system. The authors propose another approach in order to achieve a better efficiency of the system and always find inspiration in the work of Pawlak. The relations as well as the method for determining the intensity of a conflict between agents that were proposed by Pawlak are always the basis of the entire system.

V. Summary

In this article, the conflict analysis model that was proposed by Pawlak has been described. The aim of the study was to show the main extensions of this model that have been proposed in the literature. Pawlak’s model is simple, intuitive and very useful in the analysis of the complex nature of conflicts. The model has many applications and is inspiration for developing new approaches.
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Abstract—This paper is an application of Edelsbrunner-Harer (EH) nerves as approximating tools in discovering interesting perceptual clusters in Pawlak’s painting of landscapes, thus giving us an insight into the style of the artist. A variation of EH nerves (collections of Voronoï regions called nucleus clusters) are used in this paper. The Rényi entropy is used to measure the information level of Voronoï regions. It is shown that the information levels (i.e., Rényi entropy) of maximal nucleus clusters in tesselled paintings are the highest compared with surrounding regions, thereby highlighting regions in the paintings with the greatest detail by the artist.

I. INTRODUCTION

In this paper, we are seeking to discover interesting clusters using the concept of nerves useful in visual arts. Visual art forms include paintings, ceramics, photography amongst others. Both spatial and descriptive forms of representation will be considered [1]. First, we start by considering a representative space for the visual information in paintings by Z. Pawlak. Spatial representation can be considered in two ways: i) one where a space is given and its characteristics are studied via geometry and topology ii) a space is approximated using some form of tool [2]. Descriptive representation starts with probe functions that map features of objects to numbers in $\mathbb{R}^n$ [1]. Probe values provide a description of an object. The problem of finding interesting clusters in an object space $X$ is mapped to the problem of finding interesting clusters in a feature space $\Phi(X)$. The nearness of feature space clusters is studied in the context of proximity spaces.

Various forms of geometric nerves are usually collections known as simplicial complexes in a normed linear space (for details see, e.g., [3], [1, §1.13]). A nerve $N(C)$ in a finite collection of sets $C$ is a simplicial complex with vertices of sets in $C$ and with simplices corresponding to all non-empty intersections among these sets.

In a descriptive representation, the simplicial complexes are a result of nerve constructions of observations (objects) in the feature space. To construct the simplicial complexes, we tessellate Pawlak Paintings with Voronoï diagram overlays. Then we compute nerves of sets of collections derived from these Voronoï regions [4]. A variation of Edelsbrunner-Harer nerves which are collections of Voronoï regions (called nucleus clusters) are used in this paper. Rényi entropy is used to measure the information level of Voronoï tessellation cells [5].

The focus here is on maximal nucleus clusters (MNCs) that are strongly proximal Edelsbrunner-Harer nerves. A proximity space setting for MNCs makes it possible to investigate the strong closeness of subsets in MNCs as well as the spatial and descriptive closeness of MNCs themselves.

Voronoï tessellation has great utility and has many applications such as geometric modelling in physics, astrophysics, chemistry and biology [6] and in the study of digital images [1], [7], [8]. The form of clustering introduced in this article has proved to be important in the analysis of brain tissue [9]. The contribution of this paper is an application of Edelsbrunner-Harer nerves as approximating tools in discovering interesting perceptual clusters in Pawlak’s painting of landscapes, thus giving us an insight into the style of the artist.

II. DEFINITIONS PLUS MNC CONSTRUCTION

Every Voronoï region of a site $s$ is a convex polygon containing all points that are nearer $s$ than another site in a Voronoï tessellation of a surface. Voronoï regions are strongly near, provided the regions have points in common. In Fig. 1, Voronoï region $N$ in the tessellation, is the nucleus of a mesh cluster containing all of those polygons adjacent to $N$. This form of clustering leads to the introduction of what are known as nucleus-clusters.

A Voronoï mesh nucleus is any Voronoï region that is the center of a collection of Voronoï regions adjacent to the nucleus. A maximal nucleus cluster is a collection of a maximal number of Voronoï regions that are strongly near the mesh nucleus. Maximal nucleus clusters (MNCs) serve as indicators of high object concentration in a tessellated image.

Definition 1 (Voronoï region $V(s)$). Let $E$ be the Euclidean plane, $S \subseteq E$ (set of mesh generating points), $s \in S$. 

$$V(s) = \{x \in E : \|x - s\| \leq \|x - q\| \text{ for all } q \in S\}.$$ 

Nonempty sets $A, B$ in a topological space $X$ equipped with the relation $s$ are strongly near (i.e., strong proximity) (denoted $A \overset{s}{\approx} B$), provided the sets have at least one point in common.
Definition 2. Nucleus Cluster (see, e.g., Fig. 1). Let \( X \) be a collection of Voronoi regions containing \( N \), endowed with the strong proximity \( \delta \), \( A \subset X, \text{cl}A = \left\{ x \in X : x \delta A \right\} \) (closure of \( A \)), and

\[
\mathbf{C} N = \left\{ A \in X : \text{cl} ~ A \delta \subset N \right\} \quad \text{(NC)}
\]

Let \( A, B \subset X \) and let \( \Phi(x) \) be a feature vector for \( x \in X \), a nonempty set of non-abstract points such as picture points. \( A \delta_0 B \) reads \( A \) is descriptively near \( B \), provided \( \Phi(x) = \Phi(y) \) for at least one pair of points, \( x \in A, y \in B \) where \( \Phi(A) = \left\{ \Phi(x) \in \mathbb{R}^n : x \in A \right\} \) which are a set of feature vectors.

The descriptive strong proximity \( \delta_0 \) is the descriptive counterpart of \( \delta \) defined in the feature space \( \Phi(A) \). Let regions \( A, B \) be described by a feature vector of the form \((x, y, \text{area, diameter})\). Then \( A \delta_0 \subset B \), provided \( A \) and \( B \) have matching descriptions. Formal proofs of the connection between relations and proximities are given in [1], [4].

Definition 3. Maximum Nuclear Cluster [4]. A nucleus cluster with nucleus \( N \) is maximal, provided \( N \) has the highest number of adjacent polygons in a tessellated surface denoted by \( \text{max} C N \). Similarly, a descriptive nucleus cluster is maximal, provided \( N \) has the highest number of polygons in a tessellated surface descriptively near \( N \), (denoted by \( \text{max} C \Phi N \)).

![Fig. 2. \( \mathbf{C} N_1 \delta \mathbf{C} N_2 \) and \( \mathbf{C} N_1 \delta_0 \mathbf{C} N_2 \)](image)

Example 1. Let \( X \) be the collection of Voronoi regions in a tessellation of a subset of the Euclidean plane shown in Fig. 2 with nuclei \( N_1, N_2, N_3 \in X \). In addition, let \( 2^N \) be the family of all subsets of Voronoi regions in \( X \) containing maximal nucleus clusters \( \mathbf{C} N_1, \mathbf{C} N_2, \mathbf{C} N_3 \in 2^X \) in the tessellation. Then, for example, \( \text{int} C N_2 \cap \text{int} C N_3 = \emptyset \) where \( \text{int} \) is the interior of a set, since \( C N_2, C N_3 \) share Voronoi regions. Hence, \( C N_2 \delta C N_3 = \emptyset \) (for proof, see [4]). Similarly, \( C N_1 \delta C N_2 \).

Algorithm 1: Construct Maximal Nucleus Cluster

| Input | Digital images \( img \). |
| Output | MNCs on image \( img \). |

1. \( \text{img} \rightarrow \text{TitledImg} \#(Voronoi tessellation) \*; \)
2. Choose a Voronoi region in \( \text{TitledImg} \#; \)
3. \( \text{ngon} \leftarrow \text{TitledImg} \)
4. \( \text{NoOfSides} \leftarrow \text{ngon} \)
5. /* Count no. of sides in \( \text{ngon} \) & remove it from \( \text{TitledImg} \) */
6. \( \text{TiledImg} := \text{TiledImg} \setminus \text{ngon} \)
7. \( \text{ContinueSearch} := \text{True}; \)
8. while (TiledImg \( \neq \emptyset \) and \( \text{ContinueSearch} \) do \( \text{ngonNew} \leftarrow \text{TiledImg} \)
9. \( \text{TiledImg} := \text{TiledImg} \setminus \text{ngonNew} \)
10. \( \text{NewNoOfSides} \leftarrow \text{ngonNew} \)
11. if (NewNoOfSides > NoOfSides) then
12. \( \text{ngon} := \text{ngonNew} \)
13. else
14. /* Otherwise ignore \( \text{ngonNew} */
15. if (TiledImg = \( \emptyset \)) then
16. \( \text{ContinueSearch} := \text{False}; \)
17. \( \text{maxCN} := \text{ngon}; \)
18. /* MNC found; Discontinue search */
19.

Let \( \mathcal{F} \) be a finite collection of sets. An Edelsbrunner-Harer nerve (denoted by \( \text{Nrv} \mathcal{F} \)) consists of all nonempty subcollections of \( \mathcal{F} \) that have a non-void common intersection, i.e.,

\[
\text{Nrv} \mathcal{F} = \left\{ X \in \mathcal{F} : \bigcap X 
eq \emptyset \right\}.
\]

Lemma 1. [4] Let \( \mathcal{F}_{MNC} \) be a collection of polygons in a Voronoi MNC endowed with the strong proximity \( \delta \). The structure \( \text{Nrv} \mathcal{F}_{MNC} \) is an Edelsbrunner-Harer nerve.

Theorem 1. [10, §III.2, p. 59] Let \( \mathcal{F} \) be a finite collection of closed, convex sets in Euclidean space. Then the nerve of \( \mathcal{F} \) and the union of the sets in \( \mathcal{F} \) have the same homotopy type.

Theorem 2. [4] Let the nucleus cluster \( \mathbf{C} N \) be a finite collection of closed, convex sets in a Voronoi mesh \( V \) in the Euclidean plane. The nerve \( \text{Nrv} \mathcal{F}_{MNC} \) in \( \mathbf{C} N \) and the union of the sets in \( \mathbf{C} N \) have the same homotopy type.

Theorem 3. [4] Let \( X \) be a finite collection of MNC Edelsbrunner-Harer nerves \( \text{Nrv} \mathcal{F}_{MNC} \) in a Voronoi mesh with nuclei \( N \) in the Euclidean plane and let \( X \) be equipped with the relator \( \left\{ \delta, \delta_0 \right\} \) with strongly close mesh nerves. Each nucleus \( N \) has a description \( \Phi(N) \) = number of sides of \( N \). Then \( \bigcap N \text{rv} \mathcal{F}_{MNC} \neq \emptyset \).

III. EXPERIMENTS AND DISCUSSION

Let \( p(x_1), \ldots, p(x_i), \ldots, p(x_n) \) be the probabilities of a sequence of events \( x_1, \ldots, x_i, \ldots, x_n \) and let \( \beta \geq 1 \). Then the
Rényi entropy \([11] H_\beta(X)\) of a set of event \(X\) is defined by

\[
H_\beta(X) = \frac{1}{1 - \beta} \ln \sum_{i=1}^{n} p^\beta(x_i) \quad \text{(Rényi entropy)}.
\]

Rényi’s entropy is based on the work by R.V.L. Hartley [12] and H. Nyquist [13] on the transmission of information. The information of order \(\beta\) contained in the observation of the event \(x_i\) with respect to the random variable \(X\) is defined by \(H(X)\). Here, \(H(X)\) is used to measure the information levels of maximal nucleus clusters in tesselled paintings by Z. Pawlak (places reflecting the greatest detail by the artist).

Fig. 3. 1954 Waterscape by Zdzisław Pawlak

Fig. 4. MNC in 1954 Waterscape by Zdzisław Pawlak

Fig. 5. MNC Rényi’s entropy in 1954 Waterscape

The three sample paintings by Z. Pawlak, span 45 years, starting in 1954 and ending in 1999. In Z. Pawlak’s paintings, places where the artist rendered with the greatest detail (splashes of colour, slanting brush strokes, clustering of paint

Fig. 6. 1999 Landscape by Zdzisław Pawlak

Fig. 7. MNC in 1999 Landscape by Zdzisław Pawlak

Fig. 8. MNC Rényi’s entropy in 1999 Landscape
patches) occurs where the Rényi’s entropy is highest. In the examples, the entropy of the MNCs is consistently higher than the non-MNC areas in the paintings. Each of these paintings reflects a style very similar to the impressionist painting by Oscar-Claude Monet (1840-1926). The basic approach was to express one’s perceptions of nature in which he created a record of the French countryside. Similarly, Pawlak’s perceptions of Polish countryside are represented by dabs of paint to suggest things like buildings (see the red-roofed building in Fig. 3), long and short strokes of colour (see the trees in Fig. 9 and bits of white for distant roads and villages in Fig. 6). The MNCs in Z. Pawlak’s paintings occur in those places in the paintings where the artist has expended his greatest efforts on the detailed woodland and waterscape structures he observed.

In conclusion, this paper presents a Voronoi diagram-based clustering which partitions a descriptive space represented by paintings into regions around a set of seed points. The clustering approach leads to the introduction of maximal nucleus clusters that are collections of a maximal number of Voronoi regions that are strongly near the mesh nucleus. It can also be observed that there can be several MNCs depending on the number of selected seed points. It is interesting to note that the Rényi’s entropy shown in Figures 5, 8, 11 indicate the entropy of the MNC is higher than those of the surrounding polygons.
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AAIA'16 Data Mining Competition: Predicting Dangerous Seismic Events in Active Coal Mines

AAIA'16 Data Mining Challenge is the third data mining competition associated with International Symposium on Advances in Artificial Intelligence and Applications (AAIA'16, https://fedcsis.org/2016/aaia) which is a part of FedCSIS conference series. This time, the task is related to the problem of predicting periods of increased seismic activity which may cause life-threatening accidents in underground coal mines. Prizes worth over 3,000 USD will be awarded to the most successful teams. The contest is sponsored by Research and Development Centre EMAG (http://ibemag.pl) with support from Polish Information Processing Society (http://www.pti.org.pl/).

INTRODUCTION

Providing safety of miners working underground is the fundamental requirement for the coal mining industry in Poland. Coal mining companies are obligated by the law to introduce many safety measures to secure proper working conditions of their underground personnel. However, expert knowledge-based safety monitoring systems sometimes fail to foresee dangerous seismic events which have disastrous consequences. In this data mining competition we would like to address this challenging problem. In particular, we want to ask participants to come up with reliable methods for predicting periods of increased seismic activity perceived in longwalls of a coal mine.

More details regarding the task and a description of the competition data can be found in Task Description section.

SPECIAL SESSION AT AAIA'16

A special session devoted to the competition will be held at the conference. We will invite authors of selected reports to extend them for publication in the conference proceedings (after reviews by Organizing Committee members) and presentation at the conference. The publications will be treated as short papers and will be indexed by IEEE Digital Library and Web of Science. The invited teams will be chosen based on their final rank, innovativeness of their approach and quality of the submitted report.

AWARDS

Authors of the top ranked solutions (based on the final evaluation scores) will be awarded with prizes funded by our sponsors:

- First Prize: 1000 USD + one free FedCSIS'16 conference registration,
- Second Prize: 500 USD + one free FedCSIS'16 conference registration,
- Third Prize: one free FedCSIS'16 conference registration.

The award ceremony will take place during the FedCSIS'16 conference (Sep 11-14, 2016, Gdańsk, Poland).

CONTEST ORGANIZING COMMITTEE

Andrzej Janusz, University of Warsaw
Marek Sikora, Institute of Innovative Technologies EMAG
Łukasz Wróbel, Institute of Innovative Technologies EMAG
Sebastian Stawicki, University of Warsaw
Marek Grzegorowski, University of Warsaw
Sinh Hoa Nguyen, University of Warsaw
Dominik Ślęzak, University of Warsaw & Infobright Inc.
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Abstract—This paper summarizes AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines which was held between October 5, 2015 and March 4, 2016 at the Knowledge Pit platform. It describes the scope and background of this competition and explains our research objectives which motivated the specific design of the competition rules. The paper also briefly overviews the results of this challenge, showing the way in which those results can help in solving practical problems related to the safety of miners working underground. In particular, our analysis focuses on applications of prediction models in order to facilitate the assessment of seismic hazards, in a situation when the exploration of a given working site has just started and there is very little historical data available.

Keywords—data mining competition; multivariate time series data; attribute engineering; cold start problem; hazards assessment;

I. INTRODUCTION

THE COAL MINING is one of the most important industries which according to a report by IBISWorld employs worldwide over 3.5M people [1]. The exploration of coal often requires working in hazardous conditions. Miners in an underground coal mine can face many threats, such as, e.g. methane explosions, rock-burst or seismic tremors. To provide protection for people working underground, systems for active monitoring of the coal extraction processes are typically used. One of their fundamental applications is to screen the seismic activity in order to minimize the risk of severe mining incidents. To facilitate this task, data exploration and decision support tools can be employed, e.g. for predicting seismic activity in the nearest future.

From a data processing point of view, a decision support system which could aid in active monitoring of the coal mining process requires efficient methods for handling continuous streams of data [2]. Such methods have to be able to handle large volumes of data from multiple sensors. They also need to be robust with regard to missing or corrupted data. Moreover, a good decision support system should be easy to comprehend by the experts and end-users who need to have access not only to its outcomes, but also to arguments or causes that were taken into account. A few practical studies have been already conducted with this respect, relying on rule-based models for predicting the methane level [3]. However, the literature on this important subject is still very scarce.

One of very few research initiatives in that field is DI-ESOR – a Polish national R&D project aimed at creation of an integrated decision support system for monitoring of the mining process and early detection of viable threats to people and equipment working underground [4]. The system developed in the frame of DI-ESOR project integrates data from different monitoring tools. It contains an expert system module that can utilize specialized domain knowledge and an analytical module which can be applied to make a diagnosis of the mining processes. When combined, these modules are capable of reliable prediction of natural hazards, such as those related to increased seismic activity. The idea to popularize this topic among the data science community by organizing open data mining challenges originated within this project.

The competition described in this paper is the second one in the series. The first one – IICRS’15 Data Challenge – was focused on the problem of active monitoring and prevention of dangerous methane outbreaks [5]. The task was to design an efficient classifier for multivariate time series data that is generated by various sensors placed in corridors of underground coal mines. The main difficulty in that task was related to the problem of, so called, concept drift [6] and the necessity of constructing robust representation of the available data [7]. This competition was hosted by the Knowledge Pit platform [8] which supports the organization of data mining competitions associated with data science-related conferences.

Following the success of our first competition, AAIA’16 Data Mining Challenge was also organized at Knowledge Pit. This time, however, the task was related to the problem of foreseeing periods of increased seismic activity, that may endanger miners working underground. The main motivation for organizing this challenge as an open on-line competition was the fact that such an approach allows to conveniently review and evaluate performance of the available state-of-the-art methods. It is also an objective way of verifying not only a viability of the predictive models but also whole analytic processes which include preprocessing, feature extraction, model construction and post processing of predictions (e.g. ensemble approaches). Additionally, a huge influence on the final shape of AAIA’16 Data Mining Challenge had our research interest in a severity of the cold start problem for prediction models. In the coal mining context, this problem appears in a situation when the exploration of a given working site has just started and there is very little historical data available that can be
utilized for a construction of the prediction model for the
assessment of seismic hazards.

In the following Section II we reveal details regarding
the organization of the data mining competition and then, in
Section III, we describe its course and results, including a
brief characteristic of the most interesting approaches among
the submitted solutions. Next, in Section IV, we show how
the competition results were used to conduct an analysis of
the cold start problem in the prediction of seismic hazards.
Finally, we conclude the paper in Section V by drawing our
plans for a continuation of this study.

II. AAIA'16 DATA MINING CHALLENGE

AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines took place between
October 5, 2015 and February 27, 2016. It was organized
under auspices of International Symposium on Advances in Artificial Intelligence and Applications (AAIA’16, https://fedcsis.org/2016/aaia) which is a part of the FedCSIS
conference series.

The task in this competition was related to the assessment
of safety conditions in underground coal mines with regard to
a seismic activity and early detection of seismic hazards. In
particular, the data set provided to participants was composed of
readings from sensors, such as geophones, that monitor the
seismic activity perceived at longwalls of different coal mines
and measure energy released by, so called, seismic bumps.
Each case in the data was described by a series of hourly
aggregated sensor readings from a 24 hour period. The
provided data also contained information regarding the intensity
of recent mining activities at the corresponding working site,
coupled by the latest assessments of the safety conditions made
by mining experts. Moreover, to further enrich the available data,
for each working site that occur in the data set some
additional meta-data were made available, such as an identifier
of the mine, an identifier of a region where the working site
is located or a working site’s height.

Participants of the competition were asked to design a
prediction model that would be able to accurately detect
periods of increased seismic activity. In particular, the target
attribute in the provided data (the decision) indicated cases
for which the total energy of seismic bumps observed in a
following 8 hour period exceeded a warning level of \( 5 \times 10^5 
\) Joules (i.e. energy released in the period starting after the last
hour of aggregated readings describing the case and ending 8
hours later).

In total, the provided data was described by 541 main
attributes and 6 additional features related to particular working
sites. The competition’s data correspond to over 5 years of
readings, which to best of our knowledge makes this research
the most comprehensive study related to this domain, con-
ducted anywhere in the world.

The data set was divided into a training part which was
made available along with the corresponding decision labels
and a test part. The labels for the test set were hidden from
participants. The division of cases between the training and
test sets was made based on a time stamps. In particular, the
training data set corresponded to a period between May 5,
2010 and March 6, 2014. It consisted of a total of 133,151
data rows, each corresponding to a different 24 hour period
which were overlapping for consecutive cases. The test data
covered the period between March 7, 2014 and June 24, 2015.
Unlike for the training set, to facilitate an objective evaluation
of solutions and prevent a common problem with, so called,
data leakage [9], the test cases were not overlapping and
provided in a random order. For this reason the test set used
in the challenge was much smaller than the training data. It
is important to notice, however, that even though it consisted
of only 3,860 cases, the test set covered a period of nearly
16 months.

Table I shows some basic characteristics of data from each
working site that occurs in the competition data. It is worth
noticing that not all working site that are present in training
data also appear in the test set and there are a few working sites
that are present in the test data but not in the training set. Such
a situation reflects a real-life problem when the exploration of
coal shifts to a new site for which there is no data available.
A similar issue can also be identified within other domains,
e.g. recommender systems, and is commonly referred to as
the cold start problem [10]. Noticeable is also the fact that the
distribution of cases with the ‘warning’ decision label is quite
uneven for different working sites.

A. Evaluation of the uploaded solutions

Participants of the competition had to prepare their solutions
in a form of predictions of a likelihood that a given
record from the test set has the label ‘warning’ and send
their solutions using the submission system of Knowledge Pit.
Each of the competing teams could submit multiple solutions.
Quality of the submissions was measured using Area Under the
ROC Curve (AUC) [11], [12]. The submitted solutions were
evaluated on-line and the preliminary results were published on the competition Leaderboard. The preliminary score was computed on a subset of the test set, fixed for all participants. Size of this subset corresponded to approximately 25% of the test set and it was composed of data from four working sites with different characteristics. The final evaluation was conducted after completion of the competition using the remaining part of the test data.

Apart from submitting their predictions, each team was also obligated by competition rules to provide a brief report describing its approach. Only the final solutions from teams which sent a valid report could undergo the final evaluation and be published among the competition results. In this way we were able to collect a vast amount of information regarding the current state-of-the-art in predictive analysis of multivariate time series data and objectively verify different methods of preprocessing, feature extraction and post processing of the predictions (i.e. ensemble approaches [13]).

B. A course of a competition

Since one of the main objectives in organization of AAIA’16 Data Mining Challenge was to investigate the cold start problem in the domain of natural hazard detection, we designed this competition in an uncommon way. To gather comprehensive data about an impact of the size of available data on quality of predictions for a given working site, the training data set described above was divided into five separate parts and the course of the challenge was split into six phases. Table II shows some basic participation statistics related to each of the phase.

| TABLE II. BASIC PARTICIPATION STATISTICS FOR EACH PHASE OF THE CHALLENGE. IN THE LAST PHASE ALL TRAINING DATA WAS MADE AVAILABLE TO ALL PARTICIPANTS, REGARDLESS OF THEIR ACTIVITY. |
|---------------------|-----------------|-----------------|
| phase 1 | size (cases) | number of submissions | best preliminary score | best final score |
| phase 2 | 900015 | 574 | 0.9256 | 0.9260 |
| phase 3 | 93211 | 278 | 0.9412 | 0.9320 |
| phase 4 | 106527 | 1377 | 0.9452 | 0.9405 |
| phase 5 | 119039 | 363 | 0.9451 | 0.9375 |
| phase 6 | 133151 | 513 | 0.9452 | 0.9379 |

After the start of the challenge only the first part of the training data was revealed to participants. The four consecutive parts were made available in approximately monthly intervals (each interval corresponded to a new competition phase), however, only active teams that submitted a required number of files with predictions could access the new data.

In the sixth phase, which lasted for the last two weeks of the competition, all training data parts were revealed to all participating teams regardless of their previous activity in the challenge. It was done to equalize winning chances for teams that decided to join the competition in its latest period.

III. OVERVIEW OF THE COMPETITION RESULTS

AAIA’16 Data Mining Challenge attracted many skilled data mining practitioners who managed to submit a variety of interesting solutions. In total, there were 203 registered teams with members from 31 different countries. The most of participating teams were from Poland (106), however, there were also many teams from countries such as India (14), United Kingdom (12), USA (12), Canada (9) and France (5).

Among the registered teams, 106 were active, i.e. submitted at least one solution to the Leaderboard. In total they submitted 3,236 solutions of which 3,135 were correctly formatted and successfully passed the evaluation procedure. Additionally, 50 teams provided a brief report describing their approach. These reports turned out to be a valuable source of knowledge regarding the state-of-the-art in the predictive analysis of time series data related to early detection of seismic hazards.

| TABLE III. FINAL RESULTS AND NUMBER OF SUBMISSIONS FROM THE TOP RANKED TEAMS. THE LAST ROW SHOWS RESULTS OBTAINED SOLELY FROM ASSESSMENTS MADE BY MINING EXPERTS, WHICH WERE AVAILABLE IN THE DATA (ATTRIBUTES latest_seismic_assessment AND latest_comprehensive_assessment) |
|---------------------|----------------|-----------------|
| team name | rank | number of submission | final result |
| snm (organizers) | – | 2 | 0.9396 |
| tadeusz | 1 | 31 | 0.9393 |
| deepsense.io | 2 | 111 | 0.9384 |
| yata | 3 | 54 | 0.9342 |
| podladek | 4 | 71 | 0.9336 |
| jellyfish | 5 | 1 | 0.9335 |
| mililcheck | 6 | 80 | 0.9329 |
| klurach | 7 | 32 | 0.9312 |
| gabd | 8 | 21 | 0.9299 |
| basakesin | 9 | 30 | 0.9297 |
| rough | 10 | 4 | 0.9269 |
| · · · | · · · | · · · | · · · |
| experts | (18) | – | 0.9196 |

Table III shows scores achieved by the top-ranked teams. It is worth to notice that the highest result in the final evaluation was obtained by a team involved in DISESOR project and organization of the challenge (team snm). Its solution was created using feature extraction methods developed for the purpose of the DISESOR system [7], combined with a rough set approach to reducing data dimensionality [14] and an ensemble learning approach. In order to construct their solution, authors were using only the data available to all participants, however, due to their organizational involvement, team snm was excluded from the final ranking. More details regarding this solution can be found in [15].

Among the ranked teams, the highest score was obtained by the team tadeusz which was also a subset of the second team in the ranking – deepsense.io. Their solution was also based on an ensemble technique. In their approach, authors carefully select a subset of the training data which they later use for constructing and validating the prediction models. Moreover, authors make a significant effort to develop a procedure for an unbiased performance evaluation for tuning parameters of their models and the resulting ensembles. The whole approach is comprehensively described in [16].

In general, the overview of the most successful approaches used by participants suggests that the key steps to achieving good results in this task were:

1) Extracting relevant features (computing a new data representation) that aggregate time series data and are robust with regard to a concept drift.
2) Designing an appropriate evaluation procedure for testing performance of used prediction models and tuning their parameters.
3) Using an ensemble learning techniques for blending predictions of simpler models.
Moreover, the results clearly showed that the proposed task proved to be a challenging one for the most of participants. From the 106 teams that submitted at least one solution only 18 were able to outperform in the final evaluation a simple scoring model that was based on safety assessments made by mining experts. These evaluations were available in the data as two attributes, namely latest_seismic_assessment and latest_comprehensive_assessment. Even though these features could take only four ordinal values ($a < b < c < d$), a simple logistic regression model that utilizes those two features achieves AUC score of 0.9196 on the final evaluation data (0.9028 on the preliminary test set).

The most likely reason for the weaker results of a large share of participants is over-tuning of their models to the preliminary evaluation set. In a case of many teams, preliminary results were much higher than the final scores – the biggest difference was as high as 0.174 (over 17 percentage points). Noticeable is also the fact that in the preliminary evaluation 64 teams obtained a score which was higher than the score of the model based solely on the assessments of experts.

IV. ANALYSIS OF THE COLD START PROBLEM

The cold start problem is an important practical issue that is related to real-world applications of many decision support systems. In the case of coal mining, it typically appears when a system for monitoring natural hazards becomes operations for new, previously unexplored longwalls. One of our research objectives motivating the organization of AAIA’16 Data Mining Challenge was to investigate severity of this problem in the context of systems for early detection of periods of increased seismic activity.

For this reason the competition was divided into phases, as it was described in Section II (see Table II for details regarding availability of training data in consecutive phases). Since in each phase a new subset of training data was made available to active participants, we were able to verify the impact of this additional information by examining quality of solutions submitted in consecutive phases. Moreover, thanks to the competition rules that encouraged active participation, we received a large number of diverse solutions for analysis.

Figure 1 presents a distribution of evaluation scores obtained by submissions during the course of the competition. For this analysis we only used valid solutions with a reasonable quality (we disregarded ‘random’ submissions and those which obtained the preliminary score lower than 0.65). On that plot, black vertical lines denote dates on which additional parts of the training data set were released. Each solution on that plot is marked with a blue and red bar whose height corresponds to the obtained evaluation score. The level of red color in a bar indicates the final score, whereas the level of blue color marks the preliminary evaluation score.

A detailed analysis of the distribution of scores in time reveals some interesting observations. Firstly, in consecutive phases there is a quite conspicuous decrease in differences between the preliminary and final scores. In fact, in early phases of the competition preliminary scores tended to be much higher than the final ones, whereas in the last phase the trend was opposite. In order to confirm the statistical significance of this observation, we used a Wilcoxon rank sum test of preliminary and final scores in consecutive phases. The test confirmed that average differences in phases 1, 2 and 3 and significantly higher ($p$-value $< 0.01$) than for the phases 4, 5 and 6. Interestingly, in the last phase the differences become negative (final scores are usually higher than the preliminary ones). This phenomenon can be explained by the fact that in the last few days of every data mining competition participants tend to focus on maximizing their score by blending their previous solutions. For this reason we will exclude the last phase from our further analysis of the cold start problem. Table IV shows mean and standard deviation of evaluation scores for each of the competition phases.

<table>
<thead>
<tr>
<th>phase</th>
<th>prelim. mean</th>
<th>prelim. sd</th>
<th>final mean</th>
<th>final sd</th>
<th>mean diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase 1</td>
<td>0.8590</td>
<td>0.0379</td>
<td>0.8525</td>
<td>0.0872</td>
<td>0.0099</td>
</tr>
<tr>
<td>phase 2</td>
<td>0.9059</td>
<td>0.0420</td>
<td>0.8851</td>
<td>0.0587</td>
<td>0.0207</td>
</tr>
<tr>
<td>phase 3</td>
<td>0.8683</td>
<td>0.0693</td>
<td>0.8307</td>
<td>0.1058</td>
<td>0.0376</td>
</tr>
<tr>
<td>phase 4</td>
<td>0.8966</td>
<td>0.0669</td>
<td>0.8772</td>
<td>0.0831</td>
<td>0.0096</td>
</tr>
<tr>
<td>phase 5</td>
<td>0.8943</td>
<td>0.0553</td>
<td>0.8857</td>
<td>0.0625</td>
<td>0.0086</td>
</tr>
<tr>
<td>phase 6</td>
<td>0.8820</td>
<td>0.0667</td>
<td>0.8942</td>
<td>0.0699</td>
<td>-0.0122</td>
</tr>
</tbody>
</table>

Another interesting observation related to analysis of the results shown on Figure 1 and displayed in Table IV is that the use of additional training data has a diminishing impact on performance of prediction models. For instance, if we compare average results from the second phase to results from the fourth or fifth phase, we see that the difference is minimal, even though in these phases we received a comparable number of submissions and the available training set data in, e.g. phase 5, was by nearly 43% larger than in phase 2. This was even less expected due to the fact that the data available in phase 2 contained information about only 9 out of 21 main working sites present in the test data (these sites corresponded to $\approx 45\%$ of the test set), whereas in phase 5 this number was much higher (13 out of 21 sites; $\approx 70\%$ of the test set).

To confirm the second observation, in each phase we analyzed the solutions with highest preliminary scores from teams that obtained scores higher than 0.85 – results of such teams better reflect performance of the state-of-the-art models. Figure 2 visualizes basic statistics (min,max,quantiles and mean values) for the preliminary and final evaluations of those submissions.

Conspicuous is the lack of significant differences in the best preliminary evaluation results in consecutive phases. The average final scores slightly increase from phase to phase, however, when we checked the statistical significance of the changes it turned out that a significant difference (p-value lower than 0.01) is only between results from the fifth and sixth phases. For other consecutive phases the p-value of Wilcoxon test was always higher than 0.175.

The above observations allow to formulate a hypothesis that having a sufficiently large data set it is possible to construct efficient prediction models for assessment of seismic hazards. The created models can outperform the currently used expert methods even for completely new working sites, as long as these sites have comparable geophysical properties and the same methodology is used for collecting new data. In order to verify this claim we decided to thoroughly investigate performance of top-ranked solutions submitted in each phase.
with regard to individual working sites.

For the purpose of this analysis we disregarded working sites for which there was no examples with the ‘warning’ label in the test set. The reason for that was the inability to compute values of AUC on such data subsets. In this way, for the remaining part of our analysis there were 15 working sites left, which corresponded to ≈ 81.5% of the test data.

From solutions submitted in each competition phase, we have chosen 6 with the scores in top 10% for a given phase. During the selection process we considered only solutions uploaded by teams actively participating in the competition, which fulfilled the criteria for obtaining all additional training data. Table V shows their average AUC values with respect to individual working sites. Additionally, the last two rows of the table give average values of AUC for working sites that are present in the training set and for those which are unavailable in the training data, respectively. Finally, the last column of Table V shows AUC values obtained for individual working sites using only the assessments made by experts.

For the most of working sites there is a statistically
significant improvement (tested using t-test with a confidence level of 0.05) of results from the later competition phases in comparison to the first phase. However, in nearly all cases the improvement between the second and later phases becomes marginal (one exception is the working site with ID 599). Interestingly, there are event sites (e.g. 689, 777) for which there is a noticeable drop in average quality of solutions between the second phase and phases 3, 4 and 5. Interesting is also the fact that the top solutions obtained in higher scores for working sites that were not present in the training data. Explanation of this fact require further analysis.

A comparison of the selected solutions to predictions that were based solely on assessments made by experts revealed that more complex models were able to quickly attain significantly higher scores for working sites with available training data. In the case of the remaining working sites the advantage of complex prediction models was not that clear. The average results for selected models in phase 6 were only slightly higher, however, for a part of investigated solutions the difference was much more favorable than for others.

Moreover, our analysis confirmed usefulness of the expert methods for assessment of natural hazards. Not only these assessments were able to robustly predict the seismic activity (they outperformed solutions of more than 80% of teams participating in the competition), but also they could be successfully applied to completely new working sites, without a need for using additional training data and complex algorithms.

This observation allows to formulate a general strategy for dealing with the cold start problem: for new working sites start predicting seismic hazards using the expert methods and concurrently gather data for training a more sophisticated prediction algorithm. Initiate your model using data from other working sites and then adjust it using the newly obtained data. Periodically compare performance of your model to results of the expert assessments and switch to your predictions when they become more accurate.

There are still several unanswered questions and research problems that we plan to investigate in our future work. For instance, the competition setting does not allow to study performance of incremental learning methods which can be applied to this problem. We would also like to more thoroughly analyze severity of the concept drift problem which in this context can be related to temporal nature of the data, as well as to changes in characteristics of different working sites. Another important issue is related to a development of methods for identification of good data subsets for training a prediction model for a given working site. Such methods could be based, for instance, on a comparison of similarities between different sites and choosing the data from those with the most similar characteristics.

Finally, in order to guarantee practical applicability of models for the mining industry it is important that mining experts could easily interpret and explain their predictions. For this reason, interpretability of a prediction model may be as important as its performance. The development of efficient algorithms that yield interpretable results is also directly related to a problem of extracting informative, yet compact representation of the training data. These two issues indicate prominent research directions for our future work.

V. CONCLUSIONS

In this paper we summarized AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines which was held at Knowledge Pit platform in association with 11th International Symposium on Advances in Artificial Intelligence and Applications (AAIA’16). We explained research goals that motivated us to organize this competition. We also explained the task in the challenge and briefly described its course. Finally, we showed a detailed analysis of competition’s results with an emphasis on the cold start problem.

The conducted analysis revealed several interesting findings regarding the influence of additional training data on performance of prediction models for assessment of seismic hazards. It showed that in order to train prediction methods that aim to work well for a wide range of locations, it is sufficient to provide training data for only several different working sites. Adding more data may have a minimal impact on prediction quality but it definitely helps in computing more reliable estimations of expected prediction performance, as well as in avoiding over-fitting of models to the training data.
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Abstract—This document describes an approach to the problem of predicting dangerous seismic events in active coal mines up to 8 hours in advance. It was developed as a part of the AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines. The solutions presented consist of ensembles of various predictive models trained on different sets of features. The best one achieved a winning score of 0.939 AUC.

I. INTRODUCTION

In 2015, the mining industry in Poland reported 2158 dangerous incidents with 19 casualties and 12 severe injuries [1]. Underground mining work poses a number of threats including fires, methane outbreaks or seismic tremors and bumps. Monitoring and decision support systems might play an essential role in limiting the number of incidents and their prevention. Such systems, often based on machine learning or data mining techniques, can be effectively applied to lessen the danger to employees and prevent potential losses arising from lost and damaged equipment, see, e.g., [2], [3], [4].

In this paper, we present a model for predicting dangerous seismic events in coal mines. Using different machine learning models, we address the classification problem of whether the total seismic energy in the upcoming few hours is going to reach a warning level. The model was developed for the AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines and proved to be the most successful approach among the 203 teams participating in the challenge [3].

The paper is structured as follows: the first section outlines the problem and describes the main challenges. Next, we describe our approach, focusing on feature engineering, model optimization and evaluation. Finally, in the last section we conclude the work.

II. THE CHALLENGE

In this section we introduce the problem and describe the provided data. We also make some preliminary remarks about the data and its nature.

A. Problem statement

The given problem is a classification task. The goal is to develop a prediction model that, based on the recordings from a 24-hour long period, predicts whether an energy warning level is going to be reached in the upcoming 8 hours. The warning is reached when the total energy of seismic bumps exceeds 50 000 J = 50 kJ. The accuracy of a model is determined with respect to the Area Under ROC curve (AUC) metric. This accuracy measure is defined as follows. Let $(x_i, y_i) \in X$ denote an instance from the dataset $X$, i.e., $x_i$ stands for the feature vector associated with a single measurement and $y_i \in \{0, 1\}$ stands for its label. Let $f$ be a model that maps each instance to probability that it belongs to class ‘1’ (or, more generally, a real-valued risk score). Then AUC is derived as

$$
AUC(f, X) = \frac{\sum_{y_i = 0} \sum_{y_j = 1} I(f(x_i) < f(x_j))}{|\{y_i : y_i = 0\}| \cdot |\{y_j : y_j = 1\}|}
$$

where $I(\cdot)$ denotes an indicator function that returns 1 if a given condition is satisfied or 0 otherwise, and $|S|$ denotes the cardinality of set $S$. This accuracy measure returns values in the range $[0, 1]$, where 1 is achieved by a perfect predictor. A random predictor yields values around 0.5.

B. Data

Two sets of observations were provided: training dataset with accompanying labels and the test set without them. The former was provided so that the problem could be approached from a machine learning angle, the latter serves for evaluation purposes. The competitors were asked to submit the likelihood of the label ‘warning’ for each record in the test set.

In total, the training set consists of 133 151 observations. Each observation (instance) is described by a set of 541 numbers. Below, we briefly introduce the data provided. For a more thorough description of the dataset please refer to the competition website [5].

The instances are described by a set of 13 features of different type and 22 time series over last 24 hours prior to the forecasting period. The time series’ names are followed by 1, 2, . . . , 24, indicating consecutive hours of measurements (with the most recent hour prior to forecasting period being 24). Possible suffixes _eξ, ξ ∈ {2, 3, 4, 5, 6plus} refer to orders of magnitude of a given time series in a certain range, e.g. sum_e3.5 stands for sum of energies within range $[10^2, 10^3]$ in the 5th hour of the time series. The series are listed below:

- count_e2, . . . , count_e6plus - number of registered seismic bumps;
- sum_e2, . . . , sum_e6plus - sum of energy of registered seismic bumps;
- total_number_of_bumps;
- number_of_rock_bursts;
- number_of_destressing_blasts;
- highest_bump_energy.

Additionally, for the most active geophones, the following series are provided:

- max_gactivity;
- max_genergy;
- avg_gactivity;
- avg_genergy;
- max_difference_in_gactivity;
- max_difference_in_genergy;
- avg_difference_in_gactivity;
- avg_difference_in_genergy.

There are also 4 assessments provided by experts. They are provided as categorical variables with four levels ranging from 'a' (the lowest risk) to 'd' (the highest risk):

- latest_seismic_assessment;
- latest_seismoacoustic_assessment;
- latest_comprehensive_assessment;
- latest_hazards_assessment.

Finally, several features which we will refer to as general are provided:

- total_bumps_energy;
- total_tremors_energy;
- total_destressing_blasts_energy;
- total_seismic_energy;
- latest_progress_estimation_l;
- latest_progress_estimation_r;
- latest_maximum_meter;
- latest_maximum_yield;
- latest_hazards_assessment.

Metadata: For each observation we are given its location, i.e., a longwall in a particular coal mine that the measurement comes from. Each location is accompanied with additional information (metadata included in a separate file):

- main_working_id - ID of the main working site (at a longwall);
- main_working_name - name of the main working site;
- region_name - name of region where the main working site is located;
- bed_name - name of coal bed;
- main_working_type - type of the main working site;
- main_working_height - height of the main working site;
- geological_assessment - geological assessment of the main working site made by experts before the beginning of exploration (ordered categorical variable ranging from 'a' (lower risk) to 'c' (higher risk)).

Most of metadata were unique to the working sites, therefore were discarded early due to the reasons discussed later. The only information of potential use were main_working_height and geological_assessment, however they still had to be treated with caution:

- geological_assessment: A closer insight revealed that is none mine assessed as 'd' and only one marked as 'c'. It was replaced by 'b'. Moreover, the proportion of 'a' assessments for longwalls in the training and test dataset varied significantly, 25% to 48%, respectively.

- main_working_height: many working sites had unique working heights - this posed a danger that the feature would be used by a model as a proxy for particular location rather than a potentially valuable information about the height. One solution, discussed later, could be to add extra noise, to diminish the relations between the mines and their heights.

The test set consists of 3 860 unlabeled observations. Approximately 25% of them were used for evaluation on the preliminary leaderboard, which was updated throughout the contest when participants submitted their solutions. The remaining observations were used for selection of the best solutions at the end of the competition.

We should also note that the observations in the test set were randomly selected events rather than time series as provided within the training set. More precisely, given a series consecutive observations, samples were uniformly drawn from them to form a test set. If two samples collected laid within the same window of 32 hours (for 24-hour long time series describing seismic activity plus 8 hour window for prediction), one of them was dropped so as to assure that the samples were approximately independent. This procedure removes a significant amount of observations hence the size of the competition test set was relatively modest in comparison to the amount of training data available. This resulted in a very unreliable leaderboard evaluation during the competition that was based on ca. 1 000 observations. Therefore, we put great emphasis and efforts to develop reliable evaluation methods given the available training data as discussed in the next section.

### C. Initial remarks

When we approached the problem we quickly realized that the main challenge was to develop a prediction model that generalizes well to new locations. Table I presents the warning frequencies per location in the dataset. We observe that first of all, different locations vary considerably in terms of the frequency of warnings. Secondly, the sets of locations differ between the training and test dataset. Additionally, the test set in the competition originated from future recordings with respect to the training data available. This is the root of the problem. Hence a proposed model should be both location and time independent in the sense that it yields unbiased predictions for instances with no regard to their origin and time they are collected. We also see that the number of instances originating from different locations varies considerably. These preliminary observations should be carefully considered during model building and evaluation steps. We elaborate on this in the next section.
III. THE SOLUTION

In this section we describe in detail our solution to the given problem. We discuss different sets of features that were proposed, various evaluation methods, models and their set up.

A. Feature engineering

In our experiments we created several feature sets for model training. For the sake of simplicity and completeness, we describe them under consecutive headers and denote as $\mathbf{FS}_n$ which stands for the $n$-th feature set we proposed. These feature sets were developed independently by members of our team. Inevitably, there are significant overlaps between them. $\mathbf{FS}_1$: The processing of the data focused mainly on aggregation, aiming to reduce the number of the hourly measurements as the majority of them were just zeros (for the training set, about 66% of all numbers were 0). The feature extraction step ended up with 133 features, over 4 times less than the original set. From the original features we kept:

- all general features;
- all seismic assessments converted to consecutive integers and their average;
- number of bumps ($\text{count}_e*$) and their energies ($\text{sum}_e*$) summed over all 24 hours, together with mean energies resulting from division (if $\text{count}_e*$ was 0, then we were substituting the result by 0);
- number of bursts and the highest bump energies were just summed.

We also aggregated the remaining time series related to most active geophones (8 time series), however this time we introduced some aggregations over subsets of hourly measures based on their relative importance. The process is described below.

In order to assess the impact of features we used a functionality provided by the implementation of Gradient Boosting Trees available in the XGBoost [6] package. The library allows building a tree classifier and assessing the importance of particular features by providing the number of times the feature was used in a split. The more often a feature is used, the more separation gain it offers and therefore the more important it is. We used an XGBoost classifier with 150 trees (other parameters were default). Fig. 1 presents an example of such feature importance analysis for $\text{avg}_\text{energy}$. It seems that features are gaining importance towards the end of the time-series - it agrees with the intuition that the measurements closer to the forecasting period are more informative. Therefore in this case, apart from the entire time-series statistics, we are also interested in statistics based on the last 5 hours (they stand out from the preceding hours). Also, we keep the measurements from the very last hour as a separate feature. Having applied analogous analysis to the above feature groups, we selectively compute statistics such as:

- average and average over absolute values;
- standard deviation;
- max and max over absolute values;
- average over last $\gamma$ hours (were $\gamma$ varies from 1 to 6);
- standard deviation over last $\gamma$ hours;
- slope of a linear regression over last 5 hours with respect to time.

As mentioned above, competitors were also provided with the metadata describing specific mine sites. Most of them were discarded. The only metadata used here were the main working height, but only after adding Gaussian noise ($\sigma = 0.2$) resulting in more even distribution, see Fig. 2. This step was performed to prevent a model from recognizing a particular location by its height.

In addition to the above features, we produced a vast set of more than 6,000 interactions between them, i.e., pairwise products of features. This is obviously an exhaustive number and we were not planning to use all of them. However, some interactions proved to be valuable. We applied an iterative process of selecting the most promising subsets of features and their interactions. We will come back to them when describing the final model (Section III-C Model1).

$\mathbf{FS}_2$: In constructing this set, at first we decided to drop time series describing maximum statistics ($\text{max}$*) since they were highly correlated with corresponding average records. For the series $\text{count}_e*$, $\text{sum}_e*$, $\text{number}_\text{of}_\text{rock}_\text{bursts}$, $\text{number}_\text{of}_\text{destressing}_\text{blasts}$, $\text{avg}_\text{gactivity}$, $\text{avg}_\text{energy}$ we extracted the following features:

- minimum,
- maximum,
- standard deviation,
- indicator variable, if there is a non-zero value in the series,
- hours elapsed from the last non-zero observation.

Moreover, these statistics were derived over the window of the last 2, 4, 8 and 24 hours prior to the forecasting period in order to describe the most recent data in greater
detail. These features were appended to data with the original time series that they were computed for. Additionally, for series `avg_difference_in_gactivity` and `avg_difference_in_genergy` maximal absolute value was derived over the last 2 and 24 hours. Finally, the categorical variables were converted to binary features using one-hot encoding; i.e., for each possible value of a categorical a separate column was created which indicates that a given observation has this particular category. These operations produced a feature set with a total number of 700 features.

**FS₃:** In this set of features, we first derived several new series based on the original ones:

1. `log_max_avg_diff_genergy` which was derived as difference in `max_genergy` and `avg_genergy`, with application of logarithm hereafter. Analogous operation was performed for other series `avg` and `max_difference_in_genergy` and a corresponding series for `gactivity`.
2. `log_ave_energy` series was produced by computing average energy based on `sum` and `count` series.

In addition to features enumerated for **FS₂**, we derived the following statistics:

- 0.25, 0.5 and 0.75-quantiles,
- number of times a series increased in comparison to the previous hour’s recording,
- number of positive values in a series,
- indicator variable, if there is a non-zero value in the series.

The statistics were computed on 4, 8 and 24 hours window. Furthermore, we computed the coefficient, intercept and $R^2$ statistic for a fit of linear model of series `avg_difference_in_gactivity`, `avg_gactivity`, `log_ave_energy` to an independent hourly temporal variable (1, 2, ..., 24). Finally, we computed correlations between `avg_difference_in_gactivity` and `avg_difference_in_genergy` as well as `avg_gactivity` with `avg_genergy`. After extracting features, constant features were dropped from the feature set. Also, if there were features that were correlated over 0.99 (according to Pearson correlation coefficient), one of them was removed. For categorical variables, they were one-hot encoded for logistic regression model or converted to integers (with higher risk categories being assigned a higher integer) for tree-based models.

These steps produced a training set of 426 features (for the integer encoding of categorical features).

**FS₄:** The feature set that was created with the goal of being simple and as such leaving little room for overfitting. Out of the basic (not time-based) features, `main_working_id` was dropped. Out of the metadata, only `geological_assessment` was used. The time-based features were ran through maximum and standard deviation functions on 8-hour time periods with 4 hour increments, only the features concerning quantities and maximums were used (features listing averages and sums were left out).

### B. Evaluation procedures

Evaluation methodology is a crucial part of creating a successful application of a model. Below we list different validation techniques that we employed to assess the accuracy of a model. Here, the issue of overfitting a model to particular locations and time-frames of samples is considered in detail.

#### k-fold cross validation (k-CV)

This is one of the basic validation procedures. It is performed by assigning each example in the training set randomly to one of k folds (in our application we used $k = 10$ or 20). Note that due to temporal alignment of instances in the training data, this evaluation procedure tends to produce overly optimistic evaluation scores (we observed that during the contest by, e.g., large discrepancy in local evaluation and leaderboard scores). This is because consecutive instances are likely to share the same label. If some of them pertain to a training fold and the others to test fold, then a classifier has a relatively easy task to assign this instance to the proper label.

#### Leave one location out (LOLO)

This evaluation method was chosen to estimate the model’s performance on mining sites not included in the training data (see Table I). It was supposed to promote models that overfit less and filter out those whose good performance was actually based on data leaks. We have decided to not use the three largest locations (with IDs 264, 373 and 437) for testing. These three locations constitute to a large portion of the total training data (48%) and were not appearing in the test set. Locations that had no ‘warning’ labels were also not used as validation data, as AUC could not be computed for them. This approach resulted in a 8-fold cross-validation that gave much lower scores than the other ones (not even the best models could exceed 0.9 AUC), and the scores varied between folds (from as low as 0.6 to as high as 0.999) but it should not be perceived as a flaw — it was intended behavior.

#### Train and test split #1 (TrTS₁)

This evaluation methodology was devised to reflect the way the leaderboard was constructed. It is based on multiple train and test splits of the data. It proceeds in two steps:

1. 5 series are chosen at random and included in the validation set.
2. among series that have not been selected in 1) we include the first 70% observations in the training sample and the other 30% in the validation set.

Moreover, in each of those 70%-30% splits, 32 observations between the split point were removed to assert approximate independence between the training and validation set (by introducing a gap of 32 hours between them). Again, data from locations with IDs 264, 373, 437 where included only in the training set.

In order to arrive at a reliable error estimate, this evaluation was repeated 25 times and consecutive measurements were
averaged. With that many iterations we arrived at stable results for mean AUC value.

**Train and test split #2 (TrTs2):** The evaluation was based on multiple train and test splits (20 in the final model) with some restrictions. By comparing the total seismic energy (TSE) of mines (which turned out to be linearly correlated with the frequency of appearances of warnings) we tried to make the split, so the TSE in the inferred test sets resembled the level of energies in the private test set.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>373</td>
<td>31236</td>
<td>81002</td>
<td>1.1%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>264</td>
<td>20533</td>
<td>7563</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>725</td>
<td>14777</td>
<td>190232</td>
<td>9.4%</td>
<td>330</td>
<td>106741</td>
</tr>
<tr>
<td>777</td>
<td>13437</td>
<td>0</td>
<td>0.0%</td>
<td>330</td>
<td>29061</td>
</tr>
<tr>
<td>437</td>
<td>11682</td>
<td>4727</td>
<td>0.4%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>541</td>
<td>6429</td>
<td>9397</td>
<td>0.9%</td>
<td>5</td>
<td>324</td>
</tr>
<tr>
<td>146</td>
<td>5591</td>
<td>678</td>
<td>0.1%</td>
<td>98</td>
<td>1</td>
</tr>
<tr>
<td>575</td>
<td>4891</td>
<td>9775</td>
<td>0.5%</td>
<td>253</td>
<td>7503</td>
</tr>
<tr>
<td>765</td>
<td>4578</td>
<td>136</td>
<td>0.0%</td>
<td>329</td>
<td>51265</td>
</tr>
<tr>
<td>149</td>
<td>4248</td>
<td>48357</td>
<td>7.3%</td>
<td>98</td>
<td>72749</td>
</tr>
<tr>
<td>155</td>
<td>3839</td>
<td>32201</td>
<td>17.2%</td>
<td>98</td>
<td>527229</td>
</tr>
<tr>
<td>583</td>
<td>3552</td>
<td>2595</td>
<td>0.2%</td>
<td>215</td>
<td>73302</td>
</tr>
<tr>
<td>479</td>
<td>2488</td>
<td>5548</td>
<td>0.0%</td>
<td>35</td>
<td>102</td>
</tr>
<tr>
<td>793</td>
<td>2346</td>
<td>0</td>
<td>0.0%</td>
<td>330</td>
<td>11547</td>
</tr>
<tr>
<td>607</td>
<td>2328</td>
<td>6027</td>
<td>0.0%</td>
<td>209</td>
<td>9470</td>
</tr>
<tr>
<td>599</td>
<td>1196</td>
<td>29932</td>
<td>1.9%</td>
<td>363</td>
<td>39962</td>
</tr>
<tr>
<td>171</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>49</td>
<td>33</td>
</tr>
<tr>
<td>470</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>258</td>
<td>10701</td>
</tr>
<tr>
<td>490</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>160</td>
<td>13698</td>
</tr>
<tr>
<td>508</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>58</td>
<td>32183</td>
</tr>
<tr>
<td>641</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>97</td>
<td>10672</td>
</tr>
<tr>
<td>689</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>83</td>
<td>63889</td>
</tr>
<tr>
<td>703</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>145</td>
<td>44031</td>
</tr>
<tr>
<td>799</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>317</td>
<td>8</td>
</tr>
</tbody>
</table>

Table I presents averaged TSE for each mine grouped over train and test datasets, together with the frequencies of warnings in the training dataset. It is worth to point out significant discrepancies between the activity levels of mines in both sets. For mine 765, the activity in the training set is mere 136 J, with no warnings. In the test set, the average activity is above 50 kJ, so there must have been several warnings emitted. A closer look reveals that there are some abnormalities in the training set. Fig. 3 presents the TSE of mines 155 and 765. While the activity of the former looks realistic, 765 is mute for majority of the time, only to exhibit a few spikes towards the end of the time series. On the other hand, its activity in the test set greatly increased. Some mines do not exhibit any activity in the training set, i.e. TSE equals zero (mines 777, 793). This is one of the reasons we have to avoid producing models that would be able to recognize the mines, the classifiers should generalize correctly from the activity records, regardless any behavior specific to certain mines. Also, it poses a problem - whether to consider the suspicious mines during the training or not. It is rather unusual for a mine to have a zero seismic activity and supposedly the data in these periods might be corrupted.

The final train and test splits were based on the above TSE analysis and were produced in the following way:

1) mines 777, 793 were excluded due to their suspicious lack of any activity in the training set (although they represented a significant amount of data);
2) in every split, five randomly selected mines were left only for testing (to evaluate the generalization properties of classifiers);
3) from the remaining sites we were taking 20% of samples for testing. For mines 146 and 599 samples were drawn from the beginning (due to corresponding energy levels in the test set), for the remaining - from the end;
4) in some cases (mines 373, 437) only samples where TSE was nonzero were taken into account.

The process was repeated several times to obtain multiple train/test splits. The final evaluation was based on the average score over 20 splits.

### C. Model training and optimization

There are several models that we employed in creating the final solution to the problem. We used the implementation of models available in Python’s scikit-learn package for machine learning (ver. 0.17.1) [7], [8] and XGBoost package for tree boosting models (ver. 0.4) [6]. Throughout the paper, for brevity, we use the following abbreviations for the model names: Linear Discriminant Analysis - LDA, Logistic Regression - LR, Extra Trees Classifier - ETC (all from scikit-learn library) and Extreme Gradient Boosting Classifier - XGB (from XGBoost library).

**Model2:** The fist model was built using FS1 and TrTs2 evaluation method. Several models were considered, apart from XGB and ETC, also logistic regressions and neural networks, finally only the first two were used in the final blend. They were performing particularly well in spite of rather large number of features.

First, we ran learning on all the features and interactions we produced. Based on the importance scores provided by XGB (described in Section III-A FS1) we kept the first 982
interactions and all individual features. Then, a grid search returned sets of parameters scoring the highest:

The optimal parameters for XGB model were (otherwise default):

- n_estimators = 100
- max_depth = 2
- learning_rate = 0.08

The optimal parameters for ETC were (otherwise default):

- n_estimators = 1000
- max_depth = 7
- criterion = entropy

It is worth to note, that trees, by their design, are relatively powerful in discovering interactions between features. However, in their case the interactions are not discovered concurrently, but rather in a multilevel manner, between consecutive splits. By explicitly using interactions as features, they can be made use of directly.

Having obtained well performing hyperparameters, we ran a randomized search for best features’ subsets. In each iteration we were randomly selecting from 20 to 40 individual features (out of 133) and additionally up to 10 interactions (out of 982). We ran several thousands evaluations on XGB and several hundreds on ETC, tracking their validation scores.

The idea was to produce many models built only on subsets of features and to take advantage of assembling them which reduces variance of predictions and minimize the risk of overfitting to anomalies in particular features. This is a powerful method for increasing the performance of the model [9].

The final blend was composed of:

- single ETC of 10 000 trees using all 133 features and 20 best interactions;
- single XGB using the same features;
- a blend of 20 ETCs built on 20 best subsets of features;
- a blend of 20 XGBs built on 20 best subsets of features;

The final submission scored 0.9199 on the public leaderboard. The score in the final evaluation reached 0.9393 and turned out to be the best in the competition.

**Model\textsubscript{2}:** The second model involved the following classifiers: two linear models (LDA and LR) as well as the tree-based ETC model.

The first part of the solution was the LDA model trained on FS\textsubscript{2} using k-CV evaluation procedure. The regularization shrinkage parameter selection was done in an automated way (i.e., the parameter shrinkage set to “auto”) in scikit-learn’s LDA implementation. The other models were LR and ETC trained on FS\textsubscript{3} using TrTs\textsubscript{1} evaluation method. The parameter values were set using grid search. The optimal values for LR model were:

- penalty = 11
- C = 0.003

The optimal parameters for ETC were:

- n_estimators = 1000 (number of trees)
- max_depth = 3

- max_features = 200
- min_samples_split = 3
- class_weight = 10 (for label ‘1’).

The three models were blended by averaging their predictions with equal weights to produce a solution. Prior to averaging, the model predictions were standardised so that their standard deviations would equal 1. This step aims to convert the probabilities yielded by individual models to the same scale. Note that the mean values of predictions are irrelevant since AUC is invariant to monotonic transformations of output, see Equation 1. On the competition test set, the model yielded 0.9385 and 0.9340 of preliminary and final evaluation score, respectively.

**Model\textsubscript{3}:** This model used only FS\textsubscript{4} and was meant to be more universal than the other models and thus was tuned on LOLO validation. The algorithms used were ETC, XGB and logistic regression. For each algorithm, many sets of predictions were generated (using the top results from a grid search). This model achieved 0.928 and 0.933 on preliminary and final evaluations, respectively.

Below we list the best parameters found for each algorithm:

**ETC**

- min_samples_leaf = 5
- n_estimators = 40 000

**XGB**

- subsample = 1.0
- num_round = 200
- max_depth = 10
- objective = binary:logistic
- base_score = 0.05
- eta = 0.04
- colsample_bytree = 0.8

**LTR**

- solver = sag (Stochastic Average Gradient, just for speed)
- C = 1.0

**D. Model ensemble**

We have decided to use sorted order position averaging (as the AUC assessment method considers only the rank of predicted likelihoods and not the values) of the three presented models’ predictions with the final weights being 1, 3 and 2 for models 1, 2 and 3 respectively. The averaging was employed in order to leverage various approaches and come up with yet a better predictor for the given task. The weights for the ensemble were chosen basing on individual model’s scores on the preliminary leaderboard. The ensemble produced a model scoring 0.933 and 0.938 on preliminary and final leaderboard, respectively. All in all, it turned out that model 1 outperformed the full ensemble by a small margin (0.939 to 0.938). However, it might be caused by the relatively small test set size.

**E. Things we tried that did not work**

Throughout the process of creating the most successful model we tested a couple of ideas that turned out not to
improve our results. First of all, we framed the problem given in the competition as a regression task. Because the observations in the training data were given as time series, it was possible to retrieve the energy level for the next hours, see Fig. 4. This allowed us to forecast energy levels within the target window of 8 hours. Note that predictions from a regression model may be directly evaluated using AUC accuracy measure as it can be considered as a risk scoring model for high values of energy. For the original classification problem, we tried to modify the energy levels and train the models on an enriched set of labels, e.g., we assumed 30 kJ (and a couple of other values) as the warning level and estimate the model.

We also experimented with undersampling of training instances pertaining to class 0 so that the proportion of ‘1’ in the training data increases. We also tried to reduce samples from locations 264, 373 and 437 in the training set by undersampling or assigning them a lower sample weight (in, e.g., LR model).

However, in this particular application, our efforts were not successful as the performance of the models (in terms of evaluation scores) was not improving.

F. Model performance on the final test set

After the competition we were provided with the true labels used during the final evaluation. We were able to compute different metrics than AUC. The winning model’s predictions had a strongly skewed distribution (Fig. 5), corresponding to total energies seen in Fig. 4. The distribution has two modes, however of a much lower mode related to predicted warnings - this is due to imbalance of classes. Depending on the threshold beyond which we consider predictions as warnings we can derive the confusion matrix:

<table>
<thead>
<tr>
<th>True warning</th>
<th>Predicted warning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TP = 126</td>
</tr>
<tr>
<td>0</td>
<td>FN = 11</td>
</tr>
<tr>
<td></td>
<td>TN = 2390</td>
</tr>
</tbody>
</table>

Based on the matrix we can compute several useful accuracy measures of the model:

\[
\text{precision} = \frac{TP}{TP + FP} \quad (2) \\
\text{sensitivity (recall)} = \frac{TP}{TP + FN} \quad (3) \\
\text{specificity} = \frac{TN}{TN + FP} \quad (4) \\
\text{F1} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \quad (5) \\
\text{Class-gain} = \text{specificity} + \text{recall} - 1 \quad (6)
\]

The threshold maximizing the class-gain score is 0.018 (see Fig. 5) and yields the following accuracy on the final test set:

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>specificity</th>
<th>F1</th>
<th>class-gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.31</td>
<td>0.92</td>
<td>0.89</td>
<td>0.46</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The entire precision-recall curve can be seen in Fig. 6. In order to assess our results we looked for research addressing similar problems as the one considered here. In [4] we found an approach to solve the same problem, however the results are not directly comparable since they are based on different datasets. Our results prove to outperform results reported there for all presented classifiers (the highest class-gain reported is 0.75). Also, in the cited paper there was no inter-coal-mine validation, while the models described in our work were cross-validated on separate coal mines. Therefore, the models proposed are designed to generalize well and should be applicable also to working sites with no historical data available.

IV. SUMMARY

Given that the dataset originates from working mine sites, with the entire measurement infrastructure already installed,
we hope that the approach presented in this paper could be implemented and serve as a valuable tool for alerting about dangerous seismic events early. This hopefully should result in preventing possible accidents which pose a threat to employees and generate losses from damaged coal mine infrastructure and machinery.

Even though the models presented here have outperformed the other models in the competition, we recommend they be ensembled with other high-scoring models, because properly combined efforts of multiple participants are expected to yield better results than individual solutions.

Lastly, we would like to thank the organizers for the opportunity to solve a real-life problem and the contestants for creating such a competitive environment.
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Abstract—We describe our submission to the AAIA’16 Data Mining Competition, where the objective is to devise a reliable prediction model for detecting periods of increased seismic activity in coal mines. Our solution exploits a selective naive Bayes classifier, with optimal preprocessing, variable selection and model averaging, together with an automatic variable construction method that builds many variables from time series records. One challenging part of the competition is that the input variables are not independent and identically distributed (i.i.d.) between the train and test datasets, since the train data and test data rely on different coal mines and different times periods. We apply a drift-aware methodology to alleviate this problem, that enabled to get a final score of 0.9246 (team marcb), less than 0.015 from the challenge winner.

I. INTRODUCTION

The AAIA’16 Data Mining Competition\(^1\) is related to a problem of prediction of dangerous seismic events in coal mines. Coal mines are equipped with seismic sensors that register bumps and energy. Sensor readings are available as times series of 24 records, with hourly statistic summaries (such as number of bumps, sum, mean or max of energy...). Train data consists of 79,893 samples from a first period, whereas the test data contains 3,860 samples coming from a second period. In the test data, the time periods do not overlap and are in random order, which is not the case in the train data. In this competition, active participants are rewarded by up to four additional train datasets, provided that they make enough submissions. Altogether, the most active participants can obtain up to a total of 133,151 train samples. The objective is to predict if the total seismic energy perceived with 8 hours after the period covered by a data sample exceeds a warning threshold, and the evaluation criterion is the Area Under the ROC Curve (AUC).

In this paper, we present our submission to the challenge. It exploits a Selective Naive Bayes classifier together with an automatic variable construction method (Section II). A good classifier trained on the train data obtains a disastrous leaderboard score. This is not caused by over-fitting, but by a severe distribution drift between train and test data. We suggest in Section III a methodology to alleviate this problem, and apply it in Section IV to elaborate our submissions to the challenge. Finally, Section V summarizes the paper.

\(^1\)https://knowledgepit.fedcsis.org/contest/view.php?id=112

II. SUPERVISED CLASSIFICATION FRAMEWORK

We summarize the Selective Naive Bayes (SNB) classifier\(^2\) introduced in [1]. It extends the Naive Bayes classifier owing to an optimal estimation of the class conditional probabilities, a Bayesian variable selection and a Compression-based Model Averaging. We also describe the automatic variable construction framework presented in [2], used to get a tabular representation from times series.

A. Optimal preprocessing

Numerical variables are preprocessed using supervised discretization [3] to evaluate the class conditional probabilities. In the MODL approach [4], the discretization is turned into a model selection problem and solved in a Bayesian way. Using a hierarchical prior distribution on the discretization parameters, the Bayes formula is applicable to derive an exact analytical criterion to evaluate the posterior probability of a discretization model. A 0-1 normalized version of this criterion provides a univariate informativeness evaluation of each input variable. Similarly, categorical variables are preprocessed using supervised value grouping [5].

B. Bayesian Approach for Variable Selection

The naive independence assumption can harm the performance when violated. In [1], the Selective Naive Bayes (SNB) classifier [6] is trained using a Bayesian model selection approach to select the best subset of variables [7]. Efficient search heuristics with super-linear computation time are proposed, on the basis of greedy forward addition and backward elimination of variables.

C. Compression-Based Model Averaging

Instead of taking the best subset of variables, the method introduced in [1] averages all the classifiers resulting from different subsets of variable, using a logarithmic smoothing of the posterior distribution of the trained classifiers. The weighting scheme on the models reduces to a weighting scheme on the variables, and finally results in a single Naive Bayes classifier with weights per variable.

\(^2\)Available as a shareware at http://www.khiops.com
D. Automatic Variable Construction for Multi-Table

Variable construction [8] has been less studied than variable selection in the literature. It is all the more necessary in the case of relational data to obtain a flat input data table with tabular representation. It implies a large amount of work for the data analyst and heavily relies on domain knowledge to construct new potentially informative variables. Learning from relational data has recently received an increasing attention in the literature, since the introduction of Multi-Relational Data Mining (MRDM) in [9], [10]. In this paper, we exploit the automatic variable construction framework presented in [2]. It relies on a formal description of the data structure, with a root table and several secondary tables in 0 to 1 or 0 to n relationship and a set of construction rules (Count, CountDistinct, Mode, Min, Max, Mean, Median, StdDev, Sum, Selection). The space of variables that can be constructed is virtually infinite, which raises both combinatorial and overfitting problems. These problems are solved by introducing a prior distribution over all the constructed variables, as well as an effective algorithm to draw samples of constructed variables from this distribution.

III. A METHODOLOGY TO REDUCE THE DRIFT PROBLEM

Statistical learning relies on identically and independently distributed (i.i.d.) data. Given this assumption, models trained from a train dataset can be deployed on a test dataset, with some guarantees of performance. This i.i.d. assumption does not hold in many real world cases, for example in case of time series data, in the marketing field where a model (churn, fraud, cross-selling...) is trained on a past period and deployed on a future period, ergonomics where a model is trained from a panel of few volunteers... In these cases of drift between the train and deployment datasets, as the data are not i.i.d., obtaining good classification performance on the train data does not guarantee good performance on the test data.

In [11], [12], we have investigated this issue and proposed a methodology to reduce the drift problem. Let us assume that we have a classification task, a train dataset with class labels and a test dataset that potentially comes from a different distribution. The objective is to train a classifier and to predict the test class labels as accurately as possible whatever be the drift. Let us then consider two tasks: classification and drift detection. The drift detection task can be turned into a classification task as in [13], by merging the train and test datasets and using the dataset label ('train' or 'test') as the target variable (see Figure 1).

The initial representation is then evaluated using the preprocessing method summarized in Section II-A, both for the classification and the drift detection tasks. Intuitively, if we are able to select an input representation with good classification performance on the train data but poor drift detection, we expect that our classifier will be less sensitive to drift and its performance drop on the test dataset will be reduced.

The objective is then to explore varying input representations and select the one with the best classification performance together with the poorest drift detection. To illustrate this, we represent in Figure 2 the informativeness of 10,000 input variables for the classification and drift detection tasks (borrowed from the AAIA’2015 challenge [11]). The results show that there are variables with large drift informativeness and small classification informativeness (top-left of the figure), or on the contrary variables with small drift informativeness and large classification informativeness (bottom-right). The interesting variables are those on the right and close to the X axis, with small drift informativeness. Using these information, we can select interesting variables, either automatically (as in the AAIA’2015 challenge [11]) or manually with a focus on interpretability (as in the IJCRS’2015 challenge [12]). With interesting variables only, the classification performance may slightly decrease in the train dataset (because only part of the available variables are exploited), but the performance is likely to be more resilient to drift, with a better performance on the test dataset.

IV. CHALLENGE SUBMISSIONS

A. Applying the Framework for the Challenge

Coal mines are represented using a multi-table schema:

- root table that contains the identifier of the main working site (coal mine) and 12 other characteristics related to the whole period of 24 hours,
- secondary table (0-n) for the time series of 24 hourly summarized seismic sensor readings,
- secondary table (0-1) that contains some meta-data per working site.

Using the data structure presented in Figure 3 and the construction rules introduced in Section II-D, one can for
example construct the following variables (“name”: comment)
to enrich the description of a CoalMine:

- “Mean(sensor.sum_e2)”: mean of the sensor sum\_e2 readings,
- “Count(sensor) where sum\_e2 > 0.5”: number of sensor readings where the sum\_e2 value is greater than 0.5,
- “Max(sensor.sum\_e2) where highest\_bump\_energy > 50”: max of the sum\_e2 value from sensor readings where highest\_bump\_energy is greater than 50.

The number of variables to construct is the only user parameter. An input flat data table representation is then obtained from the set of all automatically constructed variables. All these variables are then preprocessed using the optimal discretization method (cf. Section II-A) to assess their informativeness and evaluate their class conditional probabilities, before training the SNB classifier.

For each experiment, 1000 variables are built using the automatic variable construction framework summarized in Section II-D.

B. Preliminary experiments

We first perform some explanatory analysis to better understand the data, without any submission on the leaderboard.

1) Evaluation of the expected performance: Using a 70%-30% train-test split of the train dataset, we obtain a train AUC of 0.99 and a test AUC of 0.97. The performance are both accurate and reliable. However, prediction of increased seismic activity should not be so easy, and we suspect that the good performance might be caused by some bias in the dataset.

2) Evaluation of the drift: To evaluate whether the train and test dataset are i.i.d, we apply the drift detection methodology described in Section III. This drift detection task achieves an almost perfect performance with an AUC of 0.995, meaning that the train and test data can be well separated. The most informative variables for the drift detection task are the identifier of the main working site, as well as all the meta-data variables per working site. These drift informative variables are far above most other input variables in Figure 4. As the data are not i.i.d, obtaining good classification performance on the train data does not guarantee good performance on the test data.

3) Distribution of coal mines in train and test datasets: To further investigate on the observed drift, we collect the identifiers of the coal mines in the train and test datasets. Overall, 24 coal mines are used: 7 in the initial train dataset, 16 with all the additional train datasets and 21 in the test dataset. The distribution of the coal mines is heavily unbalanced in the train dataset, whereas is is more balanced in the test dataset.

4) Distribution of the target labels: The target class is heavily unbalanced, with 1171 warning (around 1.5%) and the rest as normal. Furthermore, 2 among the 7 initial train coal mines are never labeled as warning.

According to the challenge organizers, the time periods in the test data do not overlap and are in random order. We then assume that in the train data, the time periods overlap and are in sequential order. This overlapping causes an additional problem of non i.i.d data, with the train data being over-sampled compared to the test data.

To evaluate the over-sampling factor we collect the sequences of consecutive warning in the train dataset. The results, displayed in Figure 5, show that most sequences are of length 8.

C. First submission

The preliminary explanatory analysis summarized in Section IV-B shows that there is a severe drift between the train and test datasets, caused by different mines, different time periods and different sampling rates. To reduce this drift problem, we apply the following protocol:

- remove any variable that identifies the coal mines (main\_working\_id plus the additional meta-data variables per working site),
- re-sample the train mines by keeping at most 5% of instance per mine, so as to get a more balanced distribution as in the test dataset (21 test mines, thus 1/21 ≈ 5%),
- sub-sample the remaining train instances by a factor of 1/8 ≈ 12%), so as to get approximately the same sampling factor as in the test dataset.
This first trial, submitted one day after entering the challenge, obtains a leaderboard AUC of 0.9239, which is very competitive (≈ 1% from the leader at the submission time).

D. Second and final submission

Although the first obtained results are quite good, they exploit only a small subset of the train instances (around 3% after applying the sampling strategies). To better exploit all the available train data, we repeat the train protocol described previously 100 times (based on different random samples) and average the predictions. This second trial (our final one) obtains almost the same leaderboard AUC (0.9243), but we expect the averaging strategy may lead to more reliable predictions (the leaderboard AUC is evaluated on only 25% of the test data).

Furthermore, this averaging over 100 train samples provides additional insights w.r.t. the variance of the results, which amounts to around 1%. We expect that the variance of leaderboard AUC is still higher and that the best participant submissions (over potentially hundred of submissions) are likely to over-estimate the true test AUC. Thus getting a leaderboard AUC within the variance of the leader leaves few room for further improvement.

E. Additional experiments

First, as a sanity check, we submitted the first prediction obtained using all the available train data (all variables and instances: see Section IV-B). As expected, the drift effect is disastrous, and our 0.97 train AUC dropped down to a 0.60 leaderboard AUC.

We also performed sensitivity analysis, with varying the train mine re-sampling rate, sub-sampling rate, averaging strategy and number of constructed variables. We also experimented with using the additional train datasets, with some manual or automatic feature selection as well as finer anti-drift approaches (see [12]). For example, Figure 6 displays the leaderboard AUC using 1 or all 4 additional train datasets, with train mine resampling rate of at most 5% or 10%, and sub-sampling rate varying from 1% to 100%. This shows that the initial train mine re-sampling rate (5%) looks stable in a wider range (than 10%), that the initial sub-sampling rate (12%) is in a plateau of good performance (between 8% and 20% looks fine). Finally, using all the 4 additional train datasets, the performance was slightly less accurate, but as this is within the expected variance, this is not significant.

Overall, the obtained leaderboard results showed that the preliminary chosen protocol parameters (see Sections IV-B, IV-D) were quite stable, and the results dropped down only for significant changes in the re-sampling and sub-sampling rates (worse performance for at least half or twice the initial value of the parameters). The additional data did not provide any further improvement, but there was not much room for such improvement. In the end, we choose to keep our second submission, that went from a 0.9243 leaderboard AUC to a 0.9246 final AUC.

V. Conclusion

In the AAA’16 Data Mining Competition, the train and test data are not i.i.d, which causes a dramatic drop of the test performance, even for accurate and reliable trained classifiers. After preliminary explanatory analysis, we identified several causes of drift between the train and test data: different distributions of coal mines, different sampling rate and different period. To be more robust to drift, we proposed a methodology based on removing variables too sensitive to drift, re-sampling to get a more balanced distribution of the train mines and sub-sampling to achieve approximately the same sampling rate. Applying this methodology, 100 classifiers were trained, each exploiting sub-samples of only 3% of the trained instances, and the averaged predictions obtained a 0.9246 final AUC.
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Abstract—In this paper we introduce an automated mechanism for knowledge discovery from data streams. As a part of this work, we also present a new approach to the creation of classifiers ensemble based on a wide variety of models. Furthermore, we describe an innovative, highly scalable feature extraction and selection framework designed to work with the MapReduce programming model and the application of designed framework to build an ensemble of classifiers which takes into account both the quality and the diversity of individual models. The effectiveness of the solution has been verified through a participation in an open data mining competition which concerned the problem of predicting periods of increased seismic activity causing life-threatening accidents in coal mines. The submitted solution obtained the highest AUC score of all the solutions uploaded by 106 participating research teams.

I. INTRODUCTION

For some time, we can observe a massive shift in technology that makes sensors are more and more available and common. On the other hand, we can notice a significant grow in popularity of stream analytics as well as a decline in prices of data storage. One of the main beneficiaries of the aforementioned changes are monitoring, threats detecting and decision supporting systems. An exemplary application of which could be active monitoring of coal extraction [21] to provide protection for people underground or supporting fire commanders in decision making [14].

Nowadays, an increasing number of business technology objectives is related with comprehensive data analytics. Meanwhile, many researchers recognize feature engineering [8] as a major step in the process of knowledge discovery, necessary to obtain good results of the analysis. In this paper we propose an innovative approach to data analysis that, in order to provide high quality assessment, implies creation of an ensemble [3] of classifiers using a wide variety of models based on various subsets of attributes, in this way, resulting not only in enhancement of the quality of indications, but also minimizing the impact of concept drift on the final evaluation of results.

The continuous collection and analysis of multiple reading streams from a large network of sensors located underground raises a problem of long lasting and usually very complex preparation of data. Therefore, in order to simplify and speed up the feature extraction we introduced a novel framework designed to process streams of numerical readings from multiple sensors. The developed framework is ready to operate in production environments and, hence, is tailored for incremental processing of the emerging data based on the sliding window technique and the concept of parallelization presented in [5].

In the following sections we present the extension of our former solution [6], [7] with additional features and describe modification of the architecture allowing the work both with incremental data as well as with highly-scalable batch computations via MapReduce [2] programming model. The assessment of the solution was carried out on the basis of real life problems related to the streaming data [22].

The effectiveness of the framework has been confirmed in the analysis of several significantly different problems within the data analysis competitions. The first, concerned the recognition of the activity and posture of firefighter based on readings from multiple motion and vital sensors as a part of AAIA’15 Data Mining Competition: Tagging Firefighter Activities at the Fire Scene[17]. The second concerned the prediction of dangerous concentration of methane in the atmosphere of the mine sidewalks as a part of IJCRS’15 Data Challenge: Mining Data from Coal Mines[10]. The third concerned the prediction of increased seismic activity in mines as a part of AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines [9]. In all competitions, the results were very promising. It is worth noting that in the case of the seismic activity analysis, the solution based on the elaborated framework received the highest score in terms of Area Under ROC Curve (AUC) measure, equal to 93.96%, while in the methane concentration level analysis it achieved the second highest result with AUC equal to 94.73%.

The paper is organized as follows. In Section II we present the description of the data challenge problem. In Section III and IV we provide detailed information about the elaborated feature engineering framework, including insights of feature extraction and selection. Next, in Section V, we describe the conduct of the experiments and resulted ensemble model. Finally, in Section VI we summarize the work.

II. AAIA’16 DATA CHALLENGE PROBLEM DESCRIPTION

Providing safety of miners working underground is the fundamental requirement for the coal mining industry in Poland. Coal mining companies are obligated by the law to introduce many safety measures to secure proper working conditions of their underground personnel. The task in the competition was to devise a reliable prediction model for detecting periods of increased seismic activity that could endanger miners.

More precisely, the tasks of the data challenge was to predict likelihood of the ’warning’ label for the records from the test
Figure 1. This diagram presents the high level overview of the feature extraction process broken down into individual steps. The curly braces at the top of the diagram indicate goals achieved in each processing step. The curly braces at the bottom of the diagram show how the individual processing steps were implemented. The 'original dataset' in STEP 0 corresponds to dataset provided by organizers of AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines. Features $a_i, a_j, a_k$, correspond to attributes presented in Table I. STEP 1 was designed to partition of the original dataset into individual rows in order to parallelize calculations - this step was implemented by internal mechanisms of the MapReduce framework. STEP 2 was to split each row into nominal and stream data. In STEP 3 the feature extraction framework was applied to each data stream (e.g. time series containing 24 values corresponding to the average energy of the most active geophone - see Table I) and all features described in Tables II and III were created. In STEPs 4 and 5 all features, the nominal attributes as well as attributes newly extracted from streams, were put together.

set. The real number corresponding to the predicted likelihood was not expected to be in any particular range, however, higher numerical value should have indicated a higher chance of the 'warning' label. The final assessment of solutions were calculated using the Area Under the ROC Curve (AUC).

The data set, which was provided by Research and Development Centre EMAG, consisted of hourly aggregated readings from seismic sensors that count the number of seismic bumps perceived at longwalls and measure their total energy. Data records were composed of 24 consecutive hours of such readings coupled with the most recent assessments of the conditions at longwalls made by mining experts. All the attributes of the data set are described in Table I. The data sets were well prepared, cleaned of malformed and erroneous values, without missing attributes.

In total, the training file contained 133150 records provided in a tabular format with 541 columns. The label indicates whether a total seismic energy perceived during 8 hours after the period covered by a data record exceeded the warning threshold of $5 \times 10^4$ Joules. There were 2963 examples labeled as 'warning' and 130187 ’normal’ cases in the training set.

### III. Feature Extraction

In the course of feature extraction we generated a large number [26] of potentially relevant characteristics [16], [23] and applied the feature selection in the next step. The feature extraction was based on the sliding window [24] method and was configured to accept on its input a data set containing readings from multiple streams [5]. According to the submitted configuration each stream, stored in a row of the csv file (training and test set), was divided into three non-overlapping frames. During the process of moving a sliding window through the time series a number of aggregating functions were applied. The Table II presents features extracted form a single time series.

The statistics indicated in Table II were supplemented by Kendall’s correlation between each pair of data streams for every row in csv. Furthermore, because there were more than one window generated for each time series we extracted inter-window statistics, that is, a set of values that express

<table>
<thead>
<tr>
<th>no.</th>
<th>feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>id of the main working site where the measurements were taken</td>
</tr>
<tr>
<td>2</td>
<td>total energy of: seismic bumps, major seismic bumps, destressing blasts and all types of bumps registered in the last 24h</td>
</tr>
<tr>
<td>3</td>
<td>latest progress in the mining from, both, left and right side</td>
</tr>
<tr>
<td>4</td>
<td>latest seismic, comprehensive and seismoacoustic (standard and alternative method) hazard assessments made by experts (a/b/c/d): a - no hazard; b - moderate hazard; c - high hazard; d - dangerous maximum yield from the last meter of the small-diameter drilling depth at which the maximum yield was registered</td>
</tr>
<tr>
<td>5</td>
<td>five time series containing 24 values (one per hour 1..24) corresponding to a number of seismic bumps with energy in the following ranges: $[0,10^2], [10^2,10^3], [10^3,10^4], [10^4,10^5]$ and $(10^5,\infty)$ aggregated per hour (1..24)</td>
</tr>
<tr>
<td>6</td>
<td>five time series containing 24 values (one per hour 1..24) corresponding to sum of energy of registered seismic bumps with energy in the following ranges: $[0,10^2], [10^2,10^3], [10^3,10^4], [10^4,10^5], [10^5,\infty]$ aggregated per hour (1..24)</td>
</tr>
<tr>
<td>7</td>
<td>four time series, each containing 24 values (one per hour 1..24) corresponding to maximum activity, maximum energy, average activity and average energy of the most active geophone</td>
</tr>
<tr>
<td>8</td>
<td>four time series, each containing 24 values (one per hour 1..24) corresponding to maximum activity, maximum energy, average activity and average energy of the most active geophone</td>
</tr>
<tr>
<td>9</td>
<td>four time series, each containing 24 values (one per hour 1..24) corresponding to maximum activity, maximum energy, average activity and average energy of the most active geophone</td>
</tr>
<tr>
<td>10</td>
<td>four time series, each containing 24 values (one per hour 1..24) corresponding to maximum activity, maximum energy, average activity and average energy of the most active geophone</td>
</tr>
<tr>
<td>11</td>
<td>four time series, each containing 24 values (one per hour 1..24) corresponding to maximum activity, maximum energy, average activity and average energy of the most active geophone</td>
</tr>
</tbody>
</table>

The table presents attributes of the main data files.
Data set of extracted features

Samples with reduced no. of features

Many various regression models

Significant and diverse subsets of objects and attributes

Significant and diverse regression models

Figure 2. This diagram presents the course of feature selection, regression models training and construction of the final ensemble of regression models. The diagram show how each processing step was implemented. All the processing steps from 6 to 10 were implemented in R environment for statistical computing. Consecutive processing steps were designed to: STEP 6 - was to draw a number of random samples of objects with balanced decision classes. In STEP 7 the reduced attribute subsets were calculated - this step was implemented basing on the concept of approximate decision reducts derived from the theory of rough sets. In STEP 8, a number of attribute subsets were obtained. Each subset was derived by merging 2 or 3 reducts, however, only significantly different subsets were maintained for the purpose of model training in the following phase of processing. In STEP 9 previously obtained subsets of objects and attributes were used to train regression models based on selected algorithms: rPart, SVM, GLM. Lastly, in STEP 10 the most important models were used to form an ensemble. In the process of models selection for the purpose of ensemble construction we took into consideration, both the quality of the regression model as well as the degree of diversity in relation to already selected models. The course of steps 9 and 10 has been described as Algorithm 1.

the changes between pairs of same statistics in consecutive sliding windows. The inter-window stats are presented in Table III.

In order to optimize time-effectiveness of the experimentation process the framework implementation was modified so that it could be run in several modes, including: incremental stream processing[5], single-threaded mode and the map-reduce mode. In order to allow multi-mode framework operation, the feature extraction mechanism was isolated as a separate tool with respect to the runtime environment.

Table II
THE TABLE PRESENTS FEATURES WHICH ARE CALCULATED TO REPRESENT THE TIME SERIES IN A SLIDING WINDOW.

<table>
<thead>
<tr>
<th>feature</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>a maximum value of the readings in the window</td>
</tr>
<tr>
<td>min</td>
<td>a minimum value of the readings in the window</td>
</tr>
<tr>
<td>maxMinDiff</td>
<td>a difference between the max and min</td>
</tr>
<tr>
<td>mean</td>
<td>a mean value of readings in the window</td>
</tr>
<tr>
<td>percentileX</td>
<td>Xth percentiles for the readings, where:</td>
</tr>
<tr>
<td>percentilesSDiff</td>
<td>a subtraction of the percentiles 95% and 5%</td>
</tr>
<tr>
<td>stdDev</td>
<td>a standard deviation of the readings</td>
</tr>
<tr>
<td>variance</td>
<td>a variance of the readings</td>
</tr>
<tr>
<td>fftCoeff</td>
<td>a set containing first 5 Fourier transform coefficients</td>
</tr>
<tr>
<td>kurtosis</td>
<td>a Kurtosis measure</td>
</tr>
<tr>
<td>skewness</td>
<td>a measure of the asymmetry</td>
</tr>
</tbody>
</table>

Table III
INTER-WINDOW STATISTICS THAT EXPRESS THE CHANGES BETWEEN A PAIR OF EQUIVALENT FEATURES IN CONSECUTIVE WINDOWS.

<table>
<thead>
<tr>
<th>feature</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxDiff</td>
<td>a difference between max stats in the consecutive sliding windows</td>
</tr>
<tr>
<td>meanDiff</td>
<td>a difference between mean stats in the consecutive sliding windows</td>
</tr>
<tr>
<td>minDiff</td>
<td>a difference between min stats in the consecutive sliding windows</td>
</tr>
<tr>
<td>percentileXDiff</td>
<td>a difference between Xth percentile statistics in the consecutive sliding windows, where:</td>
</tr>
</tbody>
</table>

2See https://www.docker.com
3See http://hadoop.apache.org
(steps: 4 and 5 in Figure 1) all the attributes obtained for each row were combined back together.

IV. FEATURE SELECTION

The experimentation was significantly affected by the fact that the training data set was very unbalanced, rows labeled as 'warning' represented only 2.3% of all objects. Therefore, in the first step we drew a number of random samples that contained between 10 000 and 20 000 objects out of 133 150 all objects of the training set. Created samples differed in the number of objects of "warning" class (minority class), each contained a minimum of 1000 and a maximum of 2000 objects of this class. Objects within a particular sample were unique, however they could be repeated between different samples.

The generated data samples were randomly divided into two disjoint groups: group A - containing object subsets for the purpose of the feature selection, group B containing samples for the purpose of training of regression models. It should be noted that in order to use the chosen feature selection algorithms, before generating the 'A' samples the training set was subjected to discretization of a numerical attributes using local (univariate) version of the algorithm described in [18].

The selection of attributes [12] was carried out on the basis of a filter method derived from the theory of rough sets[19]. Using the R language and environment for statistical computing with installed RoughSets [20] package we calculated approximate decision reducts[13] with DAAR [11] heuristic. Approximate decision reducts are relatively small, thus, we decided to merge few as a single attribute subset. As a result of feature selection process (depicted in Figure 2) we prepared a number of significantly different attribute subsets.

V. MODELS TRAINING AND ENSAMBLING

The task of maximizing AUC measure, posed by the organizers of the competition, prompted us to apply regression algorithms to identify the probability of the 'warning' label. The final solution is based on the concept of building an ensemble of diverse regression models which interpret 'warning' label as 1, while 'normal' label as 0. To provide a diversity of models we trained them on various subsets of attributes, what was important in order to provide a variety of regression models because the analyzed data set had few very dominant attributes.

An additional effect of using different features for different models was to protect the ensemble against significant concept drift [1] on the part of the attributes between the training and test sets. This approach was also expected to protect the model against over-fitting [15] and, hence, against the significant decrease in the quality of prediction on the test set.

The machine learning were conducted on pre-prepared samples of objects with reduced number of attributes. The ultimate ensemble consisted of 8 significantly different regression models which were calculated with three various algorithms, including: regression trees (calculated by the algorithm from the rPart package), SVM regressor (computed using the algorithm from the e1071 package) and the glm function from R language to fit a generalized linear model. The following list presents models included in the final ensemble:

- Five simple regression tree models calculated with rPart.
- Two SVM models with different kernel functions
  - SVM1 - regression, kernel: linear, cost: 1, gamma: 0.1, eps: 0.1 , Number of Support Vectors: 2968
  - SVM2 - regression, kernel: radial, cost: 1, gamma: 0.07143, eps: 0.1, Number of Support Vectors: 7171
- One generalized linear model

\[ \text{Regression models} = \{\text{rPart}, \text{SVM}, \text{glm}\} \]

6See https://cran.r-project.org/web/packages/e1071

```
Algorithm 1: The construction of regressors ensemble.

<table>
<thead>
<tr>
<th>Data:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• attSubsets - pre-calculated subsets of attributes - approximate reducts</td>
</tr>
<tr>
<td>• objectSamples - pre-calculated object samples</td>
</tr>
<tr>
<td>• testSet - test set</td>
</tr>
<tr>
<td>• regressionAlgorithms, default: [ rPart, SVM, glm ]</td>
</tr>
<tr>
<td>• allowedAttempts, default: 3</td>
</tr>
<tr>
<td>• minimalQualityThreshold - minimal quality threshold</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Result:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• ensemble of regression models</td>
</tr>
</tbody>
</table>

/* Initialization of variables */
ensemble ← ∅; weakAttempts ← 0
alg ← regressionAlgorithms.removeFirst

while TRUE do

  \( a_1, a_2 \leftarrow \text{attSubsets.drawAndRemoveTwo} \)
  \( b_1, b_2 \leftarrow \text{objectSamples.drawAndRemoveTwo} \)

  /* Every model is trained and validated on various samples */
  model ← alg.trainAndEvaluate(\( a_1, b_1, a_2, b_2 \))
  score ← model.score(testSet)

  /* The ensemble is expanded if the model meets the quality threshold */
  if model.evaluation > minimalQualityThreshold \( \land \) ensemble.containsSimilar(model, score) then
    ensemble ← ensemble \( \cup \) \{model \( \oplus \) score\}
  else

    weakAttempts ← weakAttempts + 1
    if weakAttempts < allowedAttempts then
      continue;
    if regressionAlgorithms \( \neq \) ∅ then
      alg ← regressionAlgorithms.removeFirst
      weakAttempts ← 0
    else
      break;

return \( \sum_{\text{ensemble.scores}} s \); 
```
The whole phase of machine learning were carried out in the R statistical environment. The ensemble was successively extended with new models based on one of three designated algorithms, starting from the the rPart algorithm which in the initial assessment achieved the most promising results. In each step of the experiment: a sample of objects from those available in group ‘B’ and a subset of the attributes form those obtained in the phase of feature selection were drawn. The prepared subset of the training set was used to train a single regression model which was added to the ensemble under two conditions. First, the evaluation of the results had to exceed the satisfactory quality threshold. Second, the results of the regression for the test set had to be significantly different from any of the models already added to the ensemble. A detailed description of the experiment is presented in the Algorithm 1.

VI. Summary

The paper introduces an automated framework of extraction and selection of attributes designed to work with big data using MapReduce programming model. The article presents the proof of concept application of the framework to build an ensemble of classifiers based on a simple heuristic indicating the extension of the ensemble which takes into account both the quality and the diversity of the ultimate solution. The effectiveness of the developed solution has been verified by the participation in an open knowledge discovery competition in which it obtained the highest score in terms of AUC (93.96%) of all solutions submitted by 106 participating research teams.
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Abstract—Identification of seismic activity levels in coal mines is important to avoid accidents such as rockburst. Creating an early warning system that can save lives requires an automated way of predicting. This study proposes a prediction algorithm for the AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines that is based on transient activity features along with average indicators evaluated by a Fisher's linear discriminant analysis. Performance evaluation experiments on the training datasets revealed an accuracy level of around 0.9438 while the performance on the test dataset was at a level of 0.9297. These results suggest that the proposed approach achieves high accuracy in predicting danger seismic events while maintaining low complexity.

I. INTRODUCTION

One of the most important subjects in coal mining is to detect specific gas emissions and seismic activity rates. The miners can suddenly find themselves in dangerous situations due to methane explosions or rockburst [1]. The most common accident cause in coal mines are cave-ins (roof, rock and coal) which account for 70.6 of all injuries [2]. Safety of miners’ lives substantially depends on an early warning mechanism that can potentially be constructed using specific alert measurements for seismic activities as well as physical conditions of the mine. In order to create such an early warning mechanism, warning signals can be triggered if the measured values or energy levels, taken measurement from reference points of the mine, exceed a preset hazard threshold. However, seismic activity datasets that are observed from coal mines are very high dimensional and hard to process due to the fact that they are measured from a wide range of points and for a long duration. Since the dataset is very complex and high dimensional, expert knowledge-based systems can fail for foresight of the dangerous activities. The automation of early warning systems in coal mines has vital importance to prevent interpretation differences between mining experts and make analysis more rapid.

In the literature, there are several automated methods that have been proposed to recognize hazardous seismic activity patterns. Neural networks are the most popular method for prediction of seismic events in coal mines [3]. Identification of neural network parameters and layer numbers, however, is complicated, and entails substantial cost because of its “black-box” structure [4]. As a simpler and practical alternative, we propose a hazardous seismic event activity prediction method based on Fisher’s Linear Discriminant Analysis [5] that operates on an encoding of transient seismic activity are on 24 hour period along with average seismic activity parameters and conventional risk assessment methods. Performance evaluation of the method on the AAIA’16 Data Mining Challenge Dataset suggest that the approach offers accurate prediction of hazardous seismic activity around %92.97 levels.

In the next section, we provide a detailed description of the dataset and explain the proposed approach. In the third section, we present performance evaluation results of our method on both initial training dataset as well as the additional training datasets. At the conclusion section, we summarize our algorithm and discuss the results.

II. MATERIAL AND METHODS

The dataset used in this study was provided by Research and Development Centre EMAG for AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Coal Mines. The dataset consists of total energy measurements for 24 hour period from different sensors and the counts for seismic bumps perceived at longwalls. In addition, the dataset contains hourly readings for 24 consecutive hours that are related with the most recent assessments of the conditions determined by mining experts. In the dataset each sample has one ID of the main working site where the measurements were taken and 540 features which contains 12 average risk parameters and 528 risk assessments measures. Finally, the respective labels (“normal” or “warning”) are provided for each individual sample to assist on the training.

We propose a method that evaluates the average risk parameters along with the risk assessment measures separately from the hourly measurements of the provided parameters over a 24-hour period for the prediction task at hand. To this end, we extracted the hourly measurements of the 22 different parameters provided in the training dataset.
in indices from 14 through 541 and performed a line fit to determine the parameters \((a_i, b_i)\) such that the fit error

\[
\frac{1}{2} \sum_{i=1}^{24} (p_{i,h} - (a_i h + b_i))^2
\]

is minimal for each parameter \(p_i\) with hourly measurements \(p_{i,h}\), for \(i = 1,2,\ldots,22\). This resulted in a time evolution dataset with 44 features. To further refine this dataset, we have calculated the Kolmogorov-Smirnov statistic [6] between the empirical cumulative probability distributions of the two groups over each of the 44 time evolution parameters \((a_i, b_i)\) for \(i = 1,2,\ldots,22\), and ranked the parameters in the order of decreasing statistic value, with the understanding that the larger values of the statistic indicate more pronounced separation between the groups. Next, we have carried out Fisher’s linear discriminant analysis [7] on the top ranked 1,2,...,44 time evolution parameters, and calculated the area under the resulting receiver operating characteristics curve obtained on the original training dataset and the associated labels. This analysis identified 39 time evolution parameters with the greatest Kolmogorov-Smirnov statistic providing the highest area under the curve on the original training dataset, that were then collected to form the...
calculated time evolution dataset containing the transient features.

The final prediction was obtained by merging the average risk parameters and the risk assessment measures provided in indices 2 through 13 in the training dataset with the calculated time evolution dataset, and constructing a Fisher’s linear discriminant over the merged dataset. This entailed calculating the average vectors and covariance matrices

\[ \mu_0 = \frac{1}{\ell_0} \sum_{j \in J_0} x_j \]

\[ \mu_1 = \frac{1}{\ell_1} \sum_{j \in J_1} x_j \]

\[ \Sigma_0 = \frac{1}{\ell_0 - 1} \sum_{j \in J_0} (x_j - \mu_0)(x_j - \mu_0)^T \]

\[ \Sigma_1 = \frac{1}{\ell_1 - 1} \sum_{j \in J_1} (x_j - \mu_1)(x_j - \mu_1)^T \]

over the parameter vectors of the merged dataset \( x_j \) with respect to the index sets \( J_0 \) and \( J_1 \) defined by

\[ J_0 = \{ j | y_j = 0 \} \]

and

\[ J_1 = \{ j | y_j = 1 \} \]

in terms of the training labels \( \{ y_j \} \) with \( \ell_0 = |J_0| \) and \( \ell_1 = |J_1| \). This allowed expressing the discriminant function \( f(x) \) for a new parameter vector \( x \) through

\[ f(x) = w^T x \]

with

\[ w = (\Sigma_0 + \Sigma_1)^{-1}(\mu_1 - \mu_0). \]

As the final step of the analysis, we have identified the parameters \( \alpha \) and \( f_0 \) to convert the values of the discriminant function into an empirical log-likelihood ratio for the two groups via the expression

\[ L(x) = \alpha(f(x) - f_0) \]

so that the collection of values \( \{ L(x_j) \} \) over the merged training dataset \( \{ x_j, y_j \} \) achieved the smallest average training errors on the two groups with respect to a threshold of 0, or the average of the Type I and Type II training error rates, and the corresponding empirical posterior probabilities given by

\[ P_1(x_j) = \frac{\pi_1}{\pi_0 e^{-L(x_j)} + \pi_1} \]

satisfied

\[ \frac{1}{\ell_0 + \ell_1} \sum_{j=1}^{\ell_0+\ell_1} P_1(x_j) = \pi_1 \]

with \( \pi_0 \) and \( \pi_1 \) denoting the prior probabilities of the respective groups in the training dataset. This was carried out by finding the \( f_0 \) value that achieved the equality above for a specific value of \( \alpha \) for \( \alpha = 2^{-2}, 2^{-4}, 2^{-6}, \ldots, 2^2 \). Calculating the errors over the resulting \( (\alpha, f_0) \) pairs identified the best values for \( \alpha \) and \( f_0 \) for the smallest training error while maintaining the required prior probabilities.

In the next section, we present the results that we have obtained on different training and test dataset combinations.

### III. Results

We have been tested our proposed method using the five different dataset and respective warning level labels that were provided by AAIA’16 Challenge committee. These datasets were named as: training dataset, additional training dataset 1, additional training dataset 2, additional training dataset 3 and additional training dataset 4. Different combinations of these datasets were used to train the algorithm and the others were used for testing its performance.

Firstly, we used the original training dataset and we estimated the posterior probabilities for both additional training datasets as well as the original training dataset. The receiver operating characteristic (ROC) curves for this trial is shown in Figure 2.

The greatest AUC was obtained on the additional train dataset 1 at 0.9619 followed by at 0.9422 and at 0.9345 and at 0.9088 and at 8943. Next, we merged each additional training dataset with the original training dataset and used the combined data to train the algorithm, and tested the resulting prediction on all datasets. The average area under curve (AUC) values are shown in Table I.

The area under the receiver operating characteristics curve obtained on the test dataset was 0.9297 as reported by the evaluation committee of the AAIA’16 Challenge. When the training data was combination of the original training data and additional training data 1. The ROC curves are shown in Figure 3 for each dataset.
In this paper, we have proposed a prediction algorithm for dangerous seismic events in coal mines using a combination of existing risk assessment parameters, average seismic energy measurements as well as hourly seismic activity measurements and Fisher’s linear discriminant analysis. The method fits a line to capture the seismic activity information provided by hourly measurements and uses the two line-fit parameters as features for the ensuing prediction subjected to feature selection using Kolmogorov-Smirnov statistics and area under the curve measures on the training data. In order to produce the final predictions, we have applied a mathematical conversion on the outputs of the discriminant function to produce empirical posterior probabilities that ranged between 0 and 1, indicating the likelihood of a future seismic event. At an additional level of complexity, we have also evaluated the performance of the predictions subject to different training datasets, as training datasets themselves vary in the level at which they represent the actual prediction problem. In the performance comparison tests over the training data, we observed varying accuracy levels for the different training datasets used, and submitted the best performing configuration to the AAAI’16 challenge, that achieved an area under the curve level of 0.9297 on the test data that was withheld from the challenge participants. The strengths of our proposed method lie first in the manner with which the hourly seismic activity measurements are evaluated and merged with the average measurements as well as existing risk assessment parameters. In addition, the simplicity of the Fisher’s linear discriminant function offers a greater potential for generalizability of the demonstrated high performance to other seismic activity prediction cases as it minimizes the risk for overtraining. Finally, the conversion of the prediction results into posterior probabilities allows processing the results in conjunction with other probabilistic insights that one may have on the prediction problem at hand such as site-specific conditions and associated risks not reflected in the measurements. This also reflect the weakness of the method proposed here as it does not take into account any site-specific information, though this can be remedied in future applications.
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Abstract—This paper presents an application of a Gaussian Mixture Model-based voting mechanism for an ensemble of Support Vector Machines (SVMs) to the problem of predicting dangerous seismic events in active coal mines. The author proposes a method of preparing an ensemble of SVMs with different parameters and using the "wisdom of the crowd" for a classification problem. Experiments performed during the research showed an improvement in the quality of the classification after the mixture of Gaussian distributions was applied as votes in classification. The author also proposes a method of data selection and an improvement in the stability of the ensemble classifier after the mixture of Gaussian distributions was applied as votes for a classification problem. Finally, using the proposed model to solve the problem defined by the organizers of AAIA’16 DM showed an increase in the stability of the ensemble classifier and an improvement in the quality of the classification problem solution.

I. INTRODUCTION

The aim of this paper is to present a solution to the problem introduced in AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines[1]. The task was related to the issue of predicting periods of increased seismic activity that may cause life-threatening accidents in underground coal mines. The task was divided into a classification problem of risk states with low hazard called "normal" and the state with high hazard called "warning". Application of hybrid methods of machine learning for a similar problem was presented in [2], but instead of a two-class problem, the authors of the experiments proposed a tripartite division: "normal", "warning" and "hazard", and focused on the medium-term (several minutes) forecasting of the maximum methane concentration at the well end area. They also pointed out that "mathematical models correlating methane emission with methane content of a seam, ventilation method and geological features of mine workings facilitate overall prediction of average methane concentrations during exploitation of a working, nevertheless they cannot be applied for a direct short- or medium-term prediction of methane concentration" [2]. The problem discussed at AAIA’16 Data Mining Challenge focused on a different scope of time. Granulation of data is adjusted to one-hour windows. During this time, various kinds of information are accumulated, i.e. the number of registered seismic bumps of a specific energy level, or the average activity of the most active geophone. This problem does not allow to use information on the dynamics of changes within the hour during which signals were collected, and forces the participants of the challenge to process coarse-grained information about general characteristics of the signals.

Another solution for a similar problem with regression rule learning was described in [3]. The main objective of research presented in [4] was to reduce the number of forecasting errors during monitoring natural hazards and machinery in coal mines, achieved by the application of the regression rule induction, the k-nearest neighbors method, and the time series ARIMA forecasting.

A. Proposed solution

I propose a solution based on an ensemble of Support Vector Machines (SVM) of the kind described in [5][6], and on a voting mechanism based on the Gaussian Mixture Model described in [7]. Common approach based on ensemble of classifiers like boosting and bagging focus on preparing different training data set for each member of ensemble [8][9]. Instead of that my solution focus on receiving different information by changing parameters of SVMs in ensemble. Each SVM was trained on the same data. The GMM voting-based mechanism allows to extract correlation between SVMs outputs and evaluate likelihood of class occurrence. Process of preparing solution is illustrated in Fig. 1

The solution ranked 4th in AAIA’16 Data Mining Challenge with a final result 0.934. The final results were evaluated in accordance with Area under Curve values on a specially curated testing set. Finding parameters of model was mostly leaded by data driven strategy. Preparing solution focused on achieving balance between quality of solution scored by AUC value evaluated in cross-validation procedure and computation complexity.

II. PREPARING DATA

The data set included 133 151 records, each corresponding to a 24-hour measurement. Vectors had 541 columns. Values stored in a single record can be divided into two separate parts. The first part consists of an identifier of the main working site and 12 other characteristics related to the whole period of 24 hours described by the record. The second part is composed of...
hourly aggregated measurements, thus for each characteristic it includes 24 consecutive values associated with readings of geophones [1].

Measurement was labelled as "normal" or "warning" which indicate whether a total seismic energy perceived with 8 hours after the period covered by a data record exceeds the warning threshold, in correspondence with the classes prepared for solving the classification task. The distribution of classes was highly unbalanced. The "normal" class covered 130 187 of all records, while the "warning" class only corresponded to 2 962 "warning" measurements. Records were sorted chronologically, which highlighted the tendency of "warning" states to occur in short sequences. The testing set provided by AAIA’16 Data Mining Challenge consisted of 3 860 records.

A. Record selection

Before any operations on the data, the set vectors were linearly normalized to $[-1; 1]$. The first step towards the proposed solution was to choose the data vectors that would provide the most discriminative information. I assumed that this information was kept in boundary periods of an occurrence of "warning" measurement. Because of that, "normal" records were limited to the period corresponding to six hours before and to six hours after the "warning" sequence occurred. This approach permits focusing on the most important records and to solving the problem of highly unbalanced classes occurrence in the training set. In the next part of this paper all references to the training set are corresponding to the set prepared in this way.

B. Preparing base model

The next step was to prepare a base classification model which allows future data analysis. Since the problem is a high-dimensional one, it required a model with high resistance to high dimensionality of data. Another criterion of choosing the model was the fact that almost all attributes in a vector was represented by floating or integers values and represented measurements of signal sensors which suggested that data could be naturally represented in a Hilbert space. The chosen model was SVM. The procedure of adjusting parameters of hyperplane splitting space into areas corresponding to two classes is not highly sensitive to high dimensionality of space. Moreover, expanding dimensionality of space with a constant number of data records could enable the SVM to simplify finding optimal hyperplane splitting space into two subspaces problem [8]. The SVM was also designed to solve the problem of classification of two classes. Finally, proven high effectiveness of SVM for a classification problem [10] [11] made it a natural candidate to being the base classification model for this problem. Radial Basis Function (RBF) was chosen as kernel function, for it allows SVM to map a non-linear relationship between attributes and outputs. This ability is not approachable for the linear kernel. In [12], it has been shown that the linear kernel is a special case of the RBF kernel.

Before proceeding further, the SVM was trained on a set with all attributes. Parameters of the SVM were adjusted based on the grid search procedure. In the end, the base SVM took parameters $\gamma = 0.015625$ and $C = 2$.

C. Feature selection

Firstly, record attribute corresponding to the record ID was excluded from the training set. 529 attributes of training set records was grouped in a sequence of 24 elements corresponding to values in 24-hour period of measurement. A backward elimination was performed to drop out some of these sequences. The evaluation was based on 2-fold cross-validation method. The influence of removing the whole 24-hours sequence was investigated on each step. The procedure showed that removing 12 sequences significantly increased the accuracy of the base classifier and limited vector to 252 attributes. Four attributes corresponding to the latest available hazard assessment prepared by experts took on ordinal values, which represented the level of hazard were transformed to choose only from two values "no hazard" or "hazard".

III. CLASSIFICATION MODEL

After preparing the data, a classifier based on the generated ensemble of SVMs classifier was proposed. Creation of this ensemble could be divided into two steps: choosing appropriate SVMs classifiers and preparing the voting mechanism.

A. Choosing SVMs

At this step, a grid search was performed and the best result it yielded was collected. I decided to use the base SVM described in the previous section of this paper and two additional SVM classifiers. Since the high value of $C$ allows the SVM to select more vectors as support vectors, the method could overfit. Thus, I took the first additional SVM $\gamma = 0.015625$ and $C = 1$. A second additional SVM was selected by getting a smaller value of $\gamma$, because a high value $\gamma$ parameter could prevent the
SVM from finding the boundaries which allow to generalize the "shape" of the area covered by class. Based on the cross-validation results, I have chosen the SVM with parameters $\gamma = 1.22 \times 10^{-4}$ and $C = 1024$. Because procedure of training ensemble was repeated 300 times to avoid underfitting problem number of additionally SVMs was limited for computation time reduction.

Choosing base SVM and two additional SVMs for ensemble allow to achieve balance between computation complexity and quality of classification.

B. Voting mechanism

Instead of a simple voting mechanism, the GMM was used to represent a distribution of voting for each class. Since the testing set contains only 3,860 records, it was extremely probable that the sample would not have the same a priori distribution as the training set. It limits the possibility of a correct application of Bayes theorem in the classification. Parameters represent the weight of the $i$th component in the mixture and $d$ is a number of dimension in the modeled space. Parameters represent the weight of the $i$th component in the mixture and $d$ is a number of dimension in the modeled space. Priori, I have limited the training set of the "normal" class for 50 percent of the training data. The objective was to avoid the overfitting problem.

The $m$ parameter, representing the number of Gaussian components in the GMM for each class, was estimated on the basis of choosing the best results of the cross-validation procedure. If we describe parameters of a distribution as $\theta$, a density function of the mixture distribution of features is

$$p(x \mid \theta) = \sum_{i=1}^{m} w_i p(x \mid \theta_i)$$

where $p(x \mid \theta_i) = \mathcal{N}(x \mid \mu_i, \Sigma_i)$ corresponds to normal distribution that:

$$p(x \mid \theta_i) = \frac{1}{2\pi\sqrt{|\Sigma_i|}} \exp \left( -\frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i) \right) .$$

$\Sigma_i$, $\mu_i$ and $w_i$ are covariance matrix, mean vector and $w_i$ represent the weight of the $i$th component in the mixture and $d$ is a number of dimension in the modeled space. Parameters were estimated in EM procedure [13]. If $y$ is assumed to be an unobserved data, then EM method takes the form of:

**E-step**: calculate the expectation of the unobserved data

$$E_{f_\theta}(y \mid x, \theta(t)) \left[ \log f(x, y \mid \theta(t)) \right]$$

**M-step** find $\theta^{(t+1)}$ such that:

$$\theta^{(t+1)} = \arg\max_{\theta} E_{f_\theta}(y \mid x, \theta(t)) \left[ \log f(x, y \mid \theta) \right]$$

For $n$ elements in the training set and an unobserved variable $y_i^j$ takes:

$$y_i^j = \begin{cases} 1, & \text{if } i\text{th element was generated by } j\text{th component,} \\ 0, & \text{otherwise.} \end{cases}$$

To estimate parameters of the $j$th Gaussian component estimators take the form of:

$$w_j^{(t+1)} = \frac{1}{n} \sum_{i=1}^{n} E(y_i^j \mid x_i, \theta(t));$$

$$\mu_j^{(t+1)} = \frac{\sum_{i=1}^{n} E(y_i^j \mid x_i, \theta(t)) x_i}{\sum_{i=1}^{n} E(y_i^j \mid x_i, \theta(t))};$$

$$\Sigma_j^{(t+1)} = \frac{\sum_{i=1}^{n} \left( E(y_i^j \mid x_i, \theta(t)) (x_i - \mu_j^{(t+1)}) (x_i - \mu_j^{(t+1)})^T \right)}{\sum_{i=1}^{n} E(y_i^j \mid x_i, \theta(t))} .$$

The mixture of Gaussian components was prepared as a distribution of feature occurrences under the condition of class occurrence. Finally, the likelihood of the "warning" class was predicted on the basis of a posterior likelihood, which was evaluated basing on the Bayes theorem [14]. As Table I shows, the GMM with only one Gaussian component obtained the best results. It suggests that the SVMs’ results tend to evaluate likelihood unanimously, which reduced the GMM-based voting mechanism to a single Gaussian component discriminant analysis.

C. Learning classifier

The training set for the ensemble of SVMs was different than for the GMM. Ensemble of SVMs was trained on a random sample of 30 percent of the training data. The objective of this mechanism was to avoid the overfitting problem. Since the ensemble of SVMs was trained only on 30 percent of the training data, the risk of underfitting increased considerably. In order to solve this problem, the procedure of learning classifier GMM-SVMs was repeated. The model was learnt 300 times and the best train set for SVMs was chosen basing on the cross-validation results.

IV. EXPERIMENTAL RESULTS

Application of the SVM to the proposed solution was based on a LIBSVM implementation [15]. The organizers of AAIA Data Mining Challenge provided the training set in two steps. Initially, only half of the training data was available for participants. The rest of the training data was divided into four parts and supplied after some conditions, associated with the number of submissions, were met. My experiments focused on the quality of the classification performed by different approaches and the variance of results of SVM ensembles. For research variance of different strategy of voting I had collected results of an average voting, which corresponds to the voting based on simple mean of generated outputs of each SVM in
the ensemble and a GMM-based voting mechanism times 50 and then estimated the mean and standard deviation of the results.

The experiments concerned with data preparation were performed on the training set provided in the first stage. The quality of solution was described by AUC and evaluated on-line estimation of methane hazard in mine workings,” Journal of Mining Science, vol. 47, pp. 493–505, 2011. doi: 10.1134/S1062739114040125 [Online]. Available: http://dx.doi.org/10.1134/S1062739114040125
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As shown in Table I, the results of an average voting are not stable. One reason may be that all SVMs lacked the ability to cope with underfitting, which resulted in higher standard deviation of the AUC results. Since the GMM learning method calculates parameters to fit the best maximum likelihood of the Gaussian mixture model based classification. This allows for the use of information on the errors of each SVM and the correlation between their outputs. This allows for the use of information about the areas in space that were problematic for some of the ensemble classifiers.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Experiment</th>
<th>AUC %</th>
<th>Standard deviation of AUC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>First part of training data</td>
<td>Raw data</td>
<td>69.098</td>
<td></td>
</tr>
<tr>
<td></td>
<td>After backward elimination</td>
<td>71.923</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>71.346</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average vote</td>
<td>73.428</td>
<td></td>
</tr>
<tr>
<td>Whole training data</td>
<td>GMM-SVM m = 1</td>
<td>75.346</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GMM-SVM m = 2</td>
<td>74.747</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Voting mechanism</th>
<th>Mean AUC %</th>
<th>Standard deviation of AUC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average vote</td>
<td>54.537</td>
<td>17.055</td>
</tr>
<tr>
<td>GMM-SVM m = 1</td>
<td>73.746</td>
<td>0.746</td>
</tr>
<tr>
<td>GMM-SVM m = 2</td>
<td>72.963</td>
<td>0.831</td>
</tr>
</tbody>
</table>

V. SUMMARY

This paper presents an application of the GMM-based voting mechanism for an ensemble of SVMs for the problem of predicting dangerous seismic events in active coal mines. The problem defined by the organizers of AAIA Data Mining Challenge allows for the successful use of GMM-SVM model of classification. My experiments showed that using the GMM voting instead of the average of outputs allows to decrease model variance. The GMM also makes obtaining information about classifier errors in the ensemble possible.
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Abstract—In this paper we present a solution to the AAIA’16 Data Mining Challenge. The goal of the challenge was to predict, from multivariate time series data, periods of increased seismic activity which may cause life-threatening accidents in underground coal mines. Our solution is based on Recurrent Neural Network with Long Short-Term Memory cells. It requires almost no feature engineering, which makes it easily applicable to other domains with multivariate time series data. The method achieved the 5th place in the AAIA’16 competition, out of 203 teams.

I. INTRODUCTION

UNDERGROUND coal mine workers are exposed to a life-threatening danger in a form of seismic events. To improve workers’ safety, it is crucial to predict those phenomena in advance. However, knowledge-based safety monitoring systems that are currently deployed in coal mines sometimes fail to forecast such occurrences early enough. The goal of the AAIA’16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active Coal Mines competition [12] was to design methods that could improve reliability of seismic activity prediction.

The task is an instance of a classification problem with unbalanced data provided in a form of multivariate, non-stationary time series. We present a solution based on Recurrent Neural Network with Long Short-Term Memory cells. The proposed model is generic and does not rely on the domain knowledge. It requires only minimal feature preprocessing and no feature engineering or feature selection steps. The solution achieved a competitive 5th place in the AAIA’16 competition.

The rest of the paper is organized as follows. In Section II we give an overview of the related work. The details of the AAIA’16 challenge are described in Section III. Section IV gives a brief introduction to Recurrent Neural Networks and Long Short-Term Memory cells. In Section V we describe the details of our architecture, training and model selection. Finally, Section VI summarizes the paper.

II. RELATED WORK

Seismic hazard and rock bursts pose a threat to miners’ lives and overall safety of the coal mining operation. One of the techniques for addressing this problem is to monitor the sensor readings’ with automated algorithms. Originally, natural earthquake seismology approaches have been used to deal with the problem [3]. Mine-induced seismicity can be assessed using mechanisms of mine tremors, such as magnitude, moment, stress drop and seismic efficiency [16] or using seismic tomography [10]. More recently, typical machine learning approaches have been used – such as Random Forests [4] and other nonlinear methods [5], including Support Vector Machines or Naïve Bayes Classifier.

The recent IJCRS 2015 Data Challenge competition [13] provided an opportunity to compare different approaches on the data set coming from coal mining. Although the goal was a bit different (to predict dangerous levels of methane concentration), the data shared similar characteristics – being an example of a time series, multivariate prediction problem with concept drift. Most of the top solutions relied heavily on feature engineering, either manual or automatic, such as: automatic variable construction [1], window-based feature engineering [8], hand-crafted features [15] or thousands of automatically generated features [21][22].

III. CHALLENGE DESCRIPTION

A. Data

The aim of the AAIA’16 competition was to predict relative likelihood of seismic events in coal mines based on the recorded measurements. It is an instance of supervised learning classification task, with most of the data given in a form of non-stationary multivariate time series. The data is split into 5 training sets and a single test set. All the training sets together contain 133,151 records, while the test set contains 3,860 records. Each record describes a period of 24 hours and consists of:

- an identifier of the main working site and 12 characteristics related to the whole period of 24 hours, such as total energy of seismic bumps registered in the last 24 hours,
- 22 times series with 24 numeric per-hour aggregated measurements, such as energy of the strongest seismic bump within a given hour.

Thus, in total each record contains 541 values. As mentioned previously, the records are grouped into 5 training sets and a single test set. The subsequent training sets correspond to later periods, adjacent records in them overlap by 1 hour and are given in a chronological order. The test set contains records that come from period later than the last training set, its records are non-overlapping and given in random order.

A label is given for each record in the training set while for the test set such label is missing – it is the goal of the
A recurrent neural network (RNN) is a type of artificial neural network in which dependencies between nodes form a directed cycle. This allows the network to preserve a state between subsequent time steps. We focus on a simple RNN with a single, self-connected hidden layer.

RNNs process all elements from a sequence one-by-one, and the output at every time step depends on all previous inputs. This is a fundamental difference from feedforward networks, where the network’s output depend only on the current element. It has an important theoretical implication: RNNs are capable of approximating arbitrary well any measurable sequence-to-sequence mapping [9].

Since RNNs contain loops, the standard backpropagation algorithm does not work. Instead, a backpropagation through time algorithm is used [20]. The idea behind this method is to unroll the network over \( N \) time steps, and copy the parameters \( N \) times. The RNN parameters are shared across all time steps, which makes them trainable and allows generalization.

Since the number of unrolled steps can be arbitrary, RNNs are particularly suited for modeling sequential data, where the length of the input is not fixed or can be very long. Recurrent nets have shown impressive results in many NLP tasks. One particularly successful variant of RNN is a recurrent network with LSTM cells, which we describe below.

### B. Long Short-Term Memory

One important problem with training RNNs is the vanishing gradient, which can occur when values smaller than 1.0 are multiplied at each time step during the backpropagation through time. For some activation functions, the maximal value of the derivative is small. For example, the derivative of commonly used sigmoid function is never bigger than 0.25. As a result, after \( N \) time steps the gradient is multiplied by a value less than or equal to 0.25\(^N\), which quickly becomes very small as \( N \) increases. While using some activation functions (e.g., ReLU [17]) can reduce the likelihood of vanishing gradients, there is a special architecture designed to address this problem: Long Short-Term Memory (LSTM).

The LSTM is better at storing and accessing information than standard RNN [11]. The LSTM block consists of a self-connected memory cell and 3 gates named: input, output and forget. The gates control the access to the cell and can be interpreted as “read”, “write” and “reset” operations in the standard computer’s memory. The network learns to control the gates and decides to update and/or use the value at any given time step. Since all the components are built from

---

**Table I**

<table>
<thead>
<tr>
<th></th>
<th>tr. set 1</th>
<th>tr. set 2</th>
<th>tr. set 3</th>
<th>tr. set 4</th>
<th>tr. set 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>78722</td>
<td>13137</td>
<td>13047</td>
<td>12744</td>
<td>12338</td>
</tr>
<tr>
<td>warning</td>
<td>1171</td>
<td>181</td>
<td>269</td>
<td>568</td>
<td>774</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** The frequencies of different main working sites in the training sets. Some sites appear only in the test set.
differentiable functions, the gradients can be computed for the whole system and it is possible to train it end-to-end using backpropagation. There are several variants of LSTM that slightly differ in connectivity structure and activation functions. Below we describe the definitions of the input, output and forget gates that we used.

Let \( h_t \in \mathbb{R}^n \) be a hidden state, \( c_t \in \mathbb{R}^n \) be a vector of memory cells of the network and let \( x_t \) be the input at the time step \( t \). Let \( W_i, W_f, W_o, W_c \), be matrices and \( b_i, b_f, b_o, b_c \), the respective bias terms. We define LSTM as a transformation that takes 3 inputs \((h_{t-1}, c_{t-1}, x_t)\) and produces 2 outputs \((h_t, c_t)\). In all equations below \( \odot \) is element-wise multiplication. We assume also that \( \oplus \) is an operation that aggregates \( h_{t-1} \) and \( x_t \). We used plain sum, but concatenation of vectors is also commonly used.

The forget gate which decides how much of the information should be removed from the cell is defined as:

\[
\begin{align*}
  f_t &= \text{sigmoid}(W_f * [h_{t-1} \odot x_t] + b_f) \\
  \text{the input modulation gate value } i_t \text{ and the cell update } u_t \text{ are defined as:} \\
  i_t &= \text{sigmoid}(W_i * [h_{t-1} \odot x_t] + b_i) \\
  u_t &= \tanh(W_u * [h_{t-1} \odot x_t] + b_u)
\end{align*}
\]  

Intuitively, input modulation decides how much of the \( u_t \) should be added to the memory at step \( t \). For example, if \( x_t \) can be ignored, \( i_t \) will be close to 0. Knowing the values above, the new cell value \( c_t \) is computed as:

\[
\begin{align*}
  c_t &= f_t \odot c_{t-1} + i_t \odot g_t \\
  \text{the last step is to compute } h_t, \text{ the output passed to the next LSTM’s time step. It is controlled by the output gate } o_t:
\end{align*}
\]

\[
\begin{align*}
  o_t &= \text{sigmoid}(W_o * [h_{t-1} \odot x_t] + b_o) \\
  h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

The LSTM networks have been successfully applied to real-world problems, including language modeling [18], handwriting [7] or speech [6] recognition, and machine translation [19].

V. MODEL

A. Preprocessing

Recall from Section II that most of the solutions to the previous challenge depend heavily on feature engineering. Such approach, while effective in practice, makes the model less generalizable as the feature engineering steps depend on the problem at hand. Our goal was to create a model that learns everything from the raw data and does not rely on the domain knowledge. To this end, we limit our preprocessing only to the following two operations:

- **Data normalization**, in regards to *mean* and *standard deviation*. This is a standard Machine Learning procedure, and as such it should be applicable to almost any problem. The normalization makes easier both optimization of the loss function and the regularization, because all feature values are at the same scale.

- **Upsampling positive examples**. As presented in Table I, the ratio of positive to negative examples is highly skewed. To make it more balanced, we sample with repetition from the set of positive examples and add them to the training set. We experimented with different upsampling ratios and achieved best results for increasing the number of positives by 10 – 20 times.

B. Architecture

The overview of the architecture is presented in Fig. 2. We use a single-layer LSTM model that is processing 24 hourly aggregated measurements. At every time step, the hidden state of the LSTM \((h_t \in \mathbb{R}^{50})\) is connected to the previous state \(h_{t-1}\) and the normalized measurement values from the 7th hour \((x^7)\) in the picture). After processing the whole sequence, the network’s final hidden state \(h_N\) encodes all measurements in the order in which they appeared.

The vector \(h_N\) is concatenated with 2 other vectors: \(s\) and \(e\). The vector \(s\) contains 12 per-record characteristics described in Section III-A. The vector \(e\) is an 10-dimensional embedding of the working site id. The values of the embedding vectors are initialized randomly and learned from the training data.

On top of the concatenation layer we build a standard supervised classifier (2-layer feedforward network in this case). We apply sigmoid on the network’s output to ensure the predicted value is in the range \([0, 1]\) and can be interpreted as the probability of the *warning* label. The Binary Cross Entropy loss is used as the cost function.
TABLE II
WORKING SITES CHARACTERISTICS

<table>
<thead>
<tr>
<th>site id</th>
<th>region name</th>
<th>bed name</th>
<th>assessment</th>
<th>mapped to</th>
</tr>
</thead>
<tbody>
<tr>
<td>146</td>
<td>Partia F</td>
<td>416</td>
<td>a</td>
<td>N/A</td>
</tr>
<tr>
<td>149</td>
<td>Partia F</td>
<td>418</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>155</td>
<td>Partia H</td>
<td>502</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>171</td>
<td>Partia F</td>
<td>409</td>
<td>a</td>
<td>146</td>
</tr>
<tr>
<td>264</td>
<td>Z</td>
<td>405/2</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>373</td>
<td>G-1</td>
<td>707/2</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>777</td>
<td>G-1</td>
<td>712/1-2</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>470</td>
<td>Z</td>
<td>405/2</td>
<td>c</td>
<td>264</td>
</tr>
<tr>
<td>504</td>
<td>373</td>
<td>504</td>
<td>b</td>
<td>N/A</td>
</tr>
<tr>
<td>799</td>
<td>777</td>
<td>504</td>
<td>a</td>
<td>777</td>
</tr>
</tbody>
</table>

C. Training

We initialize all model’s parameters by sampling uniformly from \([-0.1, 0.1]\). The optimization of the loss function is done using Adam algorithm [14] with a learning rate of 0.0005 and \(\varepsilon\) parameter equal to \(10^{-10}\). The training is run for 5 full passes (epochs) over the training data. After each epoch, the learning rate is multiplied by 0.63 and the training set is randomly shuffled.

We apply standard \(l_2\) regularization of the weights with \(\lambda = 0.01\). To avoid exploding gradient problem, the gradients are clipped globally to the value of 1. The model was implemented in Torch [2] and trained using a single GPU.

D. Model selection

Model selection was a significant challenge in the AAIA’16 competition. Recall from Section III-A that the time periods in the training data are overlapping. As a result, the standard cross-validation on a random split of the data tends to be over-optimistic. Also, there is a significant concept drift between the 5 provided training sets. The \(k\)-th training set was collected in a time period right after the set \((k-1)\)th. We also know that the last training set was collected before the test set.

To address the problem of overlapping periods and to make the local evaluation as close to the final one as we can, we decided to use 5-fold cross-validation, with one training file being one fold. The average of the AUC scores was the final score we assigned to the model. We completely ignored the leaderboard score, as it proved to be very misleading in the past for this type of data [13].

E. Dealing with unknown sites

As described in Section V-B, our architecture computes embedding vectors for every working site id. However, recall from Fig. 1 that some of those identifiers exist only in the test data and not in the training data. We used the following method to fix this problem: we looked at the working site metadata and manually mapped 8 missing ids to existing ids that share similar characteristics. An example is presented in Table II which contains a subset of the metadata file. The id 171 is mapped to 146 because the region name and geological assessment is the same for those two sites. Similarly, id 799 is mapped to 777 because of the same region and bed names.

The above approach can be automated by joining (in SQL sense) the training data with the metadata on working site id attribute and then embedding different categorical variables (region/bed name, etc). This would remove the need of manual mapping of the missing ids and potentially improve the quality as well. However, we did not manage to try this approach during the competition.

F. Ensembling

From the begin of the competition, our main design decision was to create a competitive solution that consist of only one model trained from the raw data. However, the practice of machine learning competitions shows that ensembling of many different models is an easy way of improving the final score. We decided to do a simple rank average ensembling with a logistic regression model. More precisely, we use two models: RNN (described in section V) and LR (logistic regression) to evaluate records from the test set in the following way.

Let \(\text{rank}_X(\text{record})\) denote the rank of the prediction given to the record by model \(X\), among all predictions by model \(X\) on the test set. Then, the final prediction is computed as follows:

\[
\text{pred}(\text{record}) = \frac{\text{rank}_{\text{RNN}}(\text{record}) + \text{rank}_{\text{LR}}(\text{record})}{2}
\]

By employing this technique we moved our solution one place up on the leaderboard.

VI. Conclusion

In this paper we presented a solution to AAIA’16 data mining challenge based on a Recurrent Neural Network with LSTM cells. It achieved a competitive score of 0.934 and the 5th place in the competition.

Compared to other methods (see Section II), our solution does not rely heavily on many hand-crafted features. Instead, it learns feature representation from the raw sensor data with a minimal feature engineering. It is a similar method to the one that we used in the previous IJCRS’15 competition, where our model achieved the 6th place. Top performance in both competitions suggests that our approach is versatile and can be successfully applied to different multivariate time series problems.

REFERENCES


Automatic Feature Engineering for Prediction of Dangerous Seismic Activities in Coal Mines

Eftim Zdravevski, Petre Lameski, Andrea Kulakov
Faculty of Computer Science and Engineering
Ss.Cyril and Methodius University, Skopje, Macedonia
Email: {eftim.zdravevski,petre.lameski,andrea.kulakov}@finki.ukim.mk

Abstract—In this paper we present our submission to the AAIA’16 Data Mining Challenge, where the objective was to predict dangerous seismic events based on hourly aggregated readings from different sensor and recent mining expert assessment of the conditions in the mine. During the course of the competition we have exploited a framework for automatic feature extraction from time series data that did not require any manual tuning. Furthermore, we have analyzed the impact of overlapping of input data on model robustness. We argue that training an ensemble of classifiers with distinct (i.e. non-overlapping) chronological data rather than one classifier with all available data can produce more reliable and robust prediction models. By doing that, we were able to avoid overfitting and obtain the same score performance on the evaluation and test datasets, despite the significant data drift in the datasets.
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I. INTRODUCTION

The task in the AAIA’16 Data Mining Competition [1] is to devise a reliable prediction model for detecting periods of increased seismic activity that endangers miners working underground in coal mines. The data set consists of hourly aggregated readings from seismic sensors that count the number of seismic bumps perceived at longwalls and measure their total energy. Data records are composed of 24 consecutive hours of such readings coupled with the most recent assessments of the conditions at the longwalls made by mining experts. The target attribute in the data corresponds to information whether in a following period of 8 hours the total energy of seismic bumps exceeds a warning level. The full training dataset contains 133151 records with 541 columns, each corresponding to 24 hours of measurements. The evaluation metric of the competition was Area Under the ROC Curve (AUC).

The challenges of the competition were versatile: quite different distribution of working sites in the training and tests dataset that indicated of potential distribution drift in the data; the training class distribution was imbalanced; the final training set was 40 times larger than the test set; and the class distribution in the test set was unknown. After the competition ended it was disclosed that 2% of the records in the training and 5% in the test set were warnings. These challenges required very robust features and prediction models that would prevent over-fitting to the training set. In this paper we describe how our submission to the challenge addressed these challenges.

II. CROSS-VALIDATION FOR MODEL SELECTION

In order to evaluate the models and feature sets locally, a way that will take into consideration the distribution of working sites, classes and train/test dataset size is required. To address this challenge, we developed a strategy that splits the training set keeping in mind the following parameters: general class distribution in the training set; class distribution per working site in the training set; and ratio of unknown versus known working sites in the test set.

Using these parameters, we tried to replicate a split of the train set into two sets, one for training and one for local testing, that would resemble the relation between the real training and test sets. When splitting the training set, we iteratively choose whether to add the working site to the train or test split based on its working class distribution, the current and desired class distribution in the splits, and the known vs unknown ratio in the test split. Using this approach, we were able to get a more realistic estimate of the feature set performance than the cross-validation schemes. We considered cross-validation scores to be more realistic if they resembled the leaderboard score, and thus were lower than the ones obtained with regular cross-validation. However, even with different feature subsets it was always 6% greater than the leaderboard score (always over 0.98).

Even though it was promising approach, we did not have time to develop a stratified or leave-one-subject-out cross-validation strategy based on it, so we have eventually abandoned it and relied for performance estimation based on the leaderboard score. In addition, this strategy based on the assumption that the training and test sets have similar class distribution, which was not specified in the task description. After the competition ended and the test labels were disclosed, it turned out that this assumption did not hold indeed.

III. FEATURE ENGINEERING FRAMEWORK

This competition coincided with our work on a framework for automated feature extraction from time series data. Therefore, it presented a good opportunity to test an early prototype of the framework on this dataset.

A. Feature generators

Using a systematic approach, the system is able to generate a variety of features that can robustly describe the dataset. A recent data mining competition for posture recognition of firefighters [2] inspired different feature engineering approaches.
that are very effective \cite{3, 4, 5}. Using the proposed approaches there, from each series of readings the system generates the following types of features: basic statistics (minimum, maximum, range, arithmetic mean, harmonic mean, geometric mean, median, mode, standard deviation, variance, skewness, kurtosis, signal-to-noise ratio, energy, etc.); curve fitting parameters \cite{4}; equal-width histogram features \cite{5}; percentile based features (first quartile, median, third quartile, inter-quartile range, amplitude, etc.) \cite{3}; auto-correlation of the signal with several types of correlations (signal auto-correlation and Pearson, Spearman and Kendall correlation) \cite{4}; and inter-correlations between each pair of raw time series values using the aforementioned types of correlation coefficients.

B. Time series generators

The feature extraction framework is able to generate new time series and then based on them to extract new sets of features, just like from an original time series. Authors of \cite{3, 4, 5} demonstrated that this approach can further enhance the predictive performance of the system. Therefore, the framework uses the following time series generators (TSG): first derivatives of the original series \cite{5}; amplitudes, frequencies and magnitudes obtained with fast Fourier transformation \cite{3}; delta series (the deviations of the original values from the mean of the particular block of the time series), which can remove the seasonality in the data; sliding window time series \cite{6}; and combining two time series by multiplying, subtracting or dividing their values \cite{4}.

C. Learning algorithms

For estimating the informativeness of individual features and the predictiveness of the whole problem the framework uses Random Forest (RF) \cite{7} and Extremely Randomized Trees (ERT) \cite{8} with high number of trees. They are used with the default parameters, as we have noticed that tuning them does not improve the performance dramatically (unlike with SVMs, for example). ERT models are very similar to RF in terms of predictive performance, but quite faster. We have noticed that when using the same number of trees ERT is significantly faster (over 50%) than RF, especially when the number of features is large (over 500).

D. Feature extraction and selection heuristics

Applying all possible feature transformations would generate very large number of features and would make learning based on them practically impossible. To mitigate this, the feature engineering and selection processes are interleaved, so generation of new time series and features is heuristically guided.

The algorithm for feature extraction and selection is shown in Figure 1. After the initialization and configuration of which features should be computed, the processing starts, one dataset instance (record) at a time. When the features are extracted from the whole dataset, it estimates the predictive performance and calculates feature importances in order to prepare a baseline for the feature selection loop that follows.

To improve the performance of the model under data drift, the framework performs greedy wrapper feature selection, inspired by the idea proposed in \cite{9}. First it merges the training and validation or test dataset and generates an artificial “drift” class, denoting whether the instance is from the training or the test dataset. Then it estimates the importance of each feature when predicting the regular class (normal/warning) and the drift class (train/test). Afterwards, it calculates a set of feature importance thresholds for the regular class and the drift class. Next, in a loop it evaluates the performance different sets of features based on whether they fall within these importance thresholds.

Next, by averaging the regular informativeness of the retained features for a particular time series the framework estimates which time series are informative for prediction of the target class. Additionally, it calculates correlations between different time series. Based on these heuristics, it identifies candidates for new which new series should be generated. After the new series are generated, the algorithm returns to the feature engineering phase. The second time it only generates features with only those transformations that resulted in retained features in the initial run. Afterwards, it merges the new feature set with the selected features in the previous iteration. The feature engineering and selection loop ends when generating new features does not improve the best performance by a considerable margin. For this competition, we have only used the initial and one additional loop of generation of features.

Given that we were not able to replicate the training/test split for performing local evaluations, we decided to use the leaderboard scores for selecting the feature importance thresholds. By default, the framework uses cross-validation.
IV. THE FEATURE ENGINEERING FRAMEWORK IN PRACTICE

The framework implementation is still not publicly available. It has been implemented in Python on top of the scikit-learn Library [10]. In order to use the framework, we only need to specify the data set information: number and indexes of nominal features and numeric features, the number of time series and samples per series, the CSV files containing the description of columns and series. Then the framework takes over. It starts by calculating the basic statistics, inter-correlations, autocorrelations, histograms and quantiles. Based on them it evaluates which time series are informative. In this case, it discovered that the time series can be ranked as shown in Table I (columns IRI and IR - initial relative importance and initial rank, respectively).

This drift detection mechanism turned out to be very helpful for feature reduction. Namely, depending on the particular feature set size, removing the features that are good drift predictors improved our leaderboard score by 1-3 %. In our final solution the threshold 30 for both scores turned out to give good results thus removing almost 60% of the generated features. After their removal, the relative importance of different time series changed dramatically compared to the initial ranking, as can be seen in Table I (columns IR and FR - initial and final rank, respectively).

A. Importance of time series

Some of the time series were significantly less informative than others, so they were discarded, keeping only the top 16 series. When evaluating the performance locally without the leaderboard, the system was able very quickly to find a feature set with AUC ROC score over 0.99 with stratified and regular cross-validation. When submitting those predictions to the public leaderboard we were able to get to a score of about 0.91. This dramatic drop of performance was a clear evidence of drift in the training and test datasets, which was somewhat expected due to the different mining sites.

<table>
<thead>
<tr>
<th>Time Series Name</th>
<th>IRI</th>
<th>IR</th>
<th>FRI</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>max_gactivity</td>
<td>1.00</td>
<td>1</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>avg_difference_gactivity</td>
<td>0.998</td>
<td>2</td>
<td>0.788</td>
<td>9</td>
</tr>
<tr>
<td>max_difference_gactivity</td>
<td>0.962</td>
<td>3</td>
<td>0.786</td>
<td>10</td>
</tr>
<tr>
<td>avg_difference_genenergy</td>
<td>0.954</td>
<td>4</td>
<td>0.771</td>
<td>11</td>
</tr>
<tr>
<td>max_difference_genenergy</td>
<td>0.938</td>
<td>5</td>
<td>0.766</td>
<td>12</td>
</tr>
<tr>
<td>avg_genenergy</td>
<td>0.916</td>
<td>6</td>
<td>0.896</td>
<td>4</td>
</tr>
<tr>
<td>max_energy</td>
<td>0.889</td>
<td>7</td>
<td>0.902</td>
<td>3</td>
</tr>
<tr>
<td>avg_gactivity</td>
<td>0.885</td>
<td>8</td>
<td>0.909</td>
<td>2</td>
</tr>
<tr>
<td>highest_bump_energy</td>
<td>0.863</td>
<td>9</td>
<td>0.861</td>
<td>6</td>
</tr>
<tr>
<td>sum_e2</td>
<td>0.410</td>
<td>10</td>
<td>0.742</td>
<td>15</td>
</tr>
<tr>
<td>sum_e3</td>
<td>0.345</td>
<td>11</td>
<td>0.874</td>
<td>5</td>
</tr>
<tr>
<td>total_number_of_bumps</td>
<td>0.310</td>
<td>12</td>
<td>0.793</td>
<td>8</td>
</tr>
<tr>
<td>sum_e4</td>
<td>0.192</td>
<td>13</td>
<td>0.766</td>
<td>13</td>
</tr>
<tr>
<td>count_e2</td>
<td>0.175</td>
<td>14</td>
<td>0.646</td>
<td>16</td>
</tr>
<tr>
<td>count_e3</td>
<td>0.140</td>
<td>15</td>
<td>0.744</td>
<td>14</td>
</tr>
<tr>
<td>count_e4</td>
<td>0.116</td>
<td>16</td>
<td>0.811</td>
<td>7</td>
</tr>
<tr>
<td>sum_e5</td>
<td>0.040</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>count_e5</td>
<td>0.022</td>
<td>18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number_of_distressing_blasts</td>
<td>0.017</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number_of_rock_bursts</td>
<td>0.004</td>
<td>21</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As described earlier, the cross-validation scores were significantly different the leaderboard scores. On the other hand, different feature subsets performed similarly to each other with cross-validation and on the leaderboard. Because of those two reasons and the limited time we had for spending on this competition we decided to use only the features of the original time series and disable generation of new time series.

B. Oversampling in datasets

The fact that the size of the training set was significantly larger than the test set, pointed out that there must be some over-sampling in the training instances. To investigate this, we have analyzed the training dataset comparing consecutive rows that are for the same working site. We have discovered that in most cases the consecutive rows are shifted by 1 hour, thus overlapping for 23 hours. However, the test instances do not have any overlapping (or at least it can not be discovered). This mean that the training and test dataset are not identically and independently distributed. That combined with the over-sampling posed significant risk of over-fitting. In order to alleviate that, we have split the training set into 24 folds of instances that do not overlap. In particular, if we have consecutive overlapping instances (1 shift, 23 hours overlap) numbered with 1..n from the same working site, in the i-th fold the following instances would be assigned: i, i+s, i+2×s, ..., where s = 24 is the number of folds. Likewise, we have tested with 12, 8, 6, 4 and 2 folds. Then, having s folds we train a separate classifier on each fold and then average the predictions of all s classifiers. Regardless of the feature subset and used classifier, when using 24 folds gave best results, about 1-3% more than training one classifier on the complete training set (i.e. only one fold). This was very peculiar discovery that should be considered when creating batches from continuous streams of data. A similar effect of over-sampling in datasets was discovered and explained in [11].

C. Final submission

The predictions based on different feature subsets and different training data subsets scored similarly on the public leaderboard. In order to diversify the predictions and aiming...
to achieve more robust prediction models, we aggregated the results from 5 different predictions: 4 ERT models trained with various feature subsets that had 200-900 features (various basic statistics, histograms, percentiles, linear and quadratic fit coefficients, correlations, etc. obtained from the 16 retained time series listed in Table I) and 1 logistic regression model trained with only 21 features (reduced from the larger feature set with Correlation-based Feature Selection). This improved our leaderboard score to 0.9276, about 1.5% better than any the individual classifiers that were used in the ensemble. Some classifiers (e.g. logistic regression) made predictions close to 0 while all others were predicting exactly 0 (the probability of warning). To leverage these properties, we decided to determine whether the prediction is 0 or not with simple majority vote. Instead of averaging the predictions in such cases, predicting 0 improved the leaderboard score by 0.5%.

As it can be seen from Figure 2, many of the teams had dramatically over-fitted their models to the training and leaderboard datasets, thus their performance on the final dataset dramatically dropped. Only few teams were able to produce the leaderboard datasets, thus their performance on the final dataset had dramatically over-fitted their models to the training and averaged. Instead of averaging the predictions in such cases, predicting 0 improved the leaderboard score by 0.5%.

As it can be seen from Figure 2, many of the teams had dramatically over-fitted their models to the training and leaderboard datasets, thus their performance of the final dataset dramatically dropped. Only few teams were able to produce the same or better score on the final dataset as on the leaderboard.

V. CONCLUSION

This competition provided an interesting and interactive opportunity to tackle various challenges encountered in real-world data analysis. Our initial goal was to test if automatic feature extraction and selection from time series data would be feasible for such problem. We were able to discover and understand interesting patterns in the data, such as the ranking of importance of time series or other important features like expert seismic assessments. Additionally, we discovered the importance of overlapping in the training dataset in relation to over-fitting. Another interesting realization was that even simple classifiers like logistic regression with very simple features can give leaderboard score of about 0.92. Our best leaderboard score was average of predictions of several different classifiers and/or different feature sets and it was about 0.928.

It is important to point out that the process of automatically generating features did not require manual tuning. Furthermore, the framework was able to generate and recognize informative features and time series, as well as to retain only features that are robust to drift in the data. The only manual work that we performed was related to the cross-validation experiments and for submitting solutions to the competition system. We consider that the obtained performance is significant due to the automatically generated features. We acknowledge that the framework still requires work to be done in relation to more efficient searching of redundant features and more optimal iterative generation of new features. Our experiments with other datasets confirms that it is able to match the best published performance, or in some cases to even improve them.
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Abstract—Underground coal mining is a branch of an industry which safety of operation is very dependent on the natural hazards. A proper seismic event prediction is a significant aspect of building classification models from the real data, which can affect the coal mining safety increase. In this paper four models, built in a well known data mining environments, are presented. The obtained models, depending on a given implementation of popular methods, occurred comparable to the best results from the competition.

I. INTRODUCTION

THOUGH the production of energy from renewable resources has been increasing recently, the mining is still an important part of the industry. There are many countries — even in Europe — which produce most (e.g., 83% in 2012, Poland) or almost half (e.g., 45% in 2012, Germany) of its energy from coal. This means that problems of coal mining — especially the underground coal mining — still have a global meaning.

One of the aspects of safe and efficient coal mining is prediction of seismic hazards. Safety refers to saving workers from the accidents and injuries while efficiency refers to unplanned stops of longwall systems. Analysis and proper prognosis of potentially dangerous methane concentration [1, 2, 3] and seismic events [4, 5, 6] should improve the safety and reduce the costs of underground coal mining.

This paper presents several solutions of a problem of predicting dangerous seismic events in hard coal mines. This classification problem was a goal of a AAIA’16 competition for data scientists. The paper is organized as follows: it starts from a short description of a competition, data provided to the competitors and the evaluation method that was applied to submitted models. Then, the four models and the way of their development are described. The paper ends with a comparison of the result quality delivered by both the presented approaches and the contest winner followed by a final conclusions.

II. COMPETITION TASK

This paper describes solutions submitted to the AAIA’16 data mining competition which summary is presented in [7]. Data for this edition of the competition came from the hard coal mining industry and was provided by Research and Development Centre EMAG. The main goal of the analysis was a prediction of dangerous seismic events in coal mines. The following part of the paper presents more detailed description of the data provided for the contest and a method of model evaluation. More detailed information about the competition can be found in [8].

The objective of each competitor was to devise a reliable prediction model able to detect periods of increased seismic activity that endangers miners working underground in coal mines.

A. Data

The competition training file contained 79,893 records, each corresponding to 24 hours of measurements. Values stored in a single record could be divided into two parts. The first one consisted of an identifier of the main working site and 12 other characteristics related to the whole period of 24 hours described by the record. The second part consisted of hourly aggregated measurements that count the number of seismic bumps perceived at longwalls and measure their total energy, thus, for each characteristic it included 24 consecutive values.

This work was partially supported by Polish National Centre for Research and Development (NCBiR) grant PBS2/B9/2013 within Applied Research Programmes. The infrastructure was supported by “PL-LAB2020” project, contract POIG.02.03.01-00-104/13-00.
There was a total number of 541 columns in the data (including the main working site id). There was also available a separate file with additional information about all main working sites included in the data (in the training and test parts).

Labels in the data indicated whether a total seismic energy perceived within 8 hours after the period covered by a data record exceeded the warning threshold (i.e. \(5 \cdot 10^4\) Joules). The labels of the test series were hidden from participants. It is important to note that time periods in the test data did not overlap and they were given in a random order.

An additional impediment for competitors and their models was the fact that the data was unbalanced. 78,722 records belonged to a “normal” class while the rest of them (only 1,171) was labelled as “warning”.

The goal for the competition participants was to predict likelihood of the label “warning” for the records from the test set. For the consecutive objects exactly one real number corresponding to the predicted likelihood should be placed. The values did not have to be in a particular range, however, higher numerical values should indicate a higher chance of the label “warning”.

**B. Evaluation**

The submitted solutions were evaluated on-line and the preliminary results were published on the competition leaderboard. The preliminary score was computed on a subset of the test set, fixed for all participants. It corresponded to approximately 25% of the test data. The final evaluation was done after completion of the competition using the remaining part of the test data. Those results were also published on-line. The assessment of solutions was done using the Area Under the ROC Curve (AUC) measure.

**III. OVERVIEW OF SOLUTIONS**

The presented solutions were developed by students at the Institute of Informatics, Silesian University of Technology. Participation in the competition was an additional and optional activity for the students of the Computational Intelligence and Data Analysis course. The best achievements in the competition was promoted by the exemption from the final exam.

During the university course the students learn, among others, R [9] and RapidMiner [10] environments. Therefore, these two environments were applied by them to solve the competition task. Among the solutions presented in this paper one was developed in RapidMiner and the other three were developed in R environment. Besides, two solutions implemented the Artificial Neural Network (ANN) model and the other two implemented Boosted Trees model. The details of the data preprocessing and the model parameters are presented in the following paragraphs.

**A. Solutions based on the Artificial Neural Network model**

The presented solution was defined in the RapidMiner environment, where the process was based on the Neural Net operator. The whole process is presented in the Fig. 1. The usage of a Nominal to Numerical operator in the process was planned as a constant mapping of the consecutive (increasing) levels of threats \(a, b, c, d\) to the increasing integer values \(1, 2, 3, 4\). In this approach the set of independent variables was reduced and therefore, the following variables were taken into consideration:

- latest_seismic_assessment,
- latest_comprehensive_assessment,
- max_gactivity.24,
- max_genergy.24,
- total_number_of_bumps.24.

These variables were determined by trial and error, starting from the attributes that are highly correlated with the predicted variable.

The final model of the network had 8 neurons in a hidden layer and the following set of initial parameters of the Neural Net operator was chosen:

- training cycles: 700,
- learning rate 0.05,
- momentum: 0.2,
- decay: False,
- shuffle: True,
- normalize: True,
- error epsilon: 1.0E-5,
- use local random seed: True,
- local random seed: 1337

The final prediction quality of this model — submitted by Krzysztof Kozlowski as unnamed to the Knowledge Pit platform — expressed by means of AUC criterion was calculated as 0.9215.

The second solution based on the ANN model was developed in R environment. The H2O platform [11] which can be used in R environment was chosen as an implementation of neural network engine. One of the reasons of this implementation selection was the fact that it is very well documented and many helpful remarks on neural network parameter tuning are available [12].

Due to the data structure where 24 hour measurements were contained in each record, it was required to aggregate information from 24 columns representing consecutive hours of a day into a single one. The other attributes were selected on the basis of their correlation. From the results of experiments it occurred that due to normalization of the data the quality of results decreased. Thus, this processing method was abandoned.

The following set of initial parameters of artificial neural network was chosen:

- neuron activation function: tanh with dropout,
- number of neurons in a hidden layer: 5,
- input neurons dropout: 0.1,
- hidden neurons dropout: 0.3,
- classes balancing: turned off,
- maximal number of epochs: 300,
The rest of the parameters was set to default values. The obtained neural network gave the following result expressed by means of AUC criterion: 0.9101.

Next, further tuning of parameters was performed what resulted in the following parameter values:

- neuron activation function: rectifier with dropout,
- number of neurons in a hidden layer: 4,
- input neurons dropout: 0.2,
- hidden neurons dropout: 0.3,
- classes balancing: turned off,
- maximal number of epochs: 250,
- \( L_1 \) regularization: \( 10^{-5} \),
- adaptive speed of learning: turned off,
- number of training objects per iteration: 1000,
- number of testing objects: 80,
- maximum duty cycle fraction for scoring: 0.

This solution submitted by Dominik Korda and identified as doxus at the Knowledge Pit platform achieved the final prediction quality (AUC) value equal to 0.9225.

B. Solutions based on the Boosted Trees model

There are two approaches based on the Boosted Trees method presented in this section. Both of them were developed in R environment and both of them utilised a caret package [13]. The approaches differ due to the data processing stage.

Within the first approach the Kibana tool [14] was applied to visual analysis of the attributes. It enabled to notice an important association between the attribute latest_seismic_assessment and the decision attribute. Therefore, this attribute was included into the model in the first order.

Another important observation was connected with the \( \text{total_destressing\_blasts\_energy} \) attribute: for all objects that have a warning value of a decision, \( \text{total_destressing\_blasts\_energy} \) equals 0. Therefore, it was decided to introduce a new derived variable named \( \text{tdbeGTzero} \) (total destressing blasts energy greater than zero) defined in the following way:

\[
\begin{align*}
\text{IF} & \quad \text{total\_destressing\_blasts\_energy} > 0 \\
\text{THEN} & \quad \text{tdbeGTzero} = \text{true} \\
\text{ELSE} & \quad \text{tdbeGTzero} = \text{false}
\end{align*}
\]

The final set of the selected independent variables was as follows:

- \( \text{sum\_e3} \),
- \( \text{sum\_e4} \),
- \( \text{sum\_e5} \),
- \( \text{sum\_e6plus} \),
- \( \text{highest\_bump\_energy} \),
- \( \text{max\_energy} \),
- \( \text{avg\_energy} \),
- \( \text{tdbeGTzero} \),
- \( \text{latest\_seismic\_assessment} \).

This solution, submitted by Bartłomiej Szwej and identified as 0bartek at the competition platform, achieved the final prediction quality (AUC) value equal to 0.9238.

The set of independent attributes of the second approach was selected arbitrarily and it contained:

- \( \text{latest\_seismic\_assessment} \),
- \( \text{latest\_seismoacoustic\_assessment} \),
- \( \text{latest\_comprehensive\_assessment} \),
- \( \text{latest\_hazards\_assessment} \).

These attributes categorize the seismic activity into four levels (a, b, c, d), and a proper value is set by a domain expert working in a coal mine.

This solution, submitted by Katarzyna Dusza and identified as kd at the competition platform, achieved the final prediction quality (AUC) value equal to 0.9185.

IV. RESULTS AND CONCLUSIONS

Over one hundred (106) competitors accessed the challenge and 49 of them submitted their results. The quality of the top ten approaches and the solutions presented above are listed in Table I.

If we take into consideration all 49 results it can be stated that students’ models placed higher than the median of all of them (25\(^{\text{th}}\) result was 0.91304342). This enables a positive assessment of these students’ involvement to the contest. It is also worth to be noticed that some of them did not limit themselves only to tuning the method parameters but also tried to select and derive explainable attributes for the model.
Additionally, it can be noticed that all the presented solutions were developed in a well-known data mining environment. Therefore, these approaches are more general at the level of model creation, where only parameter tuning was performed. Besides, the presented solutions focused on a proper data pre-processing in order to select and derive the right independent variables.

Tuning of the parameters was performed in case of ANN-based approaches and the results presented in Tab. I show its positive impact. However, in case of the approaches based on the Boosted Trees model, where the parameters were identical and the results (see Tab. I) were significantly different, it is visible how important is the data processing phase of analysis.

Finally, from the university course leader perspective the involvement of the students into such data analysis competition is very promising. The students have the opportunity to operate on a real-life data and to compare the quality of their results with the other competitors. Therefore, it can be twofold interesting for them and hopefully it will increase their motivation to further studies.
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**TABLE I**

SELECTED RESULTS FROM THE FINAL BOARD OF AAIA’16 DATA MINING CHALLENGE.

<table>
<thead>
<tr>
<th>rank</th>
<th>participant</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>tadeusz</td>
<td>0.9393</td>
</tr>
<tr>
<td>2</td>
<td>deepsense.io</td>
<td>0.9384</td>
</tr>
<tr>
<td>3</td>
<td>yata</td>
<td>0.9342</td>
</tr>
<tr>
<td>4</td>
<td>podludek</td>
<td>0.9336</td>
</tr>
<tr>
<td>5</td>
<td>jellyfish</td>
<td>0.9336</td>
</tr>
<tr>
<td>6</td>
<td>millcheck</td>
<td>0.9329</td>
</tr>
<tr>
<td>7</td>
<td>kkurach</td>
<td>0.9312</td>
</tr>
<tr>
<td>8</td>
<td>gabd</td>
<td>0.9300</td>
</tr>
<tr>
<td>9</td>
<td>basakesin</td>
<td>0.9297</td>
</tr>
<tr>
<td>10</td>
<td>rough</td>
<td>0.9269</td>
</tr>
<tr>
<td>13</td>
<td>0bartek</td>
<td>0.9238</td>
</tr>
<tr>
<td>15</td>
<td>doxas</td>
<td>0.9225</td>
</tr>
<tr>
<td>17</td>
<td>unnamed</td>
<td>0.9215</td>
</tr>
<tr>
<td>18</td>
<td>kd</td>
<td>0.9185</td>
</tr>
<tr>
<td>49</td>
<td>researchlabs</td>
<td>0.6998</td>
</tr>
</tbody>
</table>
Abstract—A face occlusion detection scheme which is based on both skin color ratio (SCR) and Local Binary Pattern (LBP) feature, is proposed. The proposed method mainly consists of four steps: foreground extraction, head detection, feature extraction, and occlusion detection. First, foreground is extracted by codebook background subtraction algorithm. Then, the head region is located using HOG head detector. After that, the skin-color ratio and LBP feature are extracted. Finally, SVM is trained based on LBP feature. The recognition result of SVM and the result of skin-color ratio feature are merged by weighted voting strategy, and then occluded faces are classified as three categories: concealed, partially concealed, and visible. Experimental results show that the proposed detection system can achieve desirable results in intelligent video surveillance systems.

I. INTRODUCTION

Nowadays, intelligent video surveillance system has been a very active research field, and has many practical applications, such as face identification, behavior recognition, abnormal event detection, and so on. It greatly reduced the manual inspection and verification to improve the effectiveness. Face occlusion detection is an essential component of intelligent video surveillance system. This is necessary for the prevention of suspicious behavior in security zones, such as bank, government, and other sensitive areas. With the increasing requirements for security, face occlusion detection has become a hot research topic in pattern recognition and image processing. If the surveillance system can automatically detect a person with concealed face, it would be helpful for making more secure society. For example, the system can be widely used for automated teller machine (ATM) security.

Concealed face detection is a very challenging task in image understanding field due to the complexity of environment condition, such as low resolution, illumination changes, and object movement, etc. Under complex conditions, there is no guarantee of image quality, so face occlusion detection becomes extraordinary difficult. Furthermore, the designed system requests reduced computation and high reliability, so that it can be able to realize the real-time processing requirement. Although various methods have been proposed to detect occluded face, but most of them are for ATM, this fact leads to a problem that these methods cannot be used directly for video surveillance systems.

In order to solve the above-mentioned problems, we proposed an efficient approach that combines skin color ratio feature and texture feature for concealed face detection. The method consists of the main four steps: (1) Extraction of moving foreground by using codebook model which is a real-time segmentation algorithm, (2) Head detection based on HOG head detector, which only focus on the foreground moving region, (3) Skin color feature and LBP feature are extracted, (4) The two assessment methods are fused by weighted voting and the final recognition result is obtained.

The main contributions of this work can be stated as follows: (1) A novel framework of face occlusion detection in the application of the real-world video surveillance environment is proposed, (2) The skin color feature and texture feature with LBP operator are merged by weighted voting strategy in order to improve detection performance.

The rest of this paper is organized as follows: Section 2 introduces the related works on face occlusion detection. Section 3 describes the details of the proposed method. Section 4 presents the experimental results and analysis. Section 5 draws a conclusion with the future plan.

II. RELATED WORKS

Generally, SCR-based methods [1]–[4] adopt various skin models, extract color information, and then calculate skin ratio. Lin et al. proposed a method based on the combination of ellipse fitting and skin area ratio to determine whether the face is concealed or not [1]. Kim et al. presented a face occlusion verification method that combines a shape-based face detection and skin color [2]. Zhang et al. used Adaboost to combine skin color detection and face templates matching to produce the strong classifier for occlusion detection [3]. Charoenpong et al. proposed a face occlusion detection method from a viewpoint of face by skin color ratio of two parts of head re-
These methods present an effective detection system for bank ATM application. However, it can only handle the detection problem in which the target is close to the camera. Therefore, these methods cannot be directly used in intelligent video surveillance environments.

On the other hand, learning-based methods [5]–[9] require feature extraction to train the classification model, and then achieve classifying recognition. Yoon et al. proposed a method based on principal component analysis (PCA) and support vector machine (SVM). By applying PCA and SVM to extract the feature points and classify that the feature points are near the normal or concealed face [5]. Min et al. presented a novel learning based method for scarf detection. The method exploits Gabor wavelet feature and SVM classifier to distinguish the normal and scarf faces [6]. Priya et al. proposed a Mean Based Weight Matrix (MBWM) algorithm, which is an improved form of LBP, and the SVM classifier to detect face occlusion [7]. Bianco et al. designed a recognizability of concealed face system, in which Adaboost algorithm is taken to build the facial feature detectors [8]. Kim et al. also proposed a face occlusion detection method based on gradient map and SVM, used especially for the partially concealed face [9]. Although good results are reported in these methods, the robustness cannot be guaranteed under complex conditions. In particular, surveillance systems cannot always produce high quality images. Therefore, the proposed method should handle both high quality and low quality images to meet the result of robustness.

In addition, component-based methods [10], [11] use facial component regions to detect face occlusion. Suhr et al. proposed a face occlusion detection system, which combine the eye-mouth combinations and geometric constraints [10]. Eum et al. presented a face recognizability evaluation to use facial components and the exceptional occlusion handling (EOH) [11]. This method is insensitive to illumination condition and achieves the robustness against facial postures, but it needs a high computational cost.

Nowadays, deep learning is a hot topic in machine learning, and CNN is one of deep learning methods, which can learn hierarchical features from low-level data [12]. Xia et al. proposed a robust and effective facial occlusion detection method based on CNN and multi-task learning [13]. The trained CNN model is applied in extracting facial features and predicting face occlusion. However, the disadvantages are complex structure, and it requires large-scale and complete training data.

III. FACE OCCLUSION DETECTION SCHEME USING SKIN COLOR RATIO AND LOCAL BINARY PATTERN

This section mainly introduces the details of our proposed method. The processing procedure includes the following steps: foreground extraction, head detection, feature extraction, and occlusion detection. The proposed system architecture is shown in Fig. 1.

A. Foreground extraction

Extracting foreground accurately is the first step for face occlusion analysis. By foreground extraction, the moving foreground is segmented in the video sequence. There are many ways for foreground segmentation, such as Gaussian Mixture Model (GMM) and background subtraction. Compared with the above methods, the codebook model can detect foreground more accurately and efficiently, and handle scenes containing moving backgrounds or illumination variations [14]. It is a kind of adaptive background subtraction algorithm by building a codebook for each pixel. So the information of the foreground areas in current frame is obtained with codebook model. Some examples of foreground segmentation using codebook model are shown in Fig. 2.

Fig 1. The framework of face occlusion detection system
B. Head detection

In our method, head detection is accomplished by combining HOG and SVM method proposed by Dalal and Triggs [15] and the part-based models proposed by Felzenszwalb et al. [16]. HOG can well describe the edge or local shape information, so it is suitable to depict characteristics of head. Meanwhile, this method is capable of handling head detection with challenging illumination conditions and low resolution.

While the HOG is one of the popular descriptors in image processing, it needs a high computational cost. To address the problem, GPU technique is used to accelerate process by using a parallel implementation of the HOG algorithm. Comparing CPU implementation, GPU based on parallel architecture has a better computational performance [17], [18]. The result of head detection demonstrates that our implementation using GPU can achieve a speedup of over 5 times, which allows for real-time detection. Moreover, the scanning area only focuses on the moving foreground region, and the probability of false and failure detections is significantly reduced. Examples of head detection are shown in Fig. 3.

C. Feature extraction

The analysis of skin color is adopted to discriminate skin and non-skin pixels. An unconcealed face includes a large number of skin color pixels. The whole process of skin color detection consists of two steps: color space transform and skin ratio calculation.

1) Color Space Transform: RGB is a basic color model. Because of the sensitivity to illumination variations, it is hardly separated from chrominance and luminance information [19]. Compared with RGB, YCbCr has a clear distinction between chrominance and luminance components. Thus the first step is to convert color space from RGB to YCbCr representation. Using (1), we transform RGB to YCbCr color space.

\[
\begin{bmatrix}
Y \\
C_b \\
C_r
\end{bmatrix} =
\begin{bmatrix}
65.481 & 128.533 & 24.966 \\
-37.797 & -74.203 & 112.0 \\
112.0 & -93.786 & -18.241
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} + \begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix}
\]  

(1)

2) Skin ratio calculation: In chromatic space, the skin color mainly focuses on a narrow range. Obviously, we can determine the skin pixel by judging whether the YCbCr value is in a certain range. As shown in (2), the skin ratio is defined as the skin pixels of the head region.

\[
S = \frac{\text{num ber of skin pixels}}{\text{num ber of head region pixels}}
\]  

(2)

Where, \( S \) is the skin ratio. Because it is hard to ensure the detection result with only one frame, we can utilize multiple frames to ensure high accuracy. Consequently, the calculation of the ratio comes out from the combination of multi-frames.

For the reason that the camera will be a certain distance from the people in real scenes, it makes the face appear smaller and vaguer. However, with the movement of the body, the size of head region is also varying constantly. To assess the impact, scoring method is used for the evaluation process. Large size can obtain a higher score than head image of small size, but the performance is going to reach a specific limitation [20]. Given a specific value \( \mu \), it is suitable for the width and height. Using (3), we represent the score related to the size.

\[
Q = m \times \left( 1 - \frac{\text{width} \times \text{height}}{\mu} \right)
\]  

(3)

Therefore, this method, which applies the head size as criterion, is used to realize multi-frame selection. When the head size is larger than a preset threshold, these frames are selected in video sequence. Let \( N \) be the number of frames, and we obtain the final ratio to integrate the scores. It can be expressed as

\[
R = \frac{\sum_{i=0}^{N} Q_i}{\sum_{i=0}^{N} Q_i}
\]  

(4)

where, \( S_i \) is the skin ratio of \( i \)-th frame, and \( Q_i \) is the score of \( i \)-th frame.

Based on fusion strategy, we need to know the classification result for the detected \( N \) frames. Thus we introduce two ratio threshold parameters \( r_1 \) and \( r_2 \), which will be discussed in the following section. For every frame, the
occlusion result can be determined by comparison of two parameters. Let \( X_i \) be the number of detection result for each class in all frames, \( i = \{1,2,3\} \), which denote concealed, partially concealed, and visible, respectively. Assume \( p_i \) is the likelihood for every class, it is calculated by using (5).

\[
p_i = \frac{X_i}{N} \tag{5}
\]

In practice, the above skin color method is sensitive to light condition. And when face covers by objects of colors similar to the skin color, its effect is not ideal. To overcome this problem, we extract texture feature with LBP operator [21]. As a popular texture descriptor, it describes well the image texture information. Therefore, we can effectively distinguish them by the texture. The operator labels the pixels of an image by thresholding the neighborhood of each pixel with the center value and forming the result of binary pattern. Then, a pattern code can be computed as follow

\[
\text{LBP} (P, R) = \sum_{n=0}^{P-1} s(g_n - g_c)2^n \tag{6}
\]

\[
s(x) = \begin{cases} 
1, & x \geq 0 \\
0, & \text{otherwise}
\end{cases} \tag{7}
\]

where, \( g_c \) corresponds to the gray level of the center pixel, \( g_n \) to the grey values of the neighbor pixels. The notation \((P,R)\) indicates \( P \) sampling points on a circle of \( R \) radius. This paper uses the uniform LBP, and the selection of \( P \) and \( R \) will be discussed in the next section.

The feature extraction process includes the following steps. The first step is pre-processing, such as normalization and histogram equalization. Second, we divide the image into several sub-blocks, and the feature histogram is extracted from each sub-block. Then, all the local histograms are concatenated into a feature vector. The more the block number is, the higher the computational complexity is. Therefore, a suitable block number should be selected. And this issue is explored future in the next section. Fig. 4 shows the process of feature extraction.

\[
p_i' = \frac{X_i}{N} \tag{8}
\]

D. Occlusion detection

The system uses the idea of decision level fusion to improve performance. On the phase of decision fusion, the weighted voting strategy is used to fuse the result for all levels to get target detection output. First, we determine whether it is the concealed face by skin color ratio in the skin color method, and whether it is the concealed face based on LBP. Then we assign different weight according to the contribution of various assessment methods. Using (9), we calculate the weighted vote result.

\[
W_i = p_i w_1 + p_i' w_2 \tag{9}
\]

where \( W_i \) is the weighted results, \( i = \{1,2,3\} \), \( W_i \) denote the weighted result in three classes: concealed, partially concealed, visible, respectively. \( p_i \) and \( p_i' \) can be obtained by using equation (5) and (8). \( w_1 \) and \( w_2 \) are the weights of \( i \)-th method, respectively, and they are measured by

\[
w_x = \frac{n_x}{\sum_{x=1}^{n_x} n_x} \tag{10}
\]

where \( k \) is the number of methods. Because the system has two methods, namely, \( k=2 \). \( n_x \) is the recognition rate based on various assessments on test video set, \( x = \{1,2\} \). The idea of weight distribution comes from [22]. Eventually, the largest \( W_i \) will be chosen to determine the concealed face classification.

IV. EXPERIMENTS

To evaluate the system performance, experiment inputs are taken on a dataset with 138 video samples, which are collected from indoor or outdoor surveillance cameras. The video set includes three classes: concealed, partially concealed, visible. We chose 60 video samples as the training set, and the rest is used as test set. The video sequence has a resolution of 720×576 at 15 frames per second. The face covers by some objects such as hat, mask, sunglasses, book, etc. The sample set contains the different times of the day. The experiment is carried out with an Intel(R) Core(TM) i5-3230M CPU @2.6GHz and NVIDIA GeForce 710M. Fig. 5 illustrates some examples of face occlusion in surveillance cameras.
A. Head detection

In order to evaluate the head detection accuracy and acceleration effect based on GPU implementation, experiments are taken. In experiments, head samples are collected from surveillance cameras, and then the head detector is trained on manually annotated data. The data set has approximately 5,000 head images as positive training samples and randomly chosen windows that do not contain any head area as negative training samples from surveillance videos. The size will vary depending on the distance between the people and camera, and is normalized to 64×64 pixels.

The algorithm is tested on video samples with different resolutions. Table I shows the processing time with the GPU and CPU implementations. It can be concluded that GPU implementation speeds up more than 5 times for the processing time over CPU implementation. And the GPU implementation shows more significant effect of acceleration for higher resolution images. On the other hand, to evaluate the accuracy of head detection, we carried out experiments on several video clips. The experimental results are summarized in Table II. Hit rate can be calculated as the number of detected heads divided by total number of heads, while the false alarm rate is the number of false heads divided by total number of heads [23]. The results show that our approach has high detection rate and can reduce the false alarm rate effectively.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>CPU Time(ms)</th>
<th>GPU Time(ms)</th>
<th>Overall Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>320*240</td>
<td>126.10</td>
<td>24.63</td>
<td>5.12</td>
</tr>
<tr>
<td>720*576</td>
<td>653.59</td>
<td>97.08</td>
<td>6.73</td>
</tr>
<tr>
<td>1280*1024</td>
<td>2083.33</td>
<td>299.40</td>
<td>6.94</td>
</tr>
</tbody>
</table>

B. Threshold determination in skin color ratio

The skin ratio threshold is an important factor that directly affects the accuracy of face occlusion detection. In order to achieve higher results, the optimal threshold should be determined. In our experiment, we use training video set to decide the optimal threshold. The result is illustrated in Fig 6. As seen in the Fig 6(a), it shows that along with the increase in skin color ratio, the recognition rate of visible face is declining gradually, and partially concealed face is increasing at the same time. There is a peak value of average recognition rate at 0.34. On the other hand, a conclusion can be drawn from Fig. 6(b), which is similar to the above conclusion, and the peak point appears at 0.10. Then, let $\tau_1$ and $\tau_2$ denote two thresholds respectively, that is, the ratio thresholds are set to be $\tau_1 = 0.34$ and $\tau_2 = 0.10$.

If the ratio is more than $\tau_1$, this case is called visible. If the ratio is less than $\tau_2$, it’s called concealed. In addition to this, all other cases belong to partially concealed. Finally, we have tested its performance on the test video set. The average accuracy can reach to 87%.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Total frames</th>
<th>Total number of heads</th>
<th>Number of detected heads</th>
<th>Number of false heads</th>
<th>Hit rate(HR)</th>
<th>False alarm rate(FAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1462</td>
<td>1512</td>
<td>1373</td>
<td>16</td>
<td>90.8%</td>
<td>1.0%</td>
</tr>
</tbody>
</table>

C. Parameter determination for LBP

In order to analyzing the influences of some parameters, a series of experiments is carried out. In our experiment, we manually crop concealed & unconcealed face images from the training video set. All these concealed faces are normalized to 90×90 pixels. Then multi-class SVM is trained to detect the concealed face. In testing phase, we use the trained classifier to detect whether the face is concealed or not in every frame.
Taking into account the feature dimension, we choose uniform patterns of LBP operator. We adopt cross validation to determine some parameters. Let $N \times N$ and $R$ denote the number of blocks and sample radius. In the experiment, the parameters are set to $N=\{1,2,3,5,6,9\}, R=\{1,2\}$. Fig. 7 gives the comparison with the recognition rate of different parameters. From this figure, it indicated that the recognition rate increased with the incensement of block number. But the feature dimension has doubled and redoubled when the number of blocks increased. Therefore, we select $N=5$, $R=1$ as the best choice, which can both maintain a relatively high precision and lower dimension. The trained classifier can be used to classify the unknown face samples. Similarly, we have tested it on test video set. The average accuracy can reach to 70%.

**D. Fusion strategy**

For the purpose of comparing these two methods, the fusion experiment is carried out. In the fusion strategy, the average accuracy is above 95% by combining the above two methods in the test video set. Fig. 8 summarizes the confusion matrix. As can be seen from the chart below, our fusion strategy can improve the recognition rate obviously. In SCR approach, the concealed face was often classified as partially concealed face, primarily because of the individual difference of human beings, such as short and thin hair, which largely affects the skin color ratio. In LBP method, the partially concealed face has the poor accuracy of recognition, and this is due to the diversity of partially concealed face. Therefore, the fusion strategy verifies its effectiveness.

**V. CONCLUSIONS**

This paper proposed a novel scheme to detect concealed face for intelligent video surveillance systems. It combines texture feature & skin color feature to detect concealed face. To ensure the accuracy, we have studied a multi-frame detection algorithm. There are two parts in this method. First, we introduced and analyzed the code-book foreground segmentation model, and the head region is located by using HOG with GPU implementation. Then the decision fusion is used to validate concealed face by combining LBP and skin color. In the future work, we are planning to improve overall system performance through robust method for feature extraction, and solve head pose estimation problem.
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Abstract—The paper presents a method of splitting patent drawings into subimages. For the image-based patent retrieval and automatic document understanding it is required to use the individual subimages that are referenced in the text of a patent document. Our method utilizes the fact that subimages have their individual captions inscribed into the compound image. To find the approximate positions of subimages, first the specific captions are localized. Then subimages are found using the empirical rules concerning the relative positions of connected components to the subimage captions. These rules are based on the common sense observation that distances between connected components belonging to the same subimage are smaller than distances between connected components belonging to various subimages and that captions are located close to the corresponding subimages.

Alternatively, the image segmentation can be defined as a specific optimization problem, that is aimed on maximizing the gaps between hypothetical subimages while preserving their relations to corresponding captions. The proposed segmentation method can be treated as the approximate solution of this problem.

I. INTRODUCTION

Before inventors prepare a patent application they should spend some hours doing a good search for patents that are related to their idea. Usually, searching for patents, they prepare phrases that in the best way describe the core concept. However, the list of results often contains hundreds or even thousands of patents depending on the popularity of the term or phrase selected. It also happens that one thing is described with different names and labels. Therefore, the results obtained are not always relevant.

Many specific tools exist that support patent databases searching ([4]), but in most cases they are mainly based on textual analysis. It is worth noticing however, that patent drawing is almost always required to illustrate the invention. Frequently, patents include numerous drawings showing a variety of views. Therefore, it seems that patent search results would be much more relevant, and it would be much easier to access the patent if a query considered illustrations included in patent documents. This observation leads the concept of content-based patent image search ([12], [13]). When applying content-based search paradigm, patent searchers are browsing thousands of patents looking only on images contained in drawings section. This task can be accelerated by using patent image search engines, which can retrieve images, based on their visual content. The importance of images in patent search can be further emphasized by the fact that images are both language independent and independent of the scientific terminology that may evolve over the years. They are also important in attempts to understand a patent.

Usually, a patent includes several figures or drawings showing how an invention looks. Drawings in patents can contain reference numerals that are used in the detailed description to identify parts of the drawings and to draw reader’s attention, but they introduce difficulties in the case of image segmentation.

It happens that the invention is compound, and the patent document shows drawings of one or more parts. The drawings in patents are specific and differ much from other illustration in other types of documents.

A variety of styles can be encountered in patent images, e.g., surface shading, plots, pattern area fills, broken lines and varying line thickness. However, in most cases, patents include some views prepared as black-and-white line art. The drawings can be made using different techniques. Sometimes, CAD tools are used, but there are also numerous old patents with drawings prepared manually with ink. In many cases, component subimages are not separated by distinct wide areas of background, so naive approach based merely on the segmentation by wide background bands fails. The example of a compound patent image consisting of many subimages is presented in Fig.1.

Thus, to develop an image content-based patent search engine, it is necessary to employ techniques to identify the number and the position of the figures on the page to isolate them. To this end, an efficient segmentation of the page in its figures is required. Its accuracy will determine to a large degree the performance of image patent search process. Our research is focused on drawings segmentation from patent documents.

All these mentioned above features cause that images and subimages segmentation in patents is a challenging task and methods developed in other areas, e.g., for segmentation of color or gray shade images included in journals are not appropriate in the application are being considered here.

The paper is organized as follows. Section II contains a short review of other works related to compound image segmentation into parts. In the next two sections, the segmentation...
problem is defined, first intuitively and then more formally. Sections V-A and V-B describe two possible algorithms of segmentation that we tested. In Section VI the specific method that can be applied to simple grid-layout images segmentation is presented. The method of caption detection used here, based on text extraction with OCR support is shortly described in Section VII. The method of automatic evaluation of human-defined and automatic segmentation consistency is explained in Section VIII. Experimental results obtained with proposed segmentation methods on a patent images benchmark database are presented in Section IX. Finally, some conclusions and suggestions for further works are formulated in Section X.

II. RELATED WORK

The idea of searching documents on the basis of figures included in documents is not new. For instance, Lu et al. in [7] proposes to utilize the content of figures in searching scientific literature in digital libraries. The work described in this paper is only focused on the categorization of figures included in scientific documents. Authors developed a machine learning based method for document image categorization. A figure is categorized as a photograph or a non-photograph. A non-photograph is then further classified as plot, diagram, or another graph. The aim of a method presented in [6] is similar - image classification using machine learning methods. The authors also propose numerical data extraction from pictures.

Although the idea of figure content based document retrieval exists since many years, there are still many challenging tasks to implement. The problems attract the attention of researchers. It is important to detect figures in documents and separate them from a text. The exemplary approaches can be found in [9], [3], [1], [10]. Some of the figures are composed of subfigures. Their separation is also a challenge [2]. The next problem is a classification of figures to the defined groups. Research devoted to image content understanding is a rapidly developing area.

Considering the area of our research in this short survey, we have particularly focused on image and subimage extraction (segmentation). The paper [2] presents a technique of compound image separation. It is based on systematic detection and analysis of uniform space gaps. The method assumes the separation of subimages by thin horizontal or vertical uniform space that separate compound figures from a major part of compound figure images.

The paper [5] describes a solution to the similar problem but located in biomedical literature. Articles in this area are often composed of multiple subfigures and may illustrate diverse methodologies or results. This solution is similar to our approach in that it also is based on capture recognition. Their method first analyzes figure captions to identify the label style used to mark panels, then determines the panel layout, and finally, each figure partition into panels is performed. To identify the number of panels, authors developed three stage procedure. First, a simple lexical analysis is made to determine the potential panel labels in the captions. Then, the list of potential panel labels is analyzed in order to identify and remove false positive ones. Finally, the segmentation of captions according to the set of identified panels is carried out. In the next step, the image processing is executed. First, the optimum threshold value for segmenting the figure is computed. The text embedded in images is also detected in order to find panel labels. Next, the number of panels in the figure is determined. Then panels are partitioned it into a set of panel-subcaption pairs, on the basis of the set of subcaptions, panel labels, and connected components. To partition the figure, they first create a node for each recovered panel label and then create an edge connecting each node to its closest horizontal and vertical neighbors. It means that the method assumes the specific horizontal or vertical relative position of subimages.

Another method of figure classification and subimage extraction is that described in [14]. It also refers to the biomedical area. The method of subimage extraction retrieves subimages using reconstruction from Hough peaks.

Comparing to the presented methods, in the case of patent documents, subdrawings rarely have easy to detect vertical or horizontal separating spaces. Therefore it is a much challenging task.

III. PROBLEM FORMULATION

Let us consider a binary black and white image. Black pixels are assumed to represent drawn lines, captions and inscribed text (foreground), while white pixels constitute background. The image consists of subimages, where each subimage is associated with its individual text caption. We assume that
captions can be reliably detected in earlier stages of the image segmentation procedure. The applied method of caption detection is described shortly in section VII. So, at the current stage, we know the number of subimages, which is equal to the number of detected captions. If no caption is detected, then it can be assumed that the whole image constitutes the single component, unless there are sufficiently wide background areas separating clouds of foreground pixels. In the later case, one of segmentation methods based merely on separation by background (described in the previous section) can be applied. We will not deal with such cases in this paper.

We are considering here only such images where the set of detected captions is not empty. Our aim is to subdivide the set of all foreground pixels into disjoint subsets constituting subimages associated with captions in such a way, that it corresponds to the image author intent and to the intuition of a human observing and interpreting the image.

Unfortunately, in practice, there are no strict rules followed when drawing compound images, so depending on the degree of the image complexity, shape of components and the logical (semantic) relation between them, the subimages may be arranged on the image plane quite freely. For this reason, it is hardly possible to define the formal segmentation principle, so that it always corresponds to the intent of the image creator. Nevertheless, usually, some basic principles are applied when arranging the layout of the compound image. The intuitive rules typically used are as follows:

- subimages are separated by relatively wide areas of background,
- in most cases, subimages are not connected by foreground elements; if it is not the case, only few simple lines connect subimages (the example can be a single line connection between subimages captioned "Fig. 2a" and "Fig. 2b" or "Fig. 5a" and "Fig. 5b" in the drawing in Fig. 1, and a subimage contains at least one “dominant” element consisting of foreground pixels which size is comparable or greater than the size of the caption,
- captions are close to elements of the subimage associated with them,
- in certain cases, the subimages are regularly arranged in a grid-like manner, where subimages are clearly separated by horizontal and vertical bands of foreground pixels, which often include subimage captions (an example of such layout is presented in Fig. 2).

Images complying the latter principle can be segmented very easily and also such a regular layout is easily distinguishable. The method proposed here first tries to detect whether or not the image being analyzed is a case of a regular layout. Regular images are segmented with a specific (easy) method and excluded from further considerations. For other images, we apply the segmentation procedures based on remaining intuitive rules.

In the approach described in this paper, we follow these informal rules to build the clustering method, which groups foreground elements of the image into subsets associated with individual captions. The method of image segmentation described here: clusters connected components of foreground pixels into sets representing captioned subimages. It means that, in most cases, each subimage consists of entirely connected components. The only exception from this rule is where there exists a substantial evidence that some subimages share commonly connected components. In such situation, some connected components are split. We will start with defining the notion of connected components more formally, and then some proposals of connected components clustering will be described.

IV. FINDING SUBIMAGES BY CONNECTED COMPONENTS CLUSTERING

Let us define the connected component (CC) of the image as the set of foreground pixels that are linked by other foreground pixels belonging to the same CC. A pixel \( p \) will be here represented by the pair of its coordinates:

\[ p = (x_i, y_i), x_i \in \{0, ..., x_{\text{res}}-1\}, y_i \in \{0, ..., y_{\text{res}}-1\} \]

(1)

where \( x_{\text{res}}, y_{\text{res}} \) denote the image horizontal and vertical resolution. Let \( \mathcal{F} \) denotes here the set of all foreground pixels in the image being segmented. We divide the set \( \mathcal{F} \) into the set of disjoint CCs:

\[ C = \{c_1, ..., c_M\}, c_i \subseteq \mathcal{F}, c_i \cap c_j = \emptyset, \bigcup_{i=1}^{M} c_i = \mathcal{F}. \]

(2)

The connected component \( c \) is the set of pixels such that if two pixels \( p_a, p_b \in c \) then there exists the sequence of pixels \((p_a = p_1, p_2, ..., p_h = p_b)\), all of them belonging to \( c \) that

![Fig. 2. Example of the regular grid-like layout of subimages](image-url)
for each pair of pixels \( p_i, p_{i+1}, i = 1, \ldots, k - 1 \), pixels \( p_i \) and \( p_{i+1} \) are direct neighbors. We consider two pixels to be direct neighbors if they are \( 8 \)-connected, i.e. they have common edge or corner. A CC is maximal if no more foreground pixels can be attached to it. Further on, we will be considering maximal CCs only. We define the distance \( d(c_i, c_j) \) between two CCs \( c_i \) and \( c_j \) as:

\[
d(c_i, c_j) = \min_{p_i \in c_i, p_k \in c_j} (e(p_i, p_k)),
\]

where \( e(p_i, p_k) \) denotes Euclidean distance between pixels in 2D. Similarly, we can define the distance between two sets (clusters) \( s_i, s_j \) of CCs:

\[
d(s_i, s_j) = \min_{c_i \in s_i, c_k \in s_j} (d(c_i, c_k)).
\]

Our aim is to split the whole binary image into a set of subimages \( S_A \), where each subimage \( s_i \in S_A \) is the set of CCs (we will call it cluster), \( s_i \subseteq C \). We also assume that clusters are disjoint and they all sum up to the whole image, i.e. each foreground pixel from \( F \) belongs to exactly one cluster (or in other words - subimage). The partitioning of the image into clusters should be as close as possible to the intent of the image creator. Initially, we make the assumption that each CC belongs entirely to a single subimage, which may be not true in some cases (as shown in Fig.1). We will deal with such cases later and will propose a method of connected component splitting. By taking into account the set of intuitive rules given in the previous subsection we assume that: a) subimages consist of graphical elements (corresponding to CCs) that are located close to each other within the single subimage and b) disjoint subimages are separated with relatively large bands of background (white) pixels. Additionally, we assume that each subimage is associated with its individual caption. We assume that captions are reliably detected in earlier stages of the image segmentation procedure. So, at the current stage we know the number of subimages, which is equal to the number of detected captions. It seems also reasonable to make assumption, that caption areas are located close to the corresponding subimage. The problem is therefore how to split connected components set into disjoint subsets such that the obtained partitioning corresponds to subimages, as a human perceives it.

Formally, the presented intuitive assumptions correspond to finding such clustering of connected components, where the number of clusters is fixed (and is equal to the number of detected captions \( k \)) and the minimal distance between clusters of CCs is maximized. The graphical elements constituting captions (characters and their graphical elements) are being considered here as ordinary foreground image elements. We assume that each caption (as a graphical element) is entirely included in a single cluster and each cluster includes exactly one caption. The elements of a caption are being considered as a single indivisible CC (even though actually a caption consists of many "true" CCs). Let \( \Gamma \) denotes the set of all possible partitionings of the set \( C \) into \( k \) clusters \( \{s_1, s_2, \ldots, s_k\}, s_i \subseteq C \), which satisfy the above restriction. By \( s \) we denote here the cluster of CCs. We need to find such "optimal" clustering \( \gamma^* \in \Gamma \) that:

\[
\gamma^* = \arg \max_{\gamma \in \Gamma} \left( \min_{s_i, s_j \in \gamma} d(s_i, s_j) \right),
\]

where \( d(s_i, s_j) \) is the distance between clusters defined in equation 4. Because the number of possible partitioning in \( \Gamma \) is very big if the number of CCs is high (equal to the Stirling number of the second kind that determines the number of possible partitioning of \( n \)-element set into \( k \) nonempty subsets) the problem is computationally hard and a suboptimal solution must be applied.

A. Connected component splitting

In certain subimages, the single large CC may span many subimages as shown in Fig. 1, where subimages 2 and 2a or 5 and 5a share a common CC. Any method based on complete CCs clustering cannot retrieve the correct segmentation in cases like this. The selected CCs need to be split into smaller ones, so that the principle of composing subimages from complete CCs can be still used. The method applied there consist of: first, carrying out the segmentation procedure using the original CCs set, detecting CCs that possibly need to be split, splitting them into smaller CCs and executing the clustering procedure again. In the second clustering, the new set of CCs is used, where original large ones are replaced by their parts.

1) Detection of CCs that need to be split: The CCs that are "suspect" of spanning between adjacent subimages are detected by examining the position of sufficiently large CCs, with relation to the nearest captions. The detection is performed after initial clustering with original CCs. In this way we can consider only these captions that are close enough to obtained clusters. If two captions are close to a large CC then, instead of having only one cluster containing this large CC, we should split the large CC and allocate its parts to two smaller clusters labeled by captions close to "suspect" large CC. CC splitting seems especially adequate if two candidate captions are closer to this CC than to other clusters.

Let \( l(C) \) denotes the caption \( l \) assigned to the cluster \( C \). By \( L_C \) we denote the set of captions being candidates for captions assigned to subimages obtained by possible split of the cluster \( C \) into smaller ones. The set \( L_C \) consists of: a) the caption \( l(C) \) assigned to \( C \) by the primary clustering carried out using the original CCs found in the image and b) other captions, which distance to \( C \) is comparable to the distance between \( C \) and \( l(C) \). Only these captions are included in \( L_C \) which are not "strongly bound" to other clusters. We assume here that \( l(C') \) is strongly bound to \( C' \) if its distance to \( C' \) is much lower than the distance of any other caption to \( C' \). The threshold of distances used for classifying the caption as "strongly bound" can be determined experimentally using the set of validation images.

The captions collected in \( L_C \) are then used to detect sufficiently large CCs \( c \in C \) that possibly span many actual subimages. For simplicity, let us consider the pair of captions...
They define the line containing the centroids of captions \( q(l_1), q(l_2) \) and the line segment with end points at \( q(l_1) \) and \( q(l_2) \). Each CC \( c \in C \) can be projected onto the line \( q(l_1), q(l_2) \). Because, by definition, each CC is compact then its projection onto the line also constitutes the compact line segment \( u_c(l_1, l_2) \). We consider the CC \( c \in C \) to be a candidate for split if \( u_c(l_1, l_2) \) covers the center of the line segment \( q_c = (q(l_1), q(l_2)) \) and it is sufficiently long. In our experiment we assumed the minimal length of \( u_c(l_1, l_2) \) to be at least 0.75 * \( ||q(l_1) - q(l_2)|| \). In this way, for a pair of captions \( l_1, l_2 \) then they can be ordered into the sequence \( l_1, l_2, \ldots, l_m \) so that the path \( (q(l_1), q(l_2), \ldots, q(l_m)) \) is the shortest. Hence we obtain pairs of captions that are close each to another and possibly are assigned to adjacent subimages. Then for each pair of captions \( (l_i, l_{i+1}), i = 1, \ldots, m - 1 \) adjacent in the ordered sequence, the described above procedure is carried out resulting is some CCs as candidates for splitting. The idea of finding CCs for splitting is presented in Fig. 3.

2) Finding CC split point: The next element of the proposed procedure is finding the split point for a CC that has been selected as a candidate for split with respect to two captions \( l_1 \) and \( l_2 \). We want to split it into two parts which are close to captions \( l_1, l_2 \) and so that the minimal number of connections between resultant components exists. The later assumption follows from the observation that in cases where the large CC needs to be split, it consists of fragments connected by a few lines, most often - by just a single one. We applied the method where the boundary between components of a CC is the straight line which satisfies the following conditions:

- it is perpendicular to the line defined by \( (q(l_1), q(l_2)) \),
- it crosses the extended line segment \( u_c = (q(l_1) - \epsilon, q(l_2) + \epsilon) \), where \( \epsilon = (q(l_2) - q(l_1))/4 \),
- it minimizes the number of split lines of the skeletonized image of the CC being considered: if there is more than one position of the split line where this minimum is reached then the position closest to the center of the line segment \( (q(l_1), q(l_2)) \) is selected.

If the described above CC splitting procedure creates at least one subdivided CC then clustering is being carried out again using the set of modified CCs.

V. IMAGE SEGMENTATION BY CONNECTED COMPONENTS CLUSTERING

We propose two methods to find suboptimal solution of the problem defined in eq. 5. The first one is based on human intuition that binds subimage elements to the close captions and initially focuses attention on big graphical elements. The second method is typical k-means algorithm application to the set of CCs. The only introduced constraint is that the components corresponding to captions cannot be assigned to the same cluster.

A. CCs clustering by human perception imitation

In this method we follow the human way of reasoning when dividing the image into subimages. Later on, we will call it intuitive segmentation. Although precise way of human reasoning is unknown, it seems that when splitting an image into subimages, humans proceed as follows. Initially, we seek for big graphical components that are located close to captions. They become cores of further activities. If a smaller element is completely surrounded by closed shapes of big components already associated with a caption, a human tends to assign it to the same caption. All remaining smaller elements are assigned to these already constituted subimages to which the distance is smallest. The detailed procedure that can be applied is defined as Algorithm 1.

B. CCs clustering by k-means

k-means algorithm is a widely known and successfully applied method of clustering, so we will not describe it here in details. Its primary description can be found in [8]. In order to apply it to our problem, we need to specify how the initial clustering is obtained and how centers of clusters are determined. Initial clustering is obtained creating \( k \) clusters that initially contain CCs representing captions. Remaining CCs are assigned to initial clusters so that the including cluster corresponds to the caption closest to a CC. We mean here the distance computed as in equation 3 where in place of \( c_j \) the single pixel is used that is the center of the caption bounding box. The core of k-means algorithm is the computation of cluster means and computing the distance of elements being clustered to cluster means. Here we are clustering CCs (not individual foreground pixels). Therefore two methods of cluster center positions computing can be proposed:

- a cluster center is the centroid of all equally weighted foreground pixels belonging to CCs in the cluster,
- a cluster center is the weighted mean of bounding box centers that enclose CCs belonging to the cluster, the component weights can be based on the size (maximal length along \( x \) and \( y \), or the bounding box area) or on the number of pixels belonging to a CC.

Both variants were evaluated experimentally and the better one is finally recommended. Details are presented in Sec.IX.
Algorithm 1 "Intuitive" CC clustering

Require: $C$ - set of all connected components; $L$ - set of captions; ($L \subseteq C$)

2: sort CCs by size in decreased order;
create the family $G$ of initially empty sets of CCs assigned to captions;
4: while empty sets in $G$ exist and there exist unassigned CCs do
get the first biggest CC that is not assigned to any caption;
6: assign it to the set in $G$ corresponding to the closest caption;
end while
8: if there exist empty sets in $G$ then
for all captions with no CCs assigned do
find CC $c$ closest to unassigned caption which is not the only element of the family in $G$ that contains it;
remove $c$ from the set in $G$ that currently contains it;
assign $c$ to the current caption;
end for
end if
16: /* Now we have big CCs assigned to captions */
18: make initial clusters of CCs assigned to labels so far;
while not all CCs are assigned to clusters do
get the next unassigned CC;
find the cluster closest to it;
assign CC to the closest cluster;
end while
24: return $(G)$ - the family of CC sets assigned to individual labels

In order to preserve the restriction that each cluster contains exactly one CC representing a caption, the typical k-means algorithm must be modified. In the initial partitioning, this restriction is obviously satisfied, provided that it is established according to the recipe described above. In the k-means algorithm phase, where cluster centroids are computed, all CCs assigned to a cluster in the previous iteration are taken into account. However, when the new clusters are being build in the next iteration only CCs not being elements of captions are a subject to be moved to the cluster with nearest centroid. In this way, new clusters are constituted, which do not contain CCs representing clusters. The caption CCs are then uniquely assigned to these clusters. The assignment is achieved by considering created clusters in decreasing order of its size (biggest first) and assigning such already unassigned cluster to the current cluster for which the distance to a cluster is minimal. Finally, centroids of new clusters that include captions are computed and the next k-means iteration starts.

The modified algorithm is presented in Algorithm 2. In the algorithm the following symbols are used: $d(\alpha, \beta)$ is the distance between elements $\alpha$ and $\beta$, $L$ is the set of CCs that are graphical elements constituting captions (each caption is treated as a single CC), $X(g)$ is the centroid of the cluster $g$. Let $G$ and $G'$ denote two families of CC sets, such that in both $G$ and $G'$, each caption $l \in L$ belongs exactly to a single set in $G$ and $G'$, $I(g|G, G')$, $g \in G$ denotes the element from $G'$ that contains the same caption $l \in L$ as $g$.

Algorithm 2 "CC clustering with modified k-means"

Require: $C$ - set of all connected components; $L$ - set of captions; ($L \subseteq C$)

2: $G \leftarrow$ the family $k$ initial clusters containing individual captions from $L$;
compute the centroid position for each cluster in $G$;
4: assign all CCs in $(C \setminus L)$ to clusters in $G$ using minimal distance to the centroid as a criterion;
$G' \leftarrow G$;
6: repeat
$G \leftarrow G'$;
8: compute the centroid position for complete clusters in $G$;
$G' \leftarrow \{g_i : i = 1, \ldots, k; g_i = \emptyset\}$;
10: for all $c \in C \setminus L$ do
$g^* \leftarrow \argmin(d(X(g), c))$;
12: $I(g^*|G, G') \leftarrow I(g^*|G, G') \cup \{c\}$;
end for
14: /* Now we have all non-caption components initially clustered */
16: sort clusters in $G'$ in descending order of their sizes;
18: $L' = L$;
for all $g \in G$ in decreasing order of size do
20: $l^* \leftarrow \argmin(d(g, l))$;
22: $L' \leftarrow L' \setminus \{l^*\}$;
end for
24: until $G'$ does not change in clustering
return $(G')$ - the family of CC sets assigned to individual labels

VI. SEGMENTATION OF GRID-LIKE COMPOSED IMAGES

In certain cases subimages are located in a compound image, so that they create grid-like layout as presented in Fig. 2. Correct segmentation is quite easy in such cases and it can be carried out using a simplified method. Sometimes, general methods described in preceding sections fail in grid-like layouts, so it seems reasonable to apply specific method to this class of images which very often leads to the segmentation consistent with an image creator intent.

By grid-layout of subimages we mean here such a placement of subimages where
• captions can be enclosed by narrow horizontal bands spanning from left to right edge of the image, which do not contain significant elements of subimages and all CCs located in caption strips can be separated by the path consisting only of background pixels that connects left and right edge of the image;
• the subimages are consistently located either under or above their captions - it means that there are no significant CCs either below the lowest caption band or above the highest caption band. In result, horizontal areas between caption bands can be uniquely assigned to their caption bands;
• if there are more than one captions in a caption band then all CCs in the corresponding image band can be separated into as many clusters as the number of captions in the caption band. The separation areas are vertical areas consisting only of background pixels.

The above conditions can be easily tested programmatically. The testing procedure immediately provides the segmentation of the image, which appears to be very reliable. In our approach, each image being segmented is subject to grid layout test before other segmentation methods are tried. If the test passes then final segmentation is a byproduct of the grid layout testing procedure. If the grid layout test fails then the image is passed to general segmentation procedure based on concepts presented in preceding sections.

VII. CAPTION LOCALIZATION

Text extraction methods are used in order to find subimage captions. In this work we used the method described in [11]. The procedure consists of two phases. In the first phase, some rectangular areas are detected which are likely to contain (any) text inscribed to the image. In the second phase, areas recognized as containing text are tested for occurrence of specific text patterns being the actual captions.

1) Detection of text areas in the image: The first phase consists in turn of three stages. In the first stage, the procedure finds candidate areas that possibly contain texts, by grouping small CCs into rectangular areas of shapes and sizes typical for areas including individual words of text inscribed into the image. In the next stage, candidate areas are passed through the classification procedure which classifies them as "text" or "non-text" using the set of features related to distribution of foreground pixels and line segments within the candidate area. Areas recognized as "text" are passed to OCR module running in no-dictionary mode. Finally, only such candidate areas are considered to be text areas, for which the results of OCR recognition satisfy an empirical criterion related to the ratio of untypical characters occurrence in the recognized textual string.

Initially, connected components (CCs) that possibly enclose individual characters or their sequences are found. The series of criteria were experimentally elaborated that must be satisfied in order to reject CCs that are not likely to contain text characters. All used criteria are discussed in [11]. One of the most important criteria appeared to be the ratio $f_{i}^{(hv)} = h_i / v_i$ of the height of the shape contained in CC $h_i$ to the average line width $v_i$ in the $i$-th CC. If the ratio value is out of the interval covering the range typical for text areas in images, the test fails and the area is not further considered as a candidate area. The acceptance interval is determined by considering text areas appearing in the validation set of patent images, for which "true" text areas were manually annotated. By analyzing the set of manually confirmed text areas in the validation set, the histogram of $f_{i}^{(hv)}$ has been created. As the acceptable range of $f_{i}^{(hv)}$ we assumed the interval covering 98% of values encountered in the validation set, leaving aside 1% of very small and 1% of very high text areas as outliers. Other parameters of criteria used in candidate text areas selection were established in the similar way.

The candidate areas that passed two first stages of text extraction are finally subject to OCR that runs in no-dictionary mode. The result of OCR recognition is first used as the data for the last stage of text area detection. It has been observed that in the case of "false" candidates that contain no text, the string created by OCR includes many punctuation characters (like . , ; : -). The final criterion of a candidate area acceptance as the text area (no necessarily the area of caption) is the ratio of punctuation characters occurrence in the whole recognized string. Details are described in [11].

2) Selection of text areas containing caption patterns: If the OCR module were absolutely accurate then caption detection would be a trivial problem. It would be possible to simply compare the OCR results to one of predefined text strings that can be a caption. However, in patent images, inscribed textual elements are hard to recognize. In most cases, the main reason is that images are hand-drawn, so is the included text. While OCR works well with machine printed text, its performance seriously deteriorates when it is presented with handwriting or hand-printed text. Therefore, it seems reasonable to consider as captions not only areas where OCR produced exact caption patterns, but also to accept such ones, where the recognized sequence is in some sense similar to one of acceptable caption patterns.

The idea of recognizing the text area as a caption is based on finding in the sequence recognized by the OCR module, the subsequence that is similar to one of caption patterns: "FIG" "fig" "Fig". The visual similarity of characters in the recognized subsequence to the corresponding characters in these patters is taken into account. It may happen that the recognized sequence is a correct word containing the pattern as a subsequence (e.g. "conFIGuration", "FIGhter"). In order to exclude such texts from considerations, first the result of recognition is compared with the list of correct words containing the pattern as a subsequence. Only words longer that 4 characters are used. If the length of the sequence recognized by OCR module is longer than 4 characters, then the minimal edit distance to words in the dictionary is found with Levenshtein algorithm. If the edit distance is less than one fourth of the number of characters in the closest word, then the label is rejected as rather being the part of ordinary
If the OCR recognition result was not rejected by the
dictionary test then the similarity to caption patterns is computed.
The procedure finds a three-character substring in the
recognized sequence that is most similar to patterns. When computing the similarity, we multiply similarity factors for
the individual characters in a pattern. The similarity measures
should be specific to properties of used OCR module and used fonts. The similarity factors can be computed as a relative frequency of errors consisting in replacing the actual character \(c_a\) by another erroneous character \(c_r\): \(n(c_r|c_a)/n(c_a)\). \(n(c_r|c_a)\)
is the count of errors consisting in replacing \(c_a\) by \(c_r\) and
\(n(c_a)\) is the number of \(c_a\) occurrences. In our experiments we
however used similarity factors based on visual intuitive similarity of various character shapes. We assumed that nonzero similarities are given only to the following sets of characters recognized by OCR:

- for \(F\) : \(F E F P\)
- for \(G\) : \(G C 6 c\)
- for \(f\) : \(f t\)
- for \(i\) : \(i j 1 l\)
- for \(g\) : \(g 9\)

For remaining characters we assume that the similarity is equal
0.0.

Let us consider the character sequence \((c_1, c_2, ..., c_m)\) returned by OCR module running in no-dictionary mode. For each subsequence consisting of three consecutive characters \(s^{(3)}(j) = (c_j, c_{j+1}, c_{j+2})\), the similarity to the three-characters pattern sequence \(f\) is defined as:

\[
\Delta(s, f) = \prod_{i=1}^{3} \delta(s_i, f_i),
\]

where \(s_i, f_i\) is the \(i\)-th character in the sequence, \(\delta(a, b)\) is the similarity between characters \(a\) and \(b\). Here we assume that \(0.0 \leq \delta(a, b) \leq 1.0\) and \(\delta(a, a) > \delta(a, b)\) for all \(a, b; a \neq b\).

The final likelihood that the sequence \(s\) represents a caption is computed as:

\[
Q(s) = \max_{j=1, ..., m-2} \max_{f \in \Phi} (\Delta(s^{(3)}(j), f)),
\]

where \(\Phi = \{"fig", "fig\}^c\}\) is the set of caption patterns. In order to make the final decision whether or not the text area passed to OCR is the caption, the computed similarity is compared to a threshold. The lower is the threshold value, the more actual captions are recognized but also the likelihood to accept "false" captions increases. On the other hand - the higher it is, the higher is the likelihood that an actual caption will be omitted. The threshold value is determined as a metaparameter. The threshold should be set depending on he losses following form two types of caption recognition errors (i.e. rejection of true caption and false acceptance of non-caption text as a caption). The threshold value was fixed using the validation set in images containing captions and non-caption texts. Details are described in Section IX.

**VIII. Automatic Segmentation Evaluation**

In order to evaluate the accuracy of the automatic segmentation, the results obtained automatically need to be compared with "ground truth". By ground truth we mean here the results of manual segmentation of images in the test set, done by humans. We assume that each manually defined segment has at most one automatically created counterpart that most closely matches it. Each automatic segment can be then used at most once as a counterpart of a certain manual segment. Some automatic segments may remain unassigned to any manual segment, as well as some manual segments may have no corresponding automatic segments. More formally, let us denote the set of manual and automatic segments by \(S_M\) and \(S_A\). At the first stage, we define the function \(f(s) : S_M \rightarrow S_A + \{\phi\}\), where \(\phi\) denotes here "no automatic segment matches the segment \(s\)". The function \(f(s)\) can be constructed in such way that maximizes the matching measure between elements of \(S_M\) and \(S_A\). In the case of small number of elements in these sets, the exhaustive search that tries all possible mappings can be applied. In other cases, suboptimal procedures of \(f(s)\) construction must be applied.

Having \(f\) function defined, we can evaluate the matching between manual and automatic segmentation by evaluating the matching defined by \(f(s)\) for each segment \(s \in S_M\). Popular \(F1\) measure is used to evaluate the matching. Let for some \(s \in S_M\) we have \(a \in S_A \cup \{\phi\}\). We treat here \(a\) and \(s\) as sets of foreground pixels. If \(a = \phi\) then \(a\) is assumed to be the empty set. The pixels in \(a\) are "relevant" elements, while the pixels in \(s\) are "retrieved" elements. The precision and recall can be then computed as

\[
\text{prec} = \frac{|s \cap a|}{|a|}, \quad \text{rec} = \frac{|s \cap a|}{|s|},
\]

\[
F1 = 2 \cdot \frac{\text{prec} \cdot \text{rec}}{\text{prec} + \text{rec}}.
\]

In the case when \(|a| = 0\) (no automatic subimage is assigned to the manual one) we assume that \(F1 = 0\). The \(F1(s)\) score is computed for each \(s \in S_M\). The overall automatic segmentation accuracy for the whole image is calculated as:

\[
F1_T = \frac{\sum_{s \in S_M} |s| \cdot F1(s)}{\sum_{s \in S_M} |s|}.
\]

Thus, bigger subimages are assigned higher weights than smaller ones in the overall evaluation. In order to compute the assessment for the collection of images, the measures \(F1_T\) computed for individual images are averaged.

**IX. Experimental Results**

For the sake of drawings segmentation testing we used the subset of images collected in PATExpert project conducted by ITI CERTH institute and available at http://mklab.iti.gr/project/patentbase web page. The image set is described in [13]. Images in the database are scanned images of manually
created drawings. Only a few of them seem to be created with drawing software. Also in these cases they were printed and the image was finally acquired by scanning. Near-duplicates (i.e. identical or almost identical images) included in the original database were excluded.

For experiment purposes, 1461 images containing at least one caption were selected from PATExpert database. Each selected image was manually segmented into subimages and caption areas were marked. In such a way, we obtained "ground truth" information about the actual segmentation and localization of captions. The set of images was divided into two parts: a) the subset of images containing exactly one caption (1135 images) and b) the set of images containing multiple captions (296 images). 600 images from the part a) were assigned to the validation set. It was used for caption detection metaparameters tuning. Remaining images from the set a) and images from the set b) were used as the testing set.

The experiment carried out consists of two phases. In the first phase we evaluated the accuracy of caption area recognition. The second phase was aimed on the assessment of the automatic segmentation consistency with the manual segmentation.

A. Evaluation of caption recognition accuracy

The aim of this experiment was to set the metaparameters used in the caption detection algorithm and then to estimate the performance of the proposed method. Tesseract OCR module with its default character set for English was used for extracted text recognition.

The validation set consisting of 600 images from the part a) was used for tuning the text area detection algorithm as described in [11]. It was also used to set the likelihood threshold \( Q(s) \) defined by equation 7. The threshold value was set as the maximal value that accepts 98% of all true captions appearing in text areas in the validation set.

The test set for caption detection consisted of 535 remaining images from the part a) and all 296 images from the part b). They included total 1322 subimages with captions.

The caption recognition errors occurred in 168 of 1322 caption occurrences, so the caption detection error rate was 12.71%. The error caused by insertion of false captions occurred only in 5 images. In two cases, captions were erroneously recognized where actually they were parts of longer words inscribed in the image. Only three false captions were recognized in text candidate field that in fact contained graphic elements. 163 errors out of the whole number 168 were caption omissions. The reasons of all observed caption errors are summarized in the Table I.

It is evident that the most frequent reason of caption omissions is related to handwriting and unusual fonts. In future, some of these errors can be avoided by providing OCR module with samples of character shapes used in patent images. Validation set can be used for this purpose. Another possibility is to use OCR recognizer aimed more on handwriting. Tesseract program used in our experiments is trained on machine fonts, so it performs poorly in case of handprinted texts.

B. Automatic segmentation assessment

For the sake of automatic segmentation, only these elements of the test set were used, for which all captions were recognized correctly. 267 images from the part b) passed caption detection test successfully and they were used as the test set in the next experiment.

First, the images of grid-like structure were selected using the procedure described in Section VI. The procedure is purely technical and very accurately selects grid-like layout. The method detected 152 grid-like subimages. The segmentation defined by caption bands corresponded exactly to the actual segmentation in 150 images from this group. Only in two images, small and probably well-tolerated inaccuracies occurred. They were caused by existence of subcaptions appearing on the opposite side of the caption than the side including the related subimage. The proposed procedure for grid-like layouts detection and segmentation based on grids can be therefore assessed as very accurate and useful in many cases.

Remaining 115 images from the test set were segmented by intuitive segmentation described and by the modified k-means algorithm described in Sections V-A and V-B. For methods evaluation we used F1-score as explained in Section VIII. We observed that the F1-measure computed in this way is related to the degree of inaccuracy of "true" and automatic subimage matching. The intervals of F1 values roughly correspond to the following inaccuracy levels:

- \( F1 \in (0.99, 1.0) \): subimages match almost perfectly, the differences are not meaningful and concern only individual pixels and dot-like graphical elements;
- \( F1 \in (0.97, 0.99) \): differences in matching images concern usually misplaced very small graphical elements, in most cases of minor importance for image understanding;
- \( F1 \in (0.95, 0.97) \): small elements like individual characters or digits appearing in descriptions, pointing arrows, distant and not graphically connected elements are displaced; usually it does not impair the concept presented in a image;
- \( F1 \in (0.85, 0.95) \): relatively big elements of subimages are misplaced, but the presented concept is usually still readable;
- \( F1 \leq 0.85 \): major elements of subimages are misplaced or missing (i.e. they remain unassigned to subimage), the presented concept is not readable.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CAPTION DETECTION ERROR REASONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error reason</td>
<td>Number of occurrences</td>
</tr>
<tr>
<td>Strange but repeatable font</td>
<td>35</td>
</tr>
<tr>
<td>Handwritten captions</td>
<td>66</td>
</tr>
<tr>
<td>Oversegmentation of text fields</td>
<td>43</td>
</tr>
<tr>
<td>Caption patterns in ordinary words</td>
<td>2</td>
</tr>
<tr>
<td>Untypically rotated image</td>
<td>7</td>
</tr>
<tr>
<td>Falsely inserted captions</td>
<td>3</td>
</tr>
<tr>
<td>Unexplained</td>
<td>12</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>108</strong></td>
</tr>
</tbody>
</table>
Taking the above observations into account, we can assume that the segmentation fails if for at least one of subimages in the image, its $F_1$ score is less than 0.95.

In order to evaluate the accuracy of automatic segmentation procedures and to compare them, $F_1$ scores were evaluated for all automatically created subimages assigned to their "true" counterparts. Table II shows fractions of all tested subimages falling into $F_1$ score intervals described above.

Overall performance of k-means segmentation is lower than the performance of intuitive segmentation. In the test, intuitive segmentation provided usable results for 88.13% of images, while k-means segmentation gave good results only in 81.20%. The main weakness of k-means based segmentation lies in its tendency to create unbalanced subimages, where one automatically determined subimage contains numerous big CCs, while others consist only of small components. In many cases it leads to segments that contain CCs actually belonging to various subimages. One of reasons of such situations is frequent appearance of empty clusters created in the course of the algorithm execution. The correction consists of forced assignment of some CCs to the empty cluster. The implemented cure consists in selection of the CC which is closest to the caption not assigned to any nonempty cluster. Sometimes it is a small CC, what can lead to the phenomena of unbalanced clusters.

The results of k-means segmentation is usually close to the human intent in the case of images containing many small, almost equally sized CCs. In such images, k-means often outperforms the intuitive segmentation. However, the k-means segmentation accuracy decreases significantly in images consisting of a few large CCs located close to each other.

**X. CONCLUSIONS AND FURTHER WORKS**

In this paper we presented the complete procedure of patent image segmentation supported by caption detections. In both phases of the procedure (detecting captions and segmenting) we obtained the correctness at the level of about 90%. This result seems to be practically acceptable and makes it possible to recommend it for practical application in patent document processing.

In the future research we plan to introduce the third approach to clustering problem which is most closely related to the formal definition of the problem in equation 5. We are going to apply the simulated annealing method which seems well suited to our discrete optimization problem with a huge search space. Caption detection method should be also improved to avoid some segmentation errors induced by true caption omission. Promising direction seems to apply 2D Fourier spectrum analysis in order to raise text area detection accuracy.
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Abstract—This paper focuses on analyzing a Spatial Pooler (SP) of Hierarchical Temporal Memory (HTM) ability for facilitating object classification in noisy video streams. In particular, we seek to determine whether employing SP as a component of the video system increases overall robustness to noise. We have implemented our own version of HTM and applied it to object recognition tasks under various testing conditions. The system is composed of a video preprocessing block, a dimensionality reduction section which contains SP, a histograms collecting module and SVM classifier.

Our experiments involve assessing performance of two different system setups (i.e. a version featuring SP and one without it) under various noise conditions with 32-frame video files. In order to make tests fair and repeatable the videos of several 3-D geometric shapes were artificially generated. Subsequently, Gaussian noise of a different intensity was introduced to the videos making them more indistinct. Such an approach mimics real-life scenarios where the system is taught ideal objects and then faces in its normal working conditions the challenge of detecting noisy ones.

The results of the experiments reveal the superior stability of the solution featuring Spatial Pooler over the one without it. Furthermore, the system with SP performed better also in the experiment without a noise component introduced and achieved a mean F1-score of 0.91 in ten trials.

I. INTRODUCTION

Despite the huge technological growth witnessed nowadays, there are still no autonomous machines available which would be capable of operating in the real world. Such machines would take over most of our tedious everyday duties and clear the way for a breakthrough in Artificial Intelligence. However, such robots need to be able to process inputs in real time, learn, generalize and react to events. This requires building an appropriate processing system which has human-like capabilities [1][2].

A mammalian brain is an example of such a system which evolved over millions of years. Despite its apparent complexity there is only one algorithm [3] within the brain which governs the body functions. This allows for scalability of the solutions based on the algorithm since more complex systems may be built on a top of the simpler ones just by duplication of the basic structure.

The human brain as a whole has not been completely explored yet, making its artificial implementation and verification a very hard task. However, there are initiatives [4] which have taken up the challenge of simulating and modeling a brain as we know it today. Rather than model the brain, the authors of this paper have adopted a slightly different approach of gradually introducing selected components of HTM to the video processing system with the intention of enhancing its performance. By doing so we aim to develop a complete system working on the principles of the human brain as they were presented in [3][5] with our modifications making the algorithm suitable for hardware implementation.

Consequently, this paper attempts to take a step forward in examining the feasibility of using HTM for classifying objects in noisy video streams. The authors state the following hypothesis: employing Spatial Pooler in the video processing flow will improve the object classification ratio due to its beneficial reduction property of mapping to Sparse Distributed Representation (SDR). It is verified through a series of experiments.

The rest of the paper is organized as follows. Sections I-A and I-B provide the background and related work of object classification in video streams and Hierarchical Temporal Memory, respectively. The custom designed system used for the experiments is presented in Section II. Section III provides the results of the experiments. Finally, the conclusions of our research are presented in Section IV.

A. Object classification in video streams

Most state-of-the-art information extraction systems consist of the following sections: preprocessing, feature extraction, dimensionality reduction and classifier or ensemble of classifiers (Fig. 1). Their construction requires expertise knowledge as well as familiarity with the data that will be processed [6][7].
Usually, systems for object classification in video streams are also designed according this scheme. Consequently, the proper choice of the operations which constitute all the mentioned stages of the system is important and decides about the classification result [8]. One of the most challenging stages is feature extraction, which substantially affects the overall performance of the system.

There are also systems which take advantage of the spatial–temporal [5] profile of the data [1][9]. They are closer to the concept of the solution presented in this paper, which may be considered a hybrid approach since it features components of both schemes.

### B. Hierarchical Temporal Memory

Hierarchical Temporal Memory (HTM) replicates the structural and algorithmic properties of the neocortex. It can be regarded as a memory system which is not programmed, but trained through exposing it to data flow. The process of training is similar to the way humans learn which, in its essence, is about finding latent causes in the acquired content. At the beginning, the HTM has no knowledge of the data stream causes it examines, but through a learning process it explores the causes and captures them in its structure. The training is considered completed when all the latent causes of data are captured and stable. The detailed presentation of HTM is provided in [5][10][11].

HTM is composed of two main parts, namely Spatial and Temporal Pooler. This paper focuses on Spatial Pooler (SP), aka Pattern Memory, which is employed in the processing flow of the system. It contains columns with synapses connected to the input data [5]. The main role of SP in HTM is finding spatial patterns in the input data. It may be decomposed into three stages:

- Overlap calculation,
- Inhibition,
- Learning

The first two stages are very computationally demanding but can be parallelized, therefore the authors decided to implement them on GPU in OpenCL. The learning stage is implemented on CPU in Python. The detailed description of algorithms is provided in [5].

The overlap section computes col.overlap for every column in SP structure i.e. a number of active and connected synapses. If the number is larger than col.min_overlap then it is boosted and passed on to the inhibition section.

The inhibition stage implements a winner–takes–all procedure where for each column a decision is made as to whether it belongs to a range of n columns of the highest values.

### II. System Description

The implemented HTM version [12] follows description from [5], with the exception of synapses bias implementation being replaced with random connections. Its main purpose however is to emphasize the algorithm parallelism and to allow progressively replace parts of it with GPU–accelerated (and in the future FPGA–accelerated) fragments written in OpenCL. The system (Fig. 2) is highly configurable, with numerous parameters responsible for the core HTM’s structure, the encoder behavior, statistics rendering, etc. The configuration is stored in a file written in JSON format, which allows it to maintain its readability while providing clear structure. In addition to the core module, a set of supporting modules has been developed. Most of them are used for feeding video data to the core module, and receiving and analyzing the results.

The complete processing flow of the system is presented in Fig. 3. The data is fed into the system in a frame–by–frame manner. In the first step the original frame is reduced and binarized using OpenCV procedures. During the encoding process, the original video frame is converted to a smaller binary image. Preliminary tests showed that reducing a 960x540 image by a factor of 16 (producing 60x33 images) has a low impact on the end results while significantly shortening the processing time (Fig. 4). After reduction, the color image is converted to grayscale, which later is turned into a binary one using adaptive thresholding (using a potentially different threshold value for each small image region).

Those operations constitute the encoding which allows the generation of input data for the SP processing stage. There-
after, the data is mapped to SDR with SP and may be passed on to TP. Since our current work focuses on finding the optimal SP parameters values we do not use TP in this particular application, but the system in general has such capability. In the next step, histograms of consecutive processed frames are built on a per-video basis. The histograms are used as the input data for the SVM classifier which comes next.

There are two different working modes of the system, namely learning and testing modes. The system is trained in the learning mode with 80% of available data and then it is tested with the remaining 20% of the data in the testing mode.

There are two different working modes of the system, namely learning and testing modes. The system is trained in the learning mode with 80% of available data and then it is tested with the remaining 20% of the data in the testing mode.

### III. EXPERIMENTS AND THE DISCUSSION

A series of experiments (details of which are provided in Tab. I and Tab. II) was conducted to validate the hypothesis stated in the introduction of the paper. They allow a comparison of the performance of the system featuring Spatial Poole r in the processing flow with the one lacking it.

The challenging part involved generation of sample videos for testing (available from [13]. The videos had to meet a series of requirements such as object location, camera location and object–camera distance. Consequently, a dedicated application was used to generate the videos (i.e. Blender [14]). Blender provides Python API, which was used to automate and ran-

---

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of a single video frame</td>
<td>960x540</td>
</tr>
<tr>
<td>Reduction level</td>
<td>16</td>
</tr>
<tr>
<td>Frame size after reduction</td>
<td>60x33</td>
</tr>
<tr>
<td>No. of frames in a single video</td>
<td>32</td>
</tr>
<tr>
<td>Object classes</td>
<td>cone, cube, cylinder, monkey, sphere, torus</td>
</tr>
<tr>
<td>No. of classes</td>
<td>6</td>
</tr>
<tr>
<td>Total no. of videos</td>
<td>all 6000</td>
</tr>
<tr>
<td></td>
<td>training 4800</td>
</tr>
<tr>
<td></td>
<td>testing 1200</td>
</tr>
<tr>
<td>Videos per class</td>
<td>all 1000</td>
</tr>
<tr>
<td></td>
<td>training 800</td>
</tr>
<tr>
<td></td>
<td>testing 200</td>
</tr>
<tr>
<td>Videos per trial</td>
<td>all 100</td>
</tr>
<tr>
<td></td>
<td>training 80</td>
</tr>
<tr>
<td></td>
<td>testing 20</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of columns</td>
<td>2048</td>
</tr>
<tr>
<td>No. of synapses per column</td>
<td>64</td>
</tr>
<tr>
<td>Perm value increment</td>
<td>0.1</td>
</tr>
<tr>
<td>Perm value decrement</td>
<td>0.1</td>
</tr>
<tr>
<td>Min overlapage</td>
<td>0</td>
</tr>
<tr>
<td>Winners set size</td>
<td>20</td>
</tr>
<tr>
<td>Initial perm value</td>
<td>0.21</td>
</tr>
<tr>
<td>Initial inhibition radius</td>
<td>80</td>
</tr>
</tbody>
</table>

---

Fig. 3. Block diagram of the proposed approach

![Block diagram of the proposed approach](image1.png)

Fig. 4. Sample frames of different shapes and noise levels

![Sample frames of different shapes and noise levels](image2.png)
TABLE III
EXPERIMENTS RESULTS FOR DIFFERENT NOISE LEVELS

<table>
<thead>
<tr>
<th>Noise level (σ)</th>
<th>F1–score : mean and variance (10 repetitions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
</tr>
<tr>
<td>1</td>
<td>0.82 (0.001)</td>
</tr>
<tr>
<td>4.25</td>
<td>0.81 (0.001)</td>
</tr>
<tr>
<td>8.5</td>
<td>0.78 (0.001)</td>
</tr>
</tbody>
</table>

TABLE IV
EXECUTION TIME OF A SINGLE EXPERIMENT FOR DIFFERENT SETUPS

<table>
<thead>
<tr>
<th>Setup</th>
<th>Time [hours]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.25</td>
</tr>
<tr>
<td>SVM + SP</td>
<td>2.8</td>
</tr>
</tbody>
</table>

object-oriented programming approach and high level scripting language used in implementation. Code optimization and introducing more hardware–accelerated fragments should improve execution time. The tests were run on Intel(R) Core(TM) i5–4210M CPU @ 2.60GHz, and Nvidia GeForce GT 730M (selected sections of SP). Each experiment consisted of 10 trials.

According to the authors knowledge it is hard to find papers which directly correspond to the research conducted in this work (i.e. video classification in noisy video streams). Nevertheless, we examined the following papers: [15], [16], [17] which presents results of video classification using UCF-101 dataset. The best systems presented in those papers are based on various architectures of Convolutional Neural Networks (CNNs) and achieve accuracy of 80% and more. It is worth emphasising that despite similar performance in terms of the quality results our test setup is different mostly in a process of the video generation.

IV. CONCLUSIONS AND FUTURE WORK

This paper presents the preliminary experimental results of using an HTM–based system for object classification in video streams. The authors showed that using SP in the video processing flow improves the object classification ratio by approx. 10%. In future work, the authors are going to modify the preprocessing stage of the video processing flow and introduce TP. The authors are going to implement the most computationally–exhaustive routines in OpenCL and deploy the system on platforms equipped with GPU– or FPGA–based acceleration. This will enable conduction of experiments with video of a lower image reduction ratio.

TABLE V
EXAMPLE CONFUSION MATRIX FOR SVM–ONLY SETUP AND GAUSSIAN NOISE WITH σ = 8.5

<table>
<thead>
<tr>
<th>Predicted classes</th>
<th>cone</th>
<th>cube</th>
<th>cylinder</th>
<th>monkey</th>
<th>sphere</th>
<th>torus</th>
</tr>
</thead>
<tbody>
<tr>
<td>cone</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>cube</td>
<td>0</td>
<td>10</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>cylinder</td>
<td>0</td>
<td>3</td>
<td>16</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>monkey</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>sphere</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>torus</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
</tr>
</tbody>
</table>
THE workshop on Artificial Intelligence in Medical Applications – AIMA’2016—provides an interdisciplinary forum for researchers and developers to present and discuss latest advances in research work as well as prototyped or fielded systems of applications of Artificial Intelligence in the wide and heterogenous field of medicine, health care and surgery. The workshop covers the whole range of theoretical and practical aspects, technologies and systems based on Artificial Intelligence in the medical domain and aims to bring together specialists for exchanging ideas and promote fruitful discussions.
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Abstract—Making life easier for the elderly represents a new challenge for the ICT sector. This paper presents a new web-based system designed and implemented with the aim to support the social inclusion and to improve the daily routine of the elderly people within basic information and communication features. The system provides some advanced functionalities to utilise the information value of the data collected within the presented system, e.g., the recommendations based on similar hobbies or health problems; a simple medical diagnostics; a creation of a knowledge base containing experiences and best practices, etc. We designed the system in accordance with local conditions in Slovakia, so its full functioning relies on the progress in e-Health legislation. Presented version is a preliminary result that will be further improved and tested within a real practice.

I. INTRODUCTION

PROGRESSIVE ageing of the population represents a big challenge for various European politics and societies. The European Union has created some initiatives such as Digital Competence or Lifelong Learning Programme (LLP) to support these activities on the national and European level too [7]. Improving the lives of elderly people within suitable ICT solutions in combination with existing social or medical services represents a big challenge for not only public but also the private sector. Successful adaptation of these solutions requires cooperation between all involved organisations, governments, stakeholders and providers. Of course, various local conditions affect the whole implementation process in line with the common EU principles and create the barriers that need to be passed.

Acquired experiences and knowledge from two international EU funded projects OLDES and SPES motivated us to propose a new solution that will meet the identified requirements, will respect existing standards and will be customised for the Slovak local conditions. The project OLDES (Older People's e-services at home) aimed to develop a very low cost and easy to use entertainment and communication platform. The TV display information provided by the platform and users can access it through a simple remote control. In addition, users can actively participate in discussion groups through adapted handset connected the PC. In the case of medical devices, users tested e.g. a glucometer, scale, adapted version of a sphygmomanometer, etc. After testing partners identified the result of the testing. The last one concludes the paper and outlines some directions for our future work.

A. State of the Art

This section presents some selected initiatives and research works with the aim to identify possible gaps or research problems. As we mentioned before, the OLDES project resulted in the solution developed in accordance to the specific needs of the two pilots [13], [15]. The core of this solution is a low-cost PC creating a hub for other connected devices as TV set and the medical devices communicated via Bluetooth. The TV display information provided by the platform and users can access it through a simple remote control. In addition, users can actively participate in discussion groups through adapted handset connected the PC. In the case of medical devices, users tested e.g. a glucometer, scale, adapted version of a sphygmomanometer, etc. After testing partners identified following directions for future improvement: access through the remote controller, prefer medical devices commonly available on the market, the overall architecture of the platform.

The follow-up project SPES aimed to solve these issues and to support four target groups suffered by respiratory problems, dementia, handicapped people and social exclusion. It resulted in an information and communication technology platform connected to the different medical devices and installed in a patients’ home [14], [21]. The main advantages of this solution are continuous monitoring of the elderly with the respiratory problems; the presence of various entertainment oriented application that supports orientation and practising memory and a set of services to support the social inclusion of the elderly through virtual communication, information sharing and a personal social network creation. Despite some improvements over the OLDES platform, still, some open issues and gaps existed,
A. Functional Requirements

We specified following requirements based on the provided state of the art analysis, experiences obtained from the SPES project and in communication with a participated group of elderly from the Košice City. Users can use the system on the various devices, i.e. the system will be responsible. Users have a possibility to create their own profile containing information such as a nickname, hobbies, health problems, personal general practitioners or specialist, etc. In additional, users can create their own social network including people recommended based on the similar hobbies or health problems. Through this network, users have a possibility to share various multimedia or news, to use simple on-line chat or to invite their friends to the public or private event. From a medical point of view, users can manage their planned medical examinations, import and visualise the collected measurements from the supported medical devices or use the continuously constructed knowledge base to support the basic medical diagnosis. Last, but not least, the system informs the users about relevant information within simple notifications, current weather forecast or published newspaper articles from selected RSS (Rich Site Summary) source.

B. GUI Proposal

We designed the graphical user interface (GUI) in accordance to the current relevant W3C standard [22] and verified recommendations [9], i.e. we use a sans serif typeface, 12pt or 14pt type size for body text, medium or bold face type. The optimal option for a text alignment is the left. We present the body text in upper and lowercase letters; we use the capital letters and italics in headlines only. We reserve underlining only for the web links. We avoid using a combination of yellow, blue and green colour in a close proximity, because some elderly have problems to discriminate these colours. We used the graphics against a light background. We ensure that users can resize the content without assistive technology up to 200 percent without loss of content or functionality. We provide the labels when content requires a user input. The headings and labels describe topic or purpose.

C. Architecture Proposal

Presented prototype is a typical 3-layer client-server model containing a database, back-end and front-end service; see Fig. 1. The analytical package (language R, RStudio) is an integrated module to meet requirements from the legislative and safety point of view. We tested this proof of concept in the conditions in which the elderly mainly verified the predefined scenarios. During the next testing in the larger group of participants, we will discuss relevant lessons learned and possible improvements, not only from the usability point of view but also on the technological side, e.g. to take an advantage of the cloud computing.
D. Analytical Services Proposal

Proposed analytical package includes the services necessary for storage, processing, analysis and knowledge base building. We generated initial decision rules and models through free available data samples for selected diseases to show a potential of this type of solution. In real operation, the system will replace this initial data within knowledge relevant to the current users and conditions, i.e. something like self-learning using the methods of artificial intelligence. We organised the whole analytical process in accordance with the CRISP-DM methodology which represents widely accepted approach on how to manage this process effectively [20]. We selected the decision trees based on their ability to process different types of input data, to process data with missing values and the most important factor was a simple understandable visualisation of the generated outputs for people with less knowledge from data mining or machine learning.

We used C4.5 [17] and CART [2] to extract possible interesting rules for diagnostics that were further added to the knowledge base. For example, IF a female is more than 70 years old AND triceps skinfold thickness is more than 28.5 mm AND the level of insulin is more than 15.15µIU/l THEN diagnosis of the Mild Cognitive Impairment is positive. Alternatively, IF average level of blood glucose over the previous 3 months was more than 4.4 AND the level of insulin is more than 27.1µIU/l THEN diagnosis of the Metabolic Syndrome is positive. It is important to say that all included rules need to be verified by cooperated medical experts and it is possible to use them only to support the decision, not as the final diagnosis.

E. Current Prototype

Tested prototype (available in Slovak language) contained all presented features that were available through a simple and intuitive user environment; see Fig. 2. Users could read the articles from their favourite web newspapers (Noviny) and watch the weather forecast for the selected location (Počasie). They could create an own profile included hobbies or health problems (Profil) and based recommendation generated from this data find a new friend. In order to improve the health status, they could import their measurements from medical devices (Krvný tlak) with a possibility to visualise (see Fig. 3) and export in the selected format; or create a database containing information about relevant doctors and planned examinations (Vyšetrenia). In addition, a possibility to analyse the collected medical data was at disposal, but the final diagnostics is the responsibility of the general practitioner or specialist.

F. Testing

One of the main reasons why it is not possible to present the proposed system as a finished solution, but only as a proof of concept, is the current legislative in Slovakia covering protection of personal data and e-Health. However, this situation is changing every year under the influence of the various initiatives on the European Union level. We tested our prototype with a small group of elderly in order to evaluate their satisfaction and overall potential of this type of system in Slovak conditions. Elderly realised predefined test scenarios representing typical uses for such systems and answered a predefined questionnaire. This testing confirmed our initial hypotheses such as elderly enjoy the graphical design of the system and it meets relevant requirements and best practices. Also, elderly are satisfied with a set of offered features and with an approach how these features are provided to the users, i.e. the system is easy to use without necessary deep knowledge from the ICT domain. The system helps elderly to reach more active life; to make their daily routine more pleasant and to make their contact with an external environment more intensive. The participated medical expert evaluated the generated models and extracted decision rules based on her knowledge and existing
literature, e.g. accordance to the IDF (International Diabetes Federation) definition of the Metabolic Syndrome.

III. CONCLUSION

The article presents the design and development of the customised web-based system, which would help elderly to the living that is more active and better health status. We aimed to solve some gaps as a possibility to recommend a friend based on similar characteristics or to analyse the data about health status through the simple decision support system. The positive results of the testing confirm our expectations and motivate our future work devoted to the e.g. automatic creation of the user profile based on his behaviour and typical daily habits, or a self-learning and adapting mechanism for created knowledge base. In this case, we will continue to use the methods of artificial intelligence in combination with actual trends in domains as Internet of things, home health care and robotics. In addition, we can understand this version as a proof of concept that creates a good foundation for our future research activities oriented to the H2020 project proposal.
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Abstract—In this paper the application of a new method of features selection was presented. Its effects were compared with several other methods of features selection. The study was performed using a data set containing samples of the sound signal emitted by the arteriovenous fistula. The aim was to create a solution with multiclass classification based on the k-NN classifier family allowing for effective and credible assessment of the state of arterial-venous fistula.

I. INTRODUCTION

Each classification process is based on the set of features delivered to the classifier on the basis of which a decision is taken and the result obtained. Proper selection of a set of features significantly improves the quality of the classification process.

The approach ensuring the best quality is to test all possible non-empty subsets of the input set. Unfortunately, the number of non-empty subsets of $n$-element is $2^n − 1$, which implies the possibility of a full review of the subsets only for the $n$ that does not exceed a dozen elements. Full analysis for larger values of $n$ is too time-consuming. It is therefore the use of quasi-optimal methods, which is determinative of a subset of the features of possible high efficiency of classification.

K-NN is the most popular minimum distance classifier. It assigns the unknown sample to the class most often represented in its neighborhood[14][15]. A large number of methods of calculating the distance and the method of voting that determines the result.

The most common variation of k-NN is weighted k-NN, in which weight of the neighbor of samples $x$ depends on its distance from the $x[13]$. An interesting solution is the Diplomatic Nearest Neighbors (k-DN) [12], which seeks $k$ neighbors of each class separately, and then selects the class for which the average distance from the found neighbors to the tested sample is the smallest.

Due to its flexibility, simplicity and the possibility of use in tasks of classification and regression k-NN is popular despite its flaws: it requires storage in the memory the whole training set and high demand for computing power, especially for large training sets.

II. DATA SET

In the studies the data set consisting of sounds emitted by the arteriovenous fistula was used. The studies to date [1][2] show that the character of the sound emitted by the blood flowing within the fistula differs depending on the condition of the fistula.

The research data set was collected from 19 patients with radiocephalic fistula. Acquisition of the material consisted in recording the sound of the blood flowing through the arteriovenous fistula. Material was collected using a dedicated head equipped with an electret microphone CZ034 manufactured by Ringford, with a sensitivity of -42dB (0dB=1V/Pa, 1kHz), ie. 8mV/Pa and an interval signal/noise ratio greater than 60dB. To register a signal, an integrated sound card was used as part of the RV730 Radeon 4000 manufactured by AMD as well as dedicated software running under the Linux operating system. Sampling frequency was set at 8 kHz.

Numerical processing of data was performed using WEKA 3.7.13 package running with the JRE Oracle Java 1.8. The calculations were performed on a computer with Intel Core 2 T6570 2.1GHz under the Linux operating system. During the measurements the algorithms time requirement only a single core processor was used.

Fistulas were rated as effective, however, to differing degrees. Eight groups representing a fistula with varying degrees of stenosis were extracted. A total of 1190 samples was collected.

The groups were lettered with labels $a-h$, wherein the group $a$ were fistulas in the best condition and in the group $h$ in the worst condition. With the collected data set 23 features were extracted; 6 in the time and 17 in the frequency domain. Features in the time domain named $t_0$, $t_4$, $y_0$, $y_4$, $p_0$ and $p_4$ describe the timing, amplitude and shape of the signal envelope within a single period of the rhythm of the heart. Features in the frequency domain named $f_1$-$f_{17}$ describe the density of the frequency spectrum of the recorded signal at specific intervals from the scope of 20-600Hz.
III. METHODS

In this study five methods of feature selection were tested. Each of them belongs to a different category of methods (Figure 1).

- **Correlation** - builds ranking of features evaluating the characteristics of each of them individually. The rate criterion is the absolute value of the correlation of coefficient feature with the class. The higher the correlation, the higher the position of feature in the ranking.
- **SVMeval** - evaluates the worth of an attribute by using an SVM classifier. Attributes are ranked by the square of the weight assigned by the linear SVM classifier.
- **PCA** - performs a linear transformation of the features into another space in which features included in the new set are mutually uncorrelated and sorted with respect to the amount of input information in the classification process.
- **Forward search** - wrapper method building the set of features starting from one and gradually adding these features that provide the best quality of classification. This method is based on a classifier to be used in the target solution - in this case the k-NN.
- **Joined pairs** - a method developed by the author. It creates a ranking of features based on the ability of pairs of features for classification. In the first stage, a collection of all possible two-element subsets of features is formed. Then, basing on each subset of features a classifier is constructed and evaluated. As a result, each two-element subset is assigned a numerical value that indicates the quality of classifier built on the basis of this subset. Finally, the ranking of features is created. Features are added into in order indicated by quality of classifiers built in the previous step. The principle of operation of the method is shown in algorithm 1.

The method has been tested using four selected data sets available from the UCI Machine Learning Repository[16] – glass, vote, segment challenge and wine quality. In each of the cases a rapid convergence of the level of quality classifications to the maximum value was obtained, indicating that the joined pairs method works properly Figure 2 shows the graphs indicating the level of quality of classification described by the F-measure as a function of features number taken into account during the classification process. Number of features included was increased by adding features one by one, in the order indicated by the ranking produced by joined pairs algorithm.

In the study, k-NN classifier with distance weighing was used. For the distance measure the Manhattan metric was used:

$$d(X, Y) = \sum_{i=1}^{N} |X_i - Y_i|.$$  \hspace{1cm} (1)

where $X$ and $Y$ are the points in $N$-dimensional space of features and $d$ is a distance between these points. The tested element was assigned to a class on the basis of the vote. The weight of the vote of the $i$−th neighbor was distance weighed according to the formula:

$$w(i) = \frac{1}{d(i) + 0.0001}. \hspace{1cm} (2)$$

Value of 0.0001 in the denominator is added to the distance in order to avoid division by zero when the distance is equal to zero[6].

Quality rating of classification was based on the F-measure\(^1\) indicator. The indicator can be between 0 and 1 and the quality of classification is the higher the F-measure value is closer to 1. The test method was 10-fold cross-validation.

\(^1\)F-score, F1-score
The quality of the classification as a function of the number of features for the selected data sets is shown in Fig. 2. The quality of feature sets obtained using each method was evaluated by construction of the k-NN classifier and assessment of its quality. For each set of features, 15 classifiers differ by a $n$ parameter were generated. Parameter $n$ was varied from 1 to 15. Summary of rankings of features for each method are shown in Table I.

**Table I: Features ranking**

<table>
<thead>
<tr>
<th>no.</th>
<th>Correlation</th>
<th>SVMeval</th>
<th>PCA</th>
<th>Forward search</th>
<th>Joined pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>f14</td>
<td>f11</td>
<td>v1</td>
<td>f1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>f15</td>
<td>f5</td>
<td>v2</td>
<td>f13</td>
<td>f3, f13</td>
</tr>
<tr>
<td>3</td>
<td>f8</td>
<td>f14</td>
<td>v3</td>
<td>f11</td>
<td>f11</td>
</tr>
<tr>
<td>4</td>
<td>f16</td>
<td>f16</td>
<td>v4</td>
<td>y4</td>
<td>f1</td>
</tr>
<tr>
<td>5</td>
<td>f7</td>
<td>f13</td>
<td>v5</td>
<td>f10</td>
<td>f12</td>
</tr>
<tr>
<td>6</td>
<td>f6</td>
<td>f9</td>
<td>v6</td>
<td>f4</td>
<td>f4</td>
</tr>
<tr>
<td>7</td>
<td>f13</td>
<td>f15</td>
<td>v7</td>
<td>f1</td>
<td>f9</td>
</tr>
<tr>
<td>8</td>
<td>f9</td>
<td>f3</td>
<td>v8</td>
<td>f14</td>
<td>f2</td>
</tr>
<tr>
<td>9</td>
<td>f5</td>
<td>f8</td>
<td>v9</td>
<td>f15</td>
<td>f7</td>
</tr>
<tr>
<td>10</td>
<td>f4</td>
<td>f12</td>
<td>v10</td>
<td>f16</td>
<td>f5</td>
</tr>
<tr>
<td>11</td>
<td>f10</td>
<td>f6</td>
<td>v11</td>
<td>f9</td>
<td>f10</td>
</tr>
<tr>
<td>12</td>
<td>f12</td>
<td>f7</td>
<td>v12</td>
<td>f8</td>
<td>f8</td>
</tr>
<tr>
<td>13</td>
<td>f11</td>
<td>f10</td>
<td>v13</td>
<td>f14</td>
<td>y4</td>
</tr>
<tr>
<td>14</td>
<td>f3</td>
<td>f1</td>
<td>v14</td>
<td>f7</td>
<td>f4</td>
</tr>
<tr>
<td>15</td>
<td>f1</td>
<td>f2</td>
<td>v15</td>
<td>f12</td>
<td>f14</td>
</tr>
<tr>
<td>16</td>
<td>f2</td>
<td>f4</td>
<td>v16</td>
<td>f15</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>fm</td>
<td>fm</td>
<td>v17</td>
<td>f2</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>t1</td>
<td>y4</td>
<td>v18</td>
<td>f5</td>
<td>y0</td>
</tr>
<tr>
<td>19</td>
<td>y0</td>
<td>t4</td>
<td>v19</td>
<td>t1</td>
<td>t1</td>
</tr>
<tr>
<td>20</td>
<td>p4</td>
<td>y0</td>
<td>v20</td>
<td>p4</td>
<td>f16</td>
</tr>
<tr>
<td>21</td>
<td>t4</td>
<td>t1</td>
<td>v21</td>
<td>y0</td>
<td>f6</td>
</tr>
<tr>
<td>22</td>
<td>y4</td>
<td>p1</td>
<td>v22</td>
<td>f6</td>
<td>p1</td>
</tr>
<tr>
<td>23</td>
<td>p1</td>
<td>p4</td>
<td>v23</td>
<td>p4</td>
<td></td>
</tr>
</tbody>
</table>

Graphical comparison of results of calculations for the classification was presented in figure 3.

The worst result was achieved by the correlation method with its F-measure not exceeding 0.93. Not much better were SVMeval and PCA methods for which F-measure reached a value of 0.94. All the above methods have achieved the maximum quality for $n \geq 15$.

The best was the Forward search method, which reached a maximum value of F-measure equal to 0.97 for $n = 9$. In addition, a large area, stretching from $n \in (8 - 18)$ and $k \in (5 - 15)$, for which $F - \text{measure} \geq 0.95$ provides a good stability of the solution. Comparable in quality but far superior in the minimum amount of features was Joined pairs method. The maximum value specified by $F - \text{measure} = 0.96$ was achieved for $n = 6$ and $k = 12$.

A tabular summary of the F-measure for selected values of $k$ was presented in Table II.

The chart shows that the Joined Pairs method attains the best F-measure using the smallest set of features. However, an increase in the feature count causes quality loss, which is regained only for $n = 15$ and $n = 16$. The Forward Search method achieved a stable maximum for $n=9$. Other schemes generated feature sets that were best for high values of $n$, yet none reached the quality level of Joined Pairs or Forward Search.

The PCA method allows the use of non-empirical methods for selecting the amount of features (eg. the eigenvalues criterion), therefore evaluation time assumed zero. Evaluation time for Forward search method is zero because the evaluation of set is made up to date during the construction of the rankings.

IV. RESULTS AND DISCUSSION

The quality of feature sets obtained using each method was evaluated by construction of the k-NN classifier and assessment of its quality. For each set of the features, 23 subsets of features were generated, containing from 1 to 23 features. In the next subsets the features were included in the order indicated by the ranking. For each subset of features, 15 classifiers differ by a $n$ parameter were generated. Parameter $n$ was varied from 1 to 15. Summary of rankings of features for each method are shown in Table I.
Table II: F-measure

<table>
<thead>
<tr>
<th>n</th>
<th>Correlation</th>
<th>SVMeval</th>
<th>PCA</th>
<th>Forward search</th>
<th>Joined pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.68</td>
<td>0.71</td>
<td>0.79</td>
<td>0.84</td>
</tr>
<tr>
<td>3</td>
<td>0.39</td>
<td>0.73</td>
<td>0.74</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>0.49</td>
<td>0.77</td>
<td>0.8</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>0.65</td>
<td>0.79</td>
<td>0.82</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>6</td>
<td>0.68</td>
<td>0.86</td>
<td>0.83</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>7</td>
<td>0.68</td>
<td>0.86</td>
<td>0.85</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>8</td>
<td>0.83</td>
<td>0.89</td>
<td>0.83</td>
<td>0.95</td>
<td>0.92</td>
</tr>
<tr>
<td>9</td>
<td>0.82</td>
<td>0.89</td>
<td>0.83</td>
<td>0.97</td>
<td>0.92</td>
</tr>
<tr>
<td>10</td>
<td>0.85</td>
<td>0.89</td>
<td>0.88</td>
<td>0.97</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>0.89</td>
<td>0.85</td>
<td>0.87</td>
<td>0.95</td>
<td>0.92</td>
</tr>
<tr>
<td>12</td>
<td>0.88</td>
<td>0.87</td>
<td>0.9</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>13</td>
<td>0.9</td>
<td>0.89</td>
<td>0.91</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>14</td>
<td>0.9</td>
<td>0.9</td>
<td>0.91</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>15</td>
<td>0.93</td>
<td>0.9</td>
<td>0.94</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>16</td>
<td>0.91</td>
<td>0.9</td>
<td>0.92</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>17</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>18</td>
<td>0.91</td>
<td>0.93</td>
<td>0.92</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>19</td>
<td>0.93</td>
<td>0.95</td>
<td>0.9</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>20</td>
<td>0.92</td>
<td>0.94</td>
<td>0.88</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>21</td>
<td>0.92</td>
<td>0.93</td>
<td>0.87</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>22</td>
<td>0.92</td>
<td>0.92</td>
<td>0.88</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>23</td>
<td>0.92</td>
<td>0.91</td>
<td>0.87</td>
<td>0.91</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Fig. 4: F-measure as a function of n for optimal k

Table III summarizes the results for all the feature selection methods. Its first part presents the time requirements for each schema, including the time needed to generate the ranking and the time necessary to assess the quality of respective sets of features. The filtering methods (Correlation and SVMeval), unsurprisingly used the smallest amount of time. Similarly, the time requirements of the PCA method were negligible. The running time of both Forward Search and Joined Pairs was significantly slower. The Forward Search method used 276 classifiers: 23 one-feature classifiers, 22 two-feature classifiers, 21 classifiers that used three features, and so on. This was the main source of higher time requirements. The Joined Pairs method analyzed all the pairs of features and thus built in total 253 classifiers. Due to lower complexity of the classifiers, this approach needed less time that the Forward Search method. The quality of the ranking for Correlation, SVMeval and Joined Pairs methods was based on generation and quality assessment for all the feature sets for n from 2 to 23 and each k from 1 to 15. Since the only variable components of
the ranking process were the feature sets, the running time was the same for all of them. The PCA method allowed for non-empirical ways of choosing the size of feature sets (for example, the Kaiser criterion or scree plots).

As this algorithms are not computationally-heavy, their time-requirements were assumed to be zero. The running time of quality assessment for the Forward Search method was assumed to be zero as well, because the method does the necessary calculations online, while generating the ranking. The second part of Table 4 presents the optimal values for k and n with the respective F-measure.

All methods of feature selection achieved similar quality indicators of the constructed models.

V. Conclusion

It is possible to notice the general principle that computing power consumption feature selection algorithm translates into the quality of the obtained subsets of features. Undemanding methods of filter group indicated subsets of more features than other methods. The Joined pairs algorithm gives good results in the classification task.

With respect to the problem of evaluation of the arteriovenous fistula it can be concluded that the results are very good. Each of these methods has allowed to obtain a very high quality classification. It is suspected that, such optimistic results may be the effect of insufficient amount of analyzed data. Vectors describing individual patients form in the feature space the easily separated clusters.

Verification of the results should be made on unrelated set of test data and having regard to a greater number of patients and samples.

Therefore, it would be appropriate to extend the scope of the study, increasing the set of input data.
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Table III: Summary of results

<table>
<thead>
<tr>
<th>Correlation</th>
<th>SVMeval</th>
<th>PCA</th>
<th>Forward search</th>
<th>Joined pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>rankings construction time</td>
<td>00:00:01</td>
<td>00:00:10</td>
<td>00:00:01</td>
<td>02:48:35</td>
</tr>
<tr>
<td>sets evaluation time</td>
<td>00:17:03</td>
<td>00:17:03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>total time</td>
<td>00:17:04</td>
<td>00:17:13</td>
<td>00:00:01</td>
<td>02:48:35</td>
</tr>
<tr>
<td>optimal n</td>
<td>15</td>
<td>19</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>optimal k</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.93</td>
<td>0.95</td>
<td>0.94</td>
<td>0.97</td>
</tr>
</tbody>
</table>
Automatic Keyword Extraction from Medical and Healthcare Curriculum

Martin Komenda\textsuperscript{a}, Matěj Karolyi\textsuperscript{a}, Andrea Pokorná\textsuperscript{a,b}
\textsuperscript{a}Institute of Biostatistics and Analyses, \textsuperscript{b}Department of Nursing, Faculty of Medicine, Masaryk University, Kamenice 126/3, 625 00 Brno, Czech Republic
Email: \{komenda, karolyi, pokorná\}@iba.muni.cz

Martín Vita
NLP Centre, Faculty of Informatics, Masaryk University, Botanická 68a, 602 00 Brno, Czech Republic
Email: 333617@mail.muni.cz

Vincent Kríž
Faculty of Mathematics and Physics Charles University Malostranské nám. 25, 118 00 Prague, Czech Republic
Email: kriz@ufal.mff.cuni.cz

\textbf{Abstract}—Medical and healthcare study programmes are quite complicated in terms of branched structure and heterogeneous content. In logical sequence a lot of requirements and demands placed on students appear there. This paper focuses on an innovative way how to discover and understand complex curricula using modern information and communication technologies. We introduce an algorithm for curriculum metadata automatic processing -- automatic keyword extraction based on unsupervised approaches, and we demonstrate a real application during a process of innovation and optimization of medical education. The outputs of our pilot analysis represent systematic description of medical curriculum by three different approaches (centrality measures) used for relevant keywords extraction. Further evaluation by senior curriculum designers and guarantors is required to obtain an objective benchmark.

I. INTRODUCTION

The domain of medical and healthcare curriculum harmonization captures the systematic transmission of specialized required knowledge based on a suitable combination of theoretically focused courses and clinical teaching training [1]. It links traditional proven pedagogical approaches and medical expertise with computer sciences and technologies with a view to the discovery of an innovative way to understand the complex structure and content of medical and healthcare study programmes. The proper use of data extracted from curriculum management systems can significantly improve the global overview on entire curriculum including performing up-to-date information in real time. The attention of this paper is paid to the core technologies of automatic processing for documents classified as a supervised machine learning task called automatic keyword extraction, and its real application on curriculum metadata. Automatic Keyword Extraction (AKE) is a research topic focusing on the identification of a small set of words, key phrases, keywords, or key segments from a document that can describe the meaning of the document [2]. The aim of keyword assignment is to find a small set of terms that appropriately describes a specific document, a medical discipline in our particular case, independently of the domain it belongs to. Here are two fundamental issues, which are supposed to be answered by our research: (i) Are we able to automatically generate sets of keywords? Are the extracted keywords relevant? Do they express properly individual medical discipline? (ii) Which kind of centrality does identify the most accurate set of keywords and what is the proper value of determined threshold?

II. METHODS

The research methods stems from our previously published and reviewed papers [3]–[5], wherefrom the well-known and proven step-by-step data mining guide CRISP-DM (CRoss-Industry Standard Process for Data Mining) [6]. We have used the CRISP-DM reference model, which was primarily developed by means of the effort of a consortium from the business sphere, as a powerful scientific technique to excavate the knowledge and patterns concealed in the diversely complex mountain of medical and healthcare education data [7]. This standardized methodology provides the complete process model for exploring data. Below, all the CRISP-DM steps are described in accordance with determined research questions.

A. Business understanding

In this stage, we focus on the understanding the research objectives from the perspective of curriculum mapping. In general, curriculum mapping is a procedure that creates visual representation of the curriculum based on real time information, as a way to increase collaboration and collegiality in higher education institutions. This phase also involves more detailed fact-finding about all of the resources, constraints, assumptions, published results and other factors that should be considered in determining the goals analysis [8].

Two main objectives were identified: (i) to make the curriculum more transparent to all stakeholders; (ii) to demonstrate the links between the various components of the curriculum (such as modules, disciplines, courses and learning units) [9]. In terms of new trends and reforms in medical education, we have proposed a general model for curriculum management and harmonization supported by our
original web-oriented platform called OPTIMED\footnote{http://opti.med.muni.cz/en/} \cite{10}. This innovative and dynamic platform provides a clear way how to describe medical curriculum with the use of given text attributes including links to relevant study materials. We set up the structure of curriculum, which covers study programmes (e.g. General Medicine), specialized modules (e.g. Theoretic sciences), medical disciplines (e.g. Anatomy), courses (e.g. Anatomy 1 – lecture), and learning units (e.g. Central nervous system). This phase involves more detailed fact-finding about a systematic keyword generation of individual medical disciplines from various metadata sources stored in the OPTIMED database.

For the pilot experiment two disciplines were chosen (Nursing and Psychiatry), which are both used for the acquisition of knowledge and skills and also allow the development of so-called “soft skills”. Both disciplines are taught at different periods of study. While Nursing has been lectured almost on the beginning of the medical study (in the second year) and is focused on basic knowledge and skills in caring (helping with basic needs of patients and also caring for patients with different types of illness). Psychiatry is taught as one of the last courses of undergraduate study of general medicine. Both courses include theoretical instruction in the classroom and subsequently clinical placement where students should use knowledge and skills obtained in the previous tuition and both of them are not accepted as the core medical disciplines.

\subsection*{B. Data understanding}

Data understanding starts with initial data collection and proceeds with activities that enable to become familiar with the data, to evaluate the quality of data, to discover first insights into the data, and/or detect interesting subsets to form hypotheses regarding hidden information. The following metadata attributes describing medical curriculum was mined from PostgreSQL database and divided into the classes in accordance with fields of medicine. Names of the attributes, data types in squared brackets and samples are shown below in Table \ref{table:attributes}.

\begin{table}[h]
\centering
\caption{SELECTED ATTRIBUTES OF A CURRICULUM}
\begin{tabular}{|l|l|}
\hline
\textbf{Attribute (data type)} & \textbf{Sample value} \\
\hline
Name of learning unit (varchar) & Biologic therapy in psychiatry \\
\hline
Importance of learning unit (text) & The aim of the study unit is to introduce types of biological therapy in psychiatry, including psychopharmacotherapy, electroconvulsive therapy. Recently, modern neurostimulative methods such as repetitive transcranial magnetic stimulation... \\
\hline
Description of learning unit (text) & Psychopharmaceuticals can be classified in several ways. Lehman’s diversification is often used and is based on effects on three mental functions: vigilance, effectivity and mental integration (thinking). Vigilance is positively influenced by nootropics, cognitives and psychostimulants, negatively by hypnotics... \\
\hline
\end{tabular}
\end{table}

\subsection*{C. Data preparation}

Data preparation covers all activities needed to construct the final dataset from the initial raw data. First of all, table, record and attribute selection as well as data pre-processing covering transformation and data cleaning procedure were automatically done. The input data set consists of information-rich attributes (name, importance, description of learning units and all related learning outcomes including indexes) mined from OPTIMED. The data preparation phase appears again at the end of the modeling process described in the next section. An output of an algorithm for keyword extraction is very compact list of keywords including just the self-sorting information. For the purposes of plotting the graph the simplified table combined with products is created during the calculation. This final data connection is executed every time when a user starts to explore new discipline keyword dataset.

\subsection*{D. Modeling}

In this section, we propose a novel algorithm for keyword extraction that forms the basis of the modeling and visualization stages, which are also introduced here.

The algorithm is based on two main components: word2vec model and network/graph centralities. Word2vec model proposed by Mikolov \footnote{http://nlp.cs.nyu.edu/wikipedia-data/} \cite{11} is a word embedding model that belong to a wide class of distributed representations models. It arises from predicting the neighbors of words using a deep neural network – roughly said, the weights in the neural network between input and hidden layer constitute the vector representations of words. For our purposes, we have created a word2vec model over TC wikipedia\footnote{http://nlp.cs.nyu.edu/wikipedia-data/} using the following main parameters: model = CBOW, dimension = 200. The concept of selected network/graph centrality measures was firstly developed in social network analysis. We successfully used these methods in our previous work \cite{3,4}, namely we deal with the closeness, betweenness, and eigenvector centralities.

Input data for the algorithm are represented by trained word2vec model, given document (bag of words for individual medical disciplines), word similarity threshold \( t \), number of keyword \( n \). (1) Select all terms that are contained in the document at least two times. (2) For all pairs of terms, compute the cosine similarity of their word2vec representations. (3) Create the graph \( G \) in a following way: Vertices are the terms (obtained in the Step 1). Two vertices are connected with an edge if and only if their mutual cosine
similarity is at least t. (4) Compute closeness, betweenness 
and eigenvector centrality of vertices in the graph $G$. Select $n$ 
terms with the highest values of various centrality and set 
them up as keywords.

Finally, we have implemented a new online dynamic 
visualization as a feature of the OPTIMED reporting tools\(^3\), 
which is based on outputs from described algorithm above. 
Innovative graphical interpretation allows users to create 
complex data overview, which cannot be achieved with basic 
data views. In our case, the simple network visualization was 
created with the D3.js JavaScript library. We decided to 
integrate a force-directed graph (see Fig. 1) displaying 
complex structures with expand-on-demand clusters and 
convex hulls around leaf nodes [12].

![The force-directed graph of Psychiatry (based on closeness centrality, cosine similarity is higher than 0.6)](image)

The graphs include two types of keyword representation – 
red nodes (bigger) for more frequent keywords and black 
nodes (smaller) with less frequent keywords. Moreover, we 
wanted to determine what kind of centrality type (closeness, 
betweenness or eigenvector) and what value of the cosine 
similarity ($> 0.6$; $> 0.5$; or $> 0.4$) would be the most suitable 
and could the most accurately describe concrete medical 
discipline. Using advanced filters included in web reporting 
service, we are able to modify the final visual interpretation 
of available preprocessed data in accordance with selected 
parameters – medical discipline, centrality type, cosine 
similarity threshold (see Fig. 2).

![The force-directed graph filter](image)

**E. Evaluation and Deployment**

A checking procedure is performed in this stage in order to 
find the right meaning of analytical outputs. The obtained 
results were verified by representatives of the faculty 
management, in order to confirm the final interpretation [3]. 
Based on the assessment of the graphical presentation of 
the subject Psychiatry we decided that the best threshold for 
cosine similarity is 0.6 (see Fig. 1) and the most suitable 
centrality type is closeness. Table II shows keywords 
concerning different type of centrality. As you can see the first 
column (type of centrality – closeness) includes keywords 
especially in view of the clinical description of psychiatric 
ilness, the second column (type of centrality – betweenness) 
cannot be held as summary of clear signs of typical keywords 
rather confusing mix of terms and third column (type of 
centrality – eigenvector) includes keywords focused on 
describing the pathophysiology and chemical substances 
important in Psychiatry, followed by keywords of clinically 
important symptoms of disorders as well as therapeutic 
modalities and drugs. So, different type of centrality enables 
to view the discipline from different perspectives through the 
different sample of keywords. What has to be highlighted that 
when we used higher cosine similarity we could identify less 
duplicate terms and terms which are not describing the key 
issues (as nouns or verbs) and we could identify them as „stop-words“ without any informative value.

### TABLE II.
TOP TWENTY KEYWORDS FOR PSYCHIATRY ACCORDING TO INDIVIDUAL CENTRALITIES.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Closeness</th>
<th>Betweenness</th>
<th>Eigenvector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>disorders</td>
<td>neurological</td>
<td>dopamine</td>
</tr>
<tr>
<td>2</td>
<td>neurological</td>
<td>dysfunction</td>
<td>neurotransmitter</td>
</tr>
<tr>
<td>3</td>
<td>schizophrenia</td>
<td>stimulation</td>
<td>acetylcholine</td>
</tr>
<tr>
<td>4</td>
<td>disorder</td>
<td>inhibition</td>
<td>serotonin</td>
</tr>
<tr>
<td>5</td>
<td>anxiety</td>
<td>serotonin</td>
<td>neurotransmitters</td>
</tr>
<tr>
<td>6</td>
<td>psychological</td>
<td>anxiety</td>
<td>receptors</td>
</tr>
<tr>
<td>7</td>
<td>symptoms</td>
<td>antidepressant</td>
<td>receptor</td>
</tr>
<tr>
<td>8</td>
<td>dysfunction</td>
<td>brain</td>
<td>neurons</td>
</tr>
<tr>
<td>9</td>
<td>psychopathology</td>
<td>cortex</td>
<td>noradrenaline</td>
</tr>
<tr>
<td>10</td>
<td>brain</td>
<td>disorders</td>
<td>Presynaptic</td>
</tr>
<tr>
<td>11</td>
<td>illnesses</td>
<td>symptoms</td>
<td>inhibition</td>
</tr>
<tr>
<td>12</td>
<td>epilepsy</td>
<td>disorder</td>
<td>reuptake</td>
</tr>
<tr>
<td>13</td>
<td>mental</td>
<td>neurons</td>
<td>neuron</td>
</tr>
<tr>
<td>14</td>
<td>cognitive</td>
<td>cognitive</td>
<td>cells</td>
</tr>
<tr>
<td>15</td>
<td>stimulation</td>
<td>psychological</td>
<td>hippocampus</td>
</tr>
<tr>
<td>16</td>
<td>behavioral</td>
<td>schizophrenia</td>
<td>antidepressant</td>
</tr>
<tr>
<td>17</td>
<td>pathological</td>
<td>perception</td>
<td>amygdala</td>
</tr>
<tr>
<td>18</td>
<td>clinical</td>
<td>clinical</td>
<td>cortex</td>
</tr>
<tr>
<td>19</td>
<td>psychiatric</td>
<td>particular</td>
<td>prefrontal</td>
</tr>
<tr>
<td>20</td>
<td>emotional</td>
<td>emotional</td>
<td>benzodiazepines</td>
</tr>
</tbody>
</table>

### III. DISCUSSION

The possibility to graphically visualize and interpret medical curriculum and content of the individual courses through keywords from different scientific disciplines allow teachers to identify the main issues discussed in the concrete tuition. The identification could help them to explore whether the main keywords correspond to any other keywords as descriptors of the main themes or major topics representing individual similarly or differently oriented teaching units. We have used the dynamic visualization using force-directed graph with clusters of key points (point graphs) and tables while we have identified 50 keywords as a border (maximum evaluated number of keywords for one visualization).

We could say that generally description of Nursing disciplines is not so straightforward, clear and simply as for Psychiatry. This can be explained mainly by the fact that the content of the discipline is very inhomogeneous. From the description of the summary of keywords for nursing evidently arise higher amount of duplicated terms and "empty" or so-called "stop words", which do not bring additional value for improvement of orientation in the curriculum content not only for teachers neither for students. This fact should not affect the view of usability of curriculum content visualization but rather to encourage the prudent use and analyses of the information gathered and from data mining and also in feedback when assessing the homogeneity of data.

### IV. CONCLUSION AND FUTURE WORK

In this work we have proposed a novel method for identifying key terms from a free text covering medical curriculum. This method is based on computing node centralities in a similarity graph of terms contained in the given medical and healthcare discipline description, whereas the similarity is obtained by a popular word2vec model. First results seem to be promising in terms of face validity. Methodologically sound evaluation of this method and comparison with traditional methods of keyword extraction - even on different domains - is a current issue. Centrality measures in word2vec graphs can also serve as features in supervised machine learning algorithms for keyword extraction. In the near future this approach is also planned to be investigated.
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HD: Efficient Hand Detection and Tracking

C. Rouge, S. Shaikh, and J.I. Olszewska
School of Computing and Technology
University of Gloucestershire
Cheltenham, United Kingdom
Email: joanna.olszewska@ieee.org

Abstract— Automated hand detection is useful for applications requiring reliable hand posture and hand gesture processing. Such applications include human-computer/human-robot interfaces for rehabilitation, serious games, or non-invasive medical diagnosis. Hence, in this paper, we focus on the design and development of a robust and fast hand detection and tracking (HD) system. The design of our HD system involved the study of the human skin colour and people’s foreground properties, in order to merge these information for an efficient hand detection and tracking. Experiments have been carried out in real-world environment and have demonstrated the excellent performance of our HD system.

I. INTRODUCTION

Hand detection and tracking are the actions of automatically locating and following human hands to extract information useful for various applications, which involve interactions of humans with computers (HCI) [1] through interfaces such as mouses [2], gloves [3], interactive tables [4], or natural gestures [5].

Automated hand detection could be applied for multimodal interactions of humans within augmented-reality frameworks, e.g. game control [6], character animation [7], etc., or it could be used for secure and safe interactions of humans within real-world environment. Indeed, hand detection could be used in biometrics [8], since palms of the human hands contain unique patterns of ridges and valleys, in the same way that fingerprints, whereas presenting much larger areas and thus being even more distinctive than the fingerprints [9]; in surveillance for abnormal behaviour detection [10] or in crime prevention [11].

Medical applications involving the monitoring of human interaction with robots (HRI) [12] can embed hand detection, e.g. for functional rehabilitation [13] such as exercises of patient’s interaction with objects s/he grasps [14] to improve stroke recovery [15].

Moreover, hand detection and tracking is promising in diagnosis of neurologic disorders such as Parkinson’s disease. Indeed, this progressively degenerative movement disorder [16] implies quantitative evaluations of hand movement as well as hand tremor for neurological examination [17]. These measurements could be based on the visual tracking of patient’s hand motion [18] or on the paced finger tapping test [19] assessed with visual rating scales such as the Unified Parkinson’s Disease Rating Scale (UPDRS), rather than on the traditional invasive methods such as electroencephalograms (EEGs) [20].

Other applications of hand detection and gesture recognition could improve the communication and interaction of people presenting difficulties [21]. For example, hand detection in context of sign language could help deaf people naturally interacting with machines or non-deaf people interacting with deaf ones [22].

The main challenge of vision-based hand detection is to cope with the large variability of human hand’s appearance due to a huge number of degrees of freedom (DoFs) of the hand’s movements, to different skin-colour possibilities as well as to the variations in view points, scales, and speed of the camera capturing the scene [21].

Hence, hands have been represented as 2D [23] or 3D models [24], and various methods have been proposed, involving eigen-based hand model [25], hand/not-hand SVM classifier [26] or AdaBoost-based hand detector [27], to automatically recognize human hands in images or videos. Despite their effectiveness, these methods lack of detection accuracy in some real situations.

In this work, the adopted approach for hand detection is focused on robustness, and it combines threshold-based colour detection with background subtraction. Moreover, enhanced AdaBoost face detection [28] is used to differentiate hands from the human face region, while hand tracking is achieved by adding the foreground extraction obtained from one frame to another.

Hands could be visually detected or tracked by a range of sensors [29], such as ego-centric/self-mounted cameras [30], stereo camera [31], or Kinect [32]. In this paper, we focus on hand detection and tracking solely based on a single, static camera feed, which is a non-invasive and low-cost solution, leading to a convenient, computer-vision-based system.

The product developed in this work is capable of both effectively detecting human hands without building a hand model, but instead applying pixel thresholding based on a skin-colour model, and efficiently tracking an individual’s hand movement based on the foreground blob and background subtraction information. This HD system could be used for numerous real-world purposes, and in particular for medical applications.

The original contribution of our work is twofold and consists in the design and development of a new hand detection and tracking system based on features such as colour and motion as well as in a study of the colour skin appearance within YCbCr colour space.
The paper is structured as follows. In Section II, we present our hand detection and tracking (HD) system, while in Section III we report and discuss the carried out experiments which results show the developed HD system has excellent performance on real-world video datasets. Conclusions are drawn up in Section IV.

II. OUR METHOD

The developed HD system as depicted in Fig. 1 uses skin-colour thresholding as explained in Section II-A. Foreground detection and background subtraction are described in Section II-B. Head detection is computed in order to discard that region to improve hand detection accuracy in case of full-body tracking as mentioned in Section II-C. Moreover, the fusion of all the computed information to detect the hands as well as the tracking process of the hand are presented in Section II-D.

A. Skin-Colour Detection

Let us consider a colour image or video frame \( I(x, y) \) with \( M \) and \( N \), its width and height, respectively.

At first, our system performs skin thresholding [33]. Among major colour spaces such as RGB [34], HSV [35], or YIQ [36], our system uses YCbCr colour space for thresholding to distinguish between skin and non-skin colours. Indeed, the YCbCr colour space is the most popular choice in skin-colour detection methods, because its luminance component \( Y \) as well as chrominance components \( Cb \) and \( Cr \) are separated and could be easily computed from RGB values [37]. This RGB-YCbCr transformation possibility as well as the explicit separation of luminance and chrominance components, which furthermore brings some degree of robustness to illumination variations [38], make this colour space attractive for skin-colour modeling [39].

Moreover, YCbCr colour space is used in our work due to the fact it has a good skin feature clustering as different human skin colours from different races fall in a compact region in the YCbCr colour space [40]. On the opposite, the RGB colour space, which is the basic colour space of image processing, cannot be segmented by simple thresholding [41], because RGB colour space has perceived non-uniformity [42]. Although it may be possible to detect one skin colour using other colour spaces, it would not be possible to detect with the RGB colour space the perceived colour of human skin which varies greatly across human races or even between individuals of the same race. So, to increase invariance against illumination variability, our HD system operates in the YCbCr colour space in order to approximate the chromaticity of skin rather than its apparent colour value.

Indeed, in our system, the distribution of skin pixels values is highlighted based on Cb and Cr components [40] as an additional threshold conditions reported in Fig. 2, whereas the luminance component is eliminated to remove the effect of shadows, illumination changes, and modulations of orientation of the skin surface relative to the light source(s) [38].

\[
F(x, y) = \begin{cases} 
1 & \text{if } |F_f(x, y) \cup F_b(x, y)| = 1, \\
0 & \text{otherwise},
\end{cases} 
\]

with

\[
F_f(x, y) = \begin{cases} 
1 & \text{if } |I_k(x, y) - I_{k-1}(x, y)| > tf, \\
0 & \text{otherwise},
\end{cases} 
\]

B. Foreground Detection

To extract the foreground blob, we combine frame difference and background subtraction techniques [44]. This consists in computing in parallel, on one hand, the difference between a current frame \( I_k(x, y) \) and the previous one \( I_{k-1}(x, y) \), and on the other hand, the difference between the current frame \( I_k(x, y) \) and a background model of the scene, and afterwards, to combine both results in order to extract the foreground in the corresponding view [44]. It is worth noting that background subtraction is based on the assumption that the camera does not move with respect to the static background.

To model the background, we adopt the running Gaussian average (RGA) [45], which is suitable for real-time tracking, and which is characterized by the mean \( \mu_b \) and the variance \( (\sigma_b)^2 \).

Hence, the foreground is determined by

\[
F(x, y) = \begin{cases} 
1 & \text{if } |F_f(x, y) \cup F_b(x, y)| = 1, \\
0 & \text{otherwise},
\end{cases} 
\]

with

\[
F_f(x, y) = \begin{cases} 
1 & \text{if } |I_k(x, y) - I_{k-1}(x, y)| > tf, \\
0 & \text{otherwise},
\end{cases} 
\]
and
\[
F_b(x,y) = \begin{cases} 
1 & \text{if } |I_k(x,y) - \mu_b| > n \cdot \sigma_b, \\
0 & \text{otherwise,} 
\end{cases} 
(5)
\]

where $t$ and $n \in \mathbb{N}_0$ are the thresholds for frame difference and background subtraction processes, respectively [44].

Finally, to compute a blob defined by labeled connected regions, morphological operations [4], [46], such as dilation, filling, etc. are applied to the extracted foreground $F$, in order to exploit the existing information on the neighboring pixels, in the frame:
\[
f(x,y) = \text{Morph}(F(x,y)). 
(6)
\]

C. Face Detection

Face detection is performed using the lighting-variable AdaBoost algorithm [28], relying on global image intensity [28] and Haar-like features [47] rather than face skin-colour as in [48], in order to robustify the HD system against illumination changes.

Hence, based on the gray image $I_g(x,y) = 0.299 R(x,y) + 0.587 G(x,y) + 0.114 B(x,y)$, the average value $I_{gAVG}$ of the global image intensity is defined as
\[
I_{gAVG} = \frac{1}{M N} \sum_{x=1}^{M} \sum_{y=1}^{N} I_g(x,y), 
(7)
\]

while local Haar-like features $f$ [47] encode the existence of oriented contrasts between regions in the processed image, and are computed by subtracting the sum of all the pixels of a subregion of the local feature from the sum of the remaining region of the local feature using the integral image representation $I_I(i,j)$ which is defined as follows:
\[
I_I(i,j) = I_I(i-1,j) + I_I(i,j-1) - I_I(i-1,j-1) + I(i,j), 
(8)
\]

where $I(i,j)$ is the pixel value of the original image at the position $(i,j)$.

This detection system requires a training phase during which it builds strong classifiers based on cascades of weak classifiers [28]. In particular, to form a $T$-stage cascade, $T$ weak classifiers are selected using the AdaBoost algorithm [47]. In fact at a $t$ stage of this cascade, a sub-window $u$ of an image from the training set is computed by Eq. (8) and it is passed to the corresponding $t^\text{th}$ weak classifier. If the region is classified as a non-face, the sub-window is rejected. If not, it is passed to the $t+1$ stage, and so forth. Consequently, more stages the cascade owns, more selective it is, i.e. less false positive detections occur. However, that could lead to the increase in the number of false negative detection.

In order to select at each $t$ level (with $1 < t < T$) the best weak classifier, an optimum threshold $\theta_t$ is computed by minimizing the classification error due to the selection of a particular Haar-like feature value $f_r(u)$. The resulting weak classifier $k_t$ is thus obtained as follows:
\[
k_t(u, f_r, p_t, \theta_t) = \begin{cases} 
1 & \text{if } p_t f_r(u) < p_t \theta_t, \\
0 & \text{otherwise,} 
\end{cases} 
(9)
\]

where $p_t$ is the polarity indicating the direction of the inequality.

Then, a strong classifier $K_T(u)$ is constructed by taking a weighted combination of the selected weak classifiers $k_t$ according to
\[
K_T(u) = \begin{cases} 
1 & \text{if } \sum_{t=1}^{T} \alpha_t k_t(u) \geq \frac{1}{2} \sum_{t=1}^{T} \alpha_t, \\
0 & \text{otherwise}, 
\end{cases} 
(10)
\]

where $\frac{1}{2} \sum_{t=1}^{T} \alpha_t$ is the AdaBoost threshold and $\alpha_t$ is a voting coefficient computed based on the classification error in each stage $t$ of the $T$ stages of the cascade [47].

Next, the lighting-adaptable strong super-classifier $K(u)$ is defined as
\[
K(u) = \begin{cases} 
K_L(u) & \text{if } I_{gAVG} > I_{ghi}, \\
K_D(u) & \text{if } I_{gAVG} \leq I_{ghi}, 
\end{cases} 
(11)
\]

where $I_{ghi}$ is the global image intensity threshold and where $D$ and $L$ (with $D \geq L$) are the numbers of the weak classifiers for dark and light images, respectively.

In this way, the system allows to automatically select the number of stages of the AdaBoost cascade accordingly to the lighting conditions expressed in Eq. (11) by $I_{gAVG}$ and could be applied on any new input frame [28].

D. Hand Detection and Tracking

Information fusion between the skin-colour detection, foreground detection, and additional face detection is performed in order to detect the hand(s) as illustrated in Fig. 1. Indeed, the skin detection (Section II-A) allows the HD system to remove the forearm from the detected foreground (Section II-B), while the hand blob complements the skin-detected region in order to have a precise detection of the human hand(s) as shown in Fig. 3 (d). In case a face is detected (Section II-C) in a frame containing the full body, this head region is discarded to avoid confusion between regions containing skin colour and to extract only hands’ regions as in Fig. 4 (d).

As the detection method is fast enough to operate at image acquisition frame rate, it can be used for hand tracking. Tracking hands is difficult since hands can move very fast and their appearance can change vastly within a few frames. Tracking hands is defined in the HD system as the frame-to-frame correspondence of the segmented hand regions (see Fig. 1). Tracking provides the inter-frame linking of hand/finger appearances. This provides trajectories of features in time. These trajectories convey essential information regarding the gesture [38] and might be used either in a raw form (e.g. in hand-guided control applications) or after further analysis (e.g. in hand gesture recognition).

III. EXPERIMENTS AND DISCUSSION

Our HD system and its components have been tested on real-world videos captured at 25f/s and with a resolution of 640x360 pixels. All the experiments have been carried out on a computer with an Intel Core (TM) 2 Duo CPU @2.5GHz processor, with a 2Gb RAM, and running MatLab software.
A. Experiment 1

The first experiment consists in skin-colour detection and it evaluates the colour distributions from the hand in order to improve overall detection performance as illustrated in Fig. 2. Indeed, in the YCbCr colour space, Cb and Cr channels are employed owing to their relative insensitivity to the lighting variations [49].

In test 1, decreasing both $c_1 - c_3$ and $c_4 - c_6$ coefficient
demonstrated no positive changes to that of the original
values. Lighter skin tones are not as visible and darker ones have not particularly changed. Once again, this can be demonstrated within frame results as, in this case, half of the hand seems missing in some frames. In test 5, this model accepts a wide range of skin colours, although it can be seen within the skin colour palette that it has had issues with detecting darker skin regions. In test 6, most of skin regions of the palette have been detected. However, within the frames tested, one can see that less of the hand is detected. Within test 7, darker regions have had minimal change between this and the original palette, but it is the lighter skin tones that have lost parts. This is demonstrated within the frame results as the hand in some frames becomes barely visible. In test 8, it is noticeable that the detection of darker region has increased, although it has also decreased detected regions within lighter skin tones. This can also be highlighted within the same test on the running frames, as in many parts of the hands, detection is missed. In test 9, by increasing both $c_1 - c_3$ and $c_4 - c_6$ coefficient
values at the same time, there is a decrease within the detection of lighter skin tones and an increase in detection of darker skin tones. However, it is very prone to noise as demonstrated within each of the tested frames.

Finally, the adopted model is the one from the test 5, since the palette has been well respected and the hand has been the most clearly detected in all frames.

B. Experiment 2

Experiment 2 considers the hand detection in sequences without visible face. So, it tests the skin-colour detection and the foreground detection as well as the fusion of the related information for the hand detection.

Moreover, the background noise removal value was tested between the range of 0 and 1000, and morphological methods were also attempted. The skin colour was set to range of values in proportion to standard skin colours as described in Section III-A, the challenge being to detect darker shades of skin, nails, red tints within skin and shadows.

Results demonstrate the effectiveness of our HD system, since at all time the hand (Fig. 3(a)) is correctly detected (Fig. 3(d)), leading to 100% accuracy. Figure 3 clearly shows the blobs of the skin-detected wrist (Fig. 3(b)) and the foreground forearm (Fig. 3(c)) as well as the combined final result provind the detected hand (Fig. 3(d)) in each frame.

C. Experiment 3

The third experiments are testing the entire HD system for scenarios where other commonly visible, skin-colour-like body parts appear in the frames (Fig. 4(a)), the face for instance. Hence, the HD system computes the skin colour objects (Fig. 4(b)), the foreground (Fig. 4(c)) as well as the face (Fig. 4(d)) which is detected within the frame by the lighting-variation-robust cascade object detector. Then, the HD system uses this information to remove the detected face blob, while the remaining skin-colour objects and the foreground are combined together in order to allow accurate hand detection (Fig. 4(e)).

The hand itself has been detected at all times, which gives a 100% detection rate, which is an excellent results compared to typical values for hand detection using blob approach (96.77%) [50], Histogram of Gradient (HOG) method (94.40%) [51], and Skin Colour Histogram of Gradient (SCHOG) technique (97.80%) [51]. Moreover, the running time of our overall HD system has been assessed, and it allows real-time hand tracking.

IV. CONCLUSIONS

The human hand has crucial importance to many actions that may occur in a person’s day-to-day life, e.g. person-to-person interactions or person-to-object interactions. Hence, this paper focuses on the automatic detection of hands, with the use of background subtraction, foreground detection, and skin-colour thresholding methods. With these techniques combined, our HD system is capable of detecting human hands in a number of different scenarios such as person hand detection and tracking for Parkinson’s disease diagnosis or for stroke recovery monitoring. Other potential applications could be 3D hand tracking [52] and gesture control for serious game [53], HRI and rehabilitation interactions [54] as well as individual finger processing for sign-language communication between deaf/non-deaf people [55].
Fig. 4. Samples of our HD system for (a) input frame; (b) skin-colour detection; (c) foreground detection; (d) face detection; (e) hand detection.
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Abstract—We deal with the problem of initial analysis of data coming from evaluation sheets of subjects with Autism Spectrum Disorders (ASDs). In our research, we use an original evaluation sheet including questions about competencies grouped into 17 spheres. In the paper, we are focused on a feature selection problem. The main goal is to use appropriate data to build simpler and more accurate classifiers. The feature selection method based on random forest is used.

I. INTRODUCTION

AUTISM is a brain development disorder that impairs social interaction and communication, and causes restricted and repetitive behaviors. Autism spectrum disorders can dramatically affect a child’s life, as well as that of their families, schools, friends and the wider community.

The main aim of our research is to adapt computational intelligence methods for computer-aided decision support in diagnosis and therapy of persons with ASDs. In the first step of our research, we are interested in initial analysis of data coming from evaluation sheets of subjects with ASDs. The evaluation sheet, we use in the research, is an original sheet including questions (more than 300) about competencies of the subjects grouped into 17 spheres, among others, self-service, communication, cognitive, physical, as well as the sphere responsible for functioning in the social and family environment.

An initial analysis is focused on the data preprocessing step. The preprocessing data can be used to build simpler and more accurate classifiers. It is obvious, that an increasing number as well as complexity of classification rules make it difficult to be validated by domain experts. Experiments showed that in case of our evaluation sheet, over 300 features corresponding to questions (even divided into spheres) lead to less accurate classifiers with complex classification rules. Therefore, there is an important problem to select appropriate data to build (train) classifiers. In general, there is a variety of data preprocessing operations concerning both cases (instances) and features in datasets (cf. [1], [2], [3]). In [4], our consideration was focused on the case selection problem. Now, we deal with the feature selection problem.

Efficient analysis and retrieval of regularity from data is an extremely important task in the case of aggregation of vast amounts of data. Data mining processes are exposed to many aspects which cause failures. The large number of objects and variables, insignificance of some variables for the classification, interdependencies between some part of variables, uneven distribution of target classes, and other difficulties are the reason to develop methods for effective selection of significant feature subsets.

There are three major categories of feature selection methods: filter, wrapper and embedded methods. The first one scores variables individually using different measures and eliminates some of them before a model is constructed [5]. In turn, wrapper methods investigate the prediction accuracy of a model directly measuring the value of a feature set. Although effective, the exponential number of possible subsets places computational limits for the wide data sets that are the focus of this work. The last type, embedded methods firstly develop a learning model and then analyze the model to estimate the relevance of a feature. Effects are dependent on methods used for model generation. During our experiments the Boruta algorithm [6] for feature selection was used.

Experiments showed that selected datasets enabled us to build simpler and more accurate classifiers, both decision tree based and rule based ones.

II. INPUT DATA

Experiments which test the relative effectiveness of our approach have been performed on data describing over 70 cases (subjects) classified into three categories: high-functioning (HIGH), medium-functioning (MEDIUM), or low-functioning (LOW) autism. Each subject has been evaluated using an original sheet including questions about competencies grouped into 17 spheres marked with Roman numerals (only spheres used in our experiments are listed):

- VI. Support for active communication.
- VII. Active communication concerning objects, people, parts of the body.
- VIII. Imitation, the length and complexity of the utterance.
- IX. Needs, emotions, moods.
- X. Object communication (the level of specific symbols).
- XI. Symbolic communication.
- XII. Requests.
- XIII. Choices.
- XIV. Communication in a pair (with a contemporary, with an adult).
- XV. Social communication competences.
- XVI. Communication in a group and in social situations (in a team, at school, in the closest social environment).
Fig. 2. Results of the feature selection process for sphere XVIII

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#All features</th>
<th>#Confirmed features</th>
<th>#Tentative features</th>
</tr>
</thead>
<tbody>
<tr>
<td>VI</td>
<td>18</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>VII</td>
<td>14</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>VIII</td>
<td>87</td>
<td>29</td>
<td>10</td>
</tr>
<tr>
<td>IX</td>
<td>51</td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td>X</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>XI</td>
<td>12</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>XII</td>
<td>9</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>XIII</td>
<td>14</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>XIV</td>
<td>13</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>XV</td>
<td>34</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>XVI</td>
<td>25</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>XVIII</td>
<td>6</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>XIX</td>
<td>7</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>XX</td>
<td>9</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>XXI</td>
<td>8</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>XXII</td>
<td>13</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>XXIII</td>
<td>13</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

- XVIII. Vocabulary.
- XIX. The degree of effectiveness of information.
- XX. The degree of motivation to communicate.
- XXI. The degree and type of hint in communication.
- XXII. Building the utterance - the degree of its complexity and functionality.
- XXIII. Dialogues.

Each case is described by over 300 features. Four values of features are possible, namely 0, 25, 50, and 100. They have the following meaning:

- 0 - not performed,
- 25 - performed after physical help,
- 50 - performed after verbal help/demonstration,
- 100 - performed unaided.

### III. Tools

To solve a feature selection problem, we have used the Boruta algorithm. This algorithm applies random forest to determine all-relevant feature subset from datasets. It was designed as a wrapper method. Trees are independently developed on different bagging samples of the training set. The importance estimation of an attribute is gathered as the loss of accuracy of classification caused by a random permutation of attribute values between objects. It is computed separately for all trees in the forest which use a given attribute for classification. After that, the average and standard deviation of the accuracy loss are computed. Thus, the Z score computed by dividing the average loss by its standard deviation can be used as an importance measure [6], [7]. Boruta separates attributes into three categories:

- confirmed,
- tentative,
- rejected.

Figures 1 and 2 show some examples of results of feature selection processes. The confirmed attributes are marked with green, tentative - with yellow, and rejected with red.

The datasets, after the feature selection processes, have been used to build decision tree and rule based classifiers.

For building classifiers, we have used two machine learning computer tools:

- RSES - a toolset for analyzing data with the use of methods coming from rough set theory [8].
- Orange - a comprehensive, component-based software suite for machine learning and data mining [9].

In RSES, we have used the LEM2 algorithm [10] for rule generation. LEM2 is most frequently used for rule induction. LEM2 explores the search space of feature-values pairs. It is based on lower and upper approximations of decision classes defined in rough set theory [11]. The expected degree of coverage of the training set by derived rules was set to 0.9. In a classification process, conflicts were resolved by standard voting (each rule has as many votes as supporting cases).

In Orange, we have used an algorithm for generation of decision trees based on the Gini criterion [1]. The following values of pruning parameters were set:

- minimum instances in leaves: 2,
- limit of the depth: 100.
IV. RESULTS

In this section, we give selected results of experiments with the Boruta feature selection algorithm and classification algorithms (the algorithm of decision tree generation implemented in Orange and the LEM2 algorithm for rule generation implemented in RSES).

In our experiments, each data set has been treated separately. It enabled us to assess the evaluation sheet with respect to individual spheres. The results can be used in further development of the sheet. In the future, any adding, removing, and modifying of questions are allowed. Especially, the questions corresponding to rejected features should be checked.

Table I shows the effects of applying a feature selection procedure in terms of a number of features. Next, we present the results of assessment of classifiers for selected datasets (spheres), see Figures from 3 to 8. To estimate the accuracy of classifiers, ten-fold cross-validation method was used.

In case of complexity of classifiers, we have taken into consideration:
- a number of rules and mean of rule premise length (for a rule based classifier),
- a number of nodes and a number of leaves (for a decision tree based classifier).

In general, a feature selection procedure in the preprocessing step causes the decrease in the complexity of classifiers. In case of decision trees, a feature selection procedure positively influences the classification accuracy. In the case of rules generated by LEM2, taking into consideration the confirmed and tentative features seems to be more appropriate.

V. CONCLUSIONS AND FURTHER WORK

In the paper, we have examined the Boruta algorithm to solve the feature selection problem for data coming from evaluation sheets of subjects with Autism Spectrum Disorders (ASDs). Simultaneously our research is also focused on the case selection problem [4]. Our main goal is to create hybrid
classifiers combining a wide range of approaches that will be implemented in a dedicated computer tool supporting diagnosis and therapy of persons with ASDs.
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Abstract—Body surface area (BSA) may be computed using a variety of formulas, but the computed BSA differs from real BSA values for particular subjects. This is presented in the paper by computing BSA values for selected subject and comparing them to the real BSA value obtained with the use of a 3D body scanner. The results show inequalities in the relevant BSA computing formulas. Hence, there is a need to determine a method that will allow to select the best formula for calculating BSA in a particular case. For this purpose, the pairwise comparisons (PC) method is suggested. This article presents a proposition of using consistency-driven PC, as well as the basic and most important aspects of using PC to determine the appropriate BSA calculation formula.

I. INTRODUCTION

During the last century, many different body surface area (BSA) formulas have been developed for use as the indicator of patient-focused health outcomes [1]. Commonly used BSA formulas had been reported as having different properties and accuracy in determination of real BSA values.

BSA is a parameter commonly used in medicine, mainly in oncology and burns treatment [1], [2]. It is crucial to determine the exact BSA value of the patient with minimal error using only the knowledge of patient’s height and weight. Height and weight can be relatively easy to obtain especially when working under time pressure, which makes those factors suitable for medical examination. The existing methods used to compute BSA prove to be inaccurate and may cause ineffective chemotherapy or burns treatment. This article presents a proposition for evaluation and selection of appropriate BSA formula. The consistency-driven pairwise comparisons (PC) method is proposed to be used as an examination method for choosing a BSA formula for individuals based on a series of weighted parameters. Pairwise comparisons were also used in [3]–[5].

II. BSA CALCULATION METHODS

Since 1879 many BSA calculation formulas were developed, 25 of which are most common. To determine the BSA value these formulas use the patient’s weight \( W \) (in kilograms) and in most cases also patient’s height \( H \) (in centimetres). The formulas under question are listed in Table I.

III. BSA CALCULATION ERRORS

The early BSA calculation formulas were developed using different coating methods in order to obtain the patient’s real BSA value. The accuracy of the methods depended not only on the type of mathematical approximation but also on the quality of the measuring methods. In the process of obtaining real BSA values the authors used subjects from a limited range of race, sex, and age, often generalizing the outcome BSA formula for an entire population.

In modern times, different methods of obtaining real BSA values were used. Still, when using the BSA calculation formulas the computed BSA values for the same patient vary in an extensive way. The results are not equal and differ one from another. This should not surprise when using old calculation formulas, but this regularity is true even for modern formulas.

To elucidate this phenomena a real BSA value was obtained from a female patient with the use of a body scanning device, specifically build for the purpose of scanning human bodies and obtaining high precision BSA. The scan was performed...
TABLE I
BODY SURFACE AREA FORMULAS CONSIDERED

<table>
<thead>
<tr>
<th>Authors</th>
<th>Formula</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meeh (1879)</td>
<td>$0.1053 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>6</td>
</tr>
<tr>
<td>DuBois &amp; DuBois (1916)</td>
<td>$0.007184 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>7</td>
</tr>
<tr>
<td>Faber &amp; Melcher (1921)</td>
<td>$0.00785 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>8</td>
</tr>
<tr>
<td>Takahira (1925)</td>
<td>$0.007246 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>9</td>
</tr>
<tr>
<td>Breitmann (1932)</td>
<td>$0.00877 \cdot (W + H) - 0.26$</td>
<td>10</td>
</tr>
<tr>
<td>Boyd (1935)</td>
<td>$0.0002207 \cdot (W - 1000)^{0.7285} - 0.00883 \cdot W^{0.425}$</td>
<td>11</td>
</tr>
<tr>
<td>Stevenson (1937)</td>
<td>$0.0128 \cdot W + 0.0061 \cdot H - 0.1529$</td>
<td>12</td>
</tr>
<tr>
<td>Sendroy &amp; Cecchini (1954)</td>
<td>$0.0097 \cdot (W + H) - 0.545$</td>
<td>13</td>
</tr>
<tr>
<td>Banerjee &amp; Sen (1955)</td>
<td>$0.007466 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>14</td>
</tr>
<tr>
<td>Chou (1956)</td>
<td>$0.005902 \cdot W^{0.407} \cdot H^{0.776}$</td>
<td>15</td>
</tr>
<tr>
<td>Mehra (1958)</td>
<td>$0.01131 \cdot W^{0.492} \cdot H^{0.646}$</td>
<td>16</td>
</tr>
<tr>
<td>Banerjee &amp; Bhattacharya (1961)</td>
<td>$0.007 \cdot W^{0.425} \cdot H^{0.725}$</td>
<td>17</td>
</tr>
<tr>
<td>Fujimoto et al. (1968)</td>
<td>$0.008883 \cdot W^{0.444} \cdot H^{0.663}$</td>
<td>18</td>
</tr>
<tr>
<td>Gehan &amp; George (1970)</td>
<td>$0.0235 \cdot W^{0.51456} \cdot H^{0.42246}$</td>
<td>19</td>
</tr>
<tr>
<td>Haycock et al. (1978)</td>
<td>$0.024265 \cdot W^{0.5378} \cdot H^{0.3964}$</td>
<td>20</td>
</tr>
<tr>
<td>Mosteller (1987)</td>
<td>$\sqrt{W \cdot H}$</td>
<td>21</td>
</tr>
<tr>
<td>Mattar (1989)</td>
<td>$(W + H) / 100$</td>
<td>22</td>
</tr>
<tr>
<td>Nwoye (1989)</td>
<td>$0.001315 \cdot W^{0.262} \cdot H^{0.2139}$</td>
<td>23</td>
</tr>
<tr>
<td>Shater &amp; Aslani (2000)</td>
<td>$0.00949 \cdot W^{0.441} \cdot H^{0.655}$</td>
<td>24</td>
</tr>
<tr>
<td>Livingston &amp; Lee (2001)</td>
<td>$0.1173 \cdot W^{0.646}$</td>
<td>25</td>
</tr>
<tr>
<td>Tikkuwss (2001)</td>
<td>$0.01281 \cdot W^{0.44} \cdot H^{0.6}$</td>
<td>26</td>
</tr>
<tr>
<td>Nwoye &amp; Al-Sheri (2003)</td>
<td>$0.02036 \cdot W^{0.427} \cdot H^{0.516}$</td>
<td>27</td>
</tr>
<tr>
<td>Yu, Lo, Chiu (2003)</td>
<td>$0.015925 \cdot W^{0.425}$</td>
<td>28</td>
</tr>
<tr>
<td>Schlich (2010)</td>
<td>$0.0005274979 \cdot W^{0.38} \cdot H^{1.24}$</td>
<td>29</td>
</tr>
<tr>
<td>Yu, Lin, Yang (2010)</td>
<td>$0.00713989 \cdot W^{0.404} \cdot H^{0.7437}$</td>
<td>30</td>
</tr>
</tbody>
</table>

with the use of Artec Eva 3D Scanner. The testes subject was a young 22-year-old female, of a body height of 171 cm and weight of 55.8 kg (Fig. 1a). After obtaining her real BSA value (1.633 m²), formulas presented in Table I were used to calculate individual BSA values. The results are shown in Fig. 1b. For most cases the results are greatly inconsistent with the real BSA value. The calculated BSA values span from 1.538 m² (for the Meeh method) to 1.937 m² (for the Nwoye method). Fig. 2 presents percentage values of errors between the real BSA value obtained through scanning and the formulas shown in Table I. The errors show that in most cases the formulas indicate BSA values lower than the real one. When taking into consideration the Meeh and Nwoye formulas, the maximum error that can be made in calculating BSA is 24.46%. Therefore, it is important to develop the best method to select the right BSA calculation formula. For this purpose the PC model was selected.

IV. DEFINITION OF WEIGHTS USED FOR BSA FORMULA SELECTION

The PC method requires describing weights that are used in the selection process. They should be distinctive to the analysed process and represent the subjective assessment performed by a specialist (e.g., a physician) on the scale from 0 to 5.

In the research process all scanned subjects can be divided to five groups based on their physique, age or medical history: normal, obese, after/during chemotherapy, elderly, and children. To each of these groups five factors are used in order to describe individual patients: degree of obesity, height to volume ratio, anthropological ancestry and race, type of body physique (athletic, deformed or similar), and degree of skin corrugation. The above mentioned classification and rating process is shown in Fig. 4.

V. THE PC METHOD PRELIMINARIES

The pioneer of PC is Condorcet [34]. He used PC in 1785 in the context of counting political ballots. In 1860, however, Fechner provided further, yet limited, psychometric information about this method. By way of refining the method, Thurstone [36] described the PC method as a statistical analysis and proposed a solution. In 1977 Saaty [37] introduced a hierarchy instrument for practical applications.

The PC method is outlined in Appendix A [31]–[33], [39]. It creates a matrix $A$ of values $a_{ij}$ of the $i$-th candidate (or alternative) compared with the $j$-th candidate. A scale $[1/c, c]$
Fig. 1. BSA of a selected patient. a: 3D model of the patient. b: Calculated BSA values. The red line indicates the real BSA.

Fig. 2. Percentage error between the real BSA for a selected patient and BSA values calculated using the formulas shown in Table I.

Fig. 3. Percentage error between the real BSA for a selected patient and BSA values calculated using the formulas shown in Table I for 42 patients.
is used for $i$ to $j$ comparisons where $c > 1$ is a small real number (5 to 9 in most practical applications). It is usually assumed that all the values $a_{ij}$ on the main diagonal are equal to 1.

Using a scale of 1 to 5, the relative importance of each of the five groups are entered and objects are compared in the smallest subgroup. For example, degree of obesity and height to volume ratio are compared to each other in the subgroup and given 4 out of 5 (which can be changed for every clinical case to which this instrument is applied). In the case of inconsistency of the resulting matrix, the following formula [32] can be applied:

$$ii = \min(|1 - a_{ij}/(a_{ik} \cdot a_{kj})|, |1 - a_{ik} \cdot a_{kj}/a_{ij}|)$$

for $i = 1, j = 2, \text{ and } k = 3$ (1)

An example of a PC table of criteria and the selection process is presented in Fig. 5. The above presented factors are compared and relevant comparison values are assigned. Then the summed up weights of particular rows are compared with each other, thus providing an indicator for which of the tested solution is the best in the case.

As explained by Koczkodaj [32], [39], the weights $w_1$ to $w_5$ are computed as normalized geometric means of the matrix rows. The example is presented to illustrate the method, not the real instrument.

VI. CONCLUSION

BSA is often a major factor in determining the course of treatment. A series of formulas to simplify the process have been developed throughout the years. However, the choice of a particular formula is a difficult task. Therefore, there is a need to develop additional methods to help in the selection of an appropriate formula for individuals.

Although the PC method was originally used over 200 years ago, it has not been utilised to refine the properties of quality of life instruments. The method can strengthen the BSA calculation instrument by providing an additional layer of selection.

Evidently, not all objects on the BSA instrument are of equal importance. Appreciation of their relative differences adds to the measure’s precision. The inconsistency analysis further strengthens the measure by bringing the most problematic but often crucial comparisons of the instrument items. A challenge to the multiple experts in this tool’s development can be “averaging” their individual assessments in the assumed model. Clinical trials and statistical analysis need to follow the model enhancement.

The proposition presented in this paper show that it is possible to use the pairwise comparison in order to select a BSA calculation formula conformed to a specific situation. The enhancement may be a challenging undertaking for years to come. Refinement of the BSA may improve understanding of physiology as well as improve health care professional practices in their efforts to assess quality of life.
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A CONCEPTION OF PAIRWISE COMPARISONS MODEL FOR SELECTION OF APPROPRIATE BODY


APPENDIX A

BASIC CONCEPTS OF PAIRWISE COMPARISONS

An n by n pairwise comparisons matrix is defined as a square matrix \( A = [a_{ij}] \) such that \( a_{ij} > 0 \) for every \( i, j = 1, \ldots, n \). Each \( a_{ij} \) expresses a relative preference of criterion (or stimulus) \( s_i \) over criterion \( s_j \) for \( i, j = 1, \ldots, n \) represented by numerical weights (positive real numbers) and \( w_i \) and \( w_j \) respectively. The quotients \( a_{ij} = w_i/w_j \) form a pairwise comparisons matrix:

\[
A = \begin{bmatrix}
1 & a_{12} & \cdots & a_{1n} \\
1/a_{12} & 1 & \cdots & 1/a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
1/a_{1n} & 1/a_{2n} & \cdots & 1
\end{bmatrix}
\]

A pairwise comparisons matrix \( A \) is called reciprocal if \( a_{ij} = 1/a_{ji} \) for every \( i, j = 1, \ldots, n \) (then automatically \( a_{ii} = 1 \) for every \( i = 1, \ldots, n \) because they represent the relative ratio of a criterion against itself). A pairwise comparisons matrix \( A \) is called consistent if \( a_{ij} \cdot a_{jk} = a_{ik} \) holds for every \( i, j, k = 1, \ldots, n \) since \( w_i/w_j \cdot w_j/w_k \) is expected to be equal to \( w_i/w_k \). Although every consistent matrix is reciprocal, the converse is not generally true. In practice, comparing of \( s_i \) to \( s_j, s_j \) to \( s_k \), and \( s_i \) to \( s_k \) often results in inconsistency among the assessments in addition to their inaccuracy; however, the inconsistency may be computed and used to improve the accuracy.

The first step in pairwise comparisons is to establish the relative preference of each combination of two criteria. A scale from 1 to 5 can be used to compare all criteria in pairs. Values from the interval \([1/5, 1] \) reflect inverse relationships between criteria since \( s_i/s_j = 1/(s_j/s_i) \). The consistency driven approach is based on the reasonable assumption that by finding the most inconsistent judgments, one can then reconsider one’s own assessments. This in turn contributes to the improvement of judgmental accuracy. Consistency analysis is a dynamic process which is assisted by the software.
The central point of the inference theory of the pairwise comparisons is Saaty’s Theorem [37], which states that for every \( n \) by \( n \) consistent matrix \( A = [a_{ij}] \), there exist positive real numbers \( w_1, \ldots, w_n \) (weights corresponding to criteria \( s_1, \ldots, s_n \)) such that \( a_{ij} = w_i/w_j \) for every \( i, j = 1, \ldots, n \). The weights \( w_i \) are unique up to a multiplicative constant. Saaty (1977) also discovered that the eigenvector corresponding to the largest eigenvalue of \( A \) provides weights \( w_i \) which we wish to obtain from the set of preferences \( a_{ij} \). This is not the only possible solution to the weight problem. In the past, a least squares solution was known, but it was far more computationally demanding than finding an eigenvector of a matrix with positive elements. Later, a method of row geometric means was proposed (Jensen, 1984), which is the simplest and most effective method of finding weights. A statistical experiment demonstrated that the accuracy, that is, the distance from the original matrix \( A \) and the matrix \( AN \) reconstructed from weights with elements \( [a_{ij}] = [w_i/w_j] \), does not strongly depend on the method. There is, however, a strong relationship between the accuracy and consistency. Consistency analysis is the main focus of the consistency driven approach.

An important problem is how to begin the analysis. Assigning weights to all criteria (e.g., \( A = 18, B = 27, C = 20, D = 35 \)) seems more natural than the above process. In fact it is a recommended practice to start with some initial values. The above values yield the ratios: \( A/B = 0.67, A/C = 0.9, A/D = 0.51, B/C = 1.35, B/D = 0.77, C/D = 0.57 \). Upon analysis, these may look somewhat suspicious because all of them round to 1, which is of equal or unknown importance. This effect frequently arises in practice, and experts are tempted to change the ratios by increasing some of them and decreasing others (depending on knowledge of the case). The changes usually cause an increase of inconsistency which, in turn, can be handled by the analysis because it contributes to establishing more accurate and realistic weights. The pairwise comparisons method requires evaluation of all combinations of pairs of criteria, and can be more time consuming because the number of comparisons depends on \( n^2 \) (the square of the number of criteria). The complexity problem has been addressed and partly solved by the introduction of hierarchical structures [37]. Dividing criteria into smaller groups is a practical solution in cases in which the number of criteria is large.

**Appendix B**

**Consistency Analysis**

Consistency analysis is critical to the approach presented here because the solution accuracy of **not-so-inconsistent** matrices strongly depends on the inconsistency. The consistency driven approach is, in brief, the next step in the development of pairwise comparisons.

The challenge to the pairwise comparisons method comes from a lack of consistency in the pairwise comparisons matrices which arises in practice. Given an \( n \) by \( n \) matrix \( A \) that is not consistent, the theory attempts to provide a consistent \( n \) by \( n \) matrix \( AN \) that differs from matrix \( A \) “as little as possible”. In particular, the geometric means method produces results similar to the eigenvector method (to high accuracy) for the ten million cases tested. There is, however, a strong relationship between accuracy and consistency.

Unlike the old eigenvalue based inconsistency, introduced in [37], the triad based inconsistency locates the most inconsistent triads [32]. This allows the user to reconsider the assessments included in the most inconsistent triad.

Readers might be curious, if not suspicious, about how one could arrive at values such as 1.30 or 1.50 as relative ratio judgments. In fact the values were initially different, but have been refined and the final weights have been computed by the consistency analysis. It is fair to say that making comparative judgments of rather intangible criteria (e.g., overall alteration and/or mineralization) results not only in imprecise knowledge, but also in inconsistency in our own judgments. The improvement of knowledge by controlling inconsistencies in the judgments of experts, that is, the consistency driven approach, is not only desirable but is essential.

In practice, inconsistent judgments are unavoidable when at least three factors are independently compared against each other. For example, let us look closely at the ratios of the four criteria \( A, B, C, \) and \( D \) in Figure C1. Suppose we estimate ratios \( A/B \) as 2, \( B/C \) as 3, and \( A/C \) as 5. Evidently something does not add up as \( (A/B) \times (B/C) = 2 \times 3 = 6 \) is not equal to 5 (that is \( A/C \)). With an inconsistency index of 0.17, the above triad (with highlighted values of 2, 5, and 3) is the most inconsistent in the entire matrix (reciprocal values below the main diagonal are not shown in Figure C1). A rash judgment may lead us to believe that \( A/C \) should indeed be 6, but we do not have any reason to reject the estimation of \( B/C \) as 2.5 or \( A/B \) as 5/3. After correcting \( B/C \) from 3 to 2.5, which is an arbitrary decision usually based on additional knowledge gathering, the next most inconsistent triad is \((5,4,0.7)\) with an inconsistency index of 0.13. An adjustment of 0.7 to 0.8 makes this triad fully consistent (5-0.8 is 4), but another triad \((2.5,1,9,0.8)\) has an inconsistency of 0.05. By changing 1.9 to 2 the entire table becomes fully consistent. The corrections for real data are done on the basis of professional experience and case knowledge by examining all three criteria involved.

An acceptable threshold of inconsistency is 0.33 because it means that one judgment is not more than two grades of the scale 1 to 5 away (an off-by-two error) from the remaining two judgments. There was no need to continue decreasing the inconsistency, as only its high value is harmful; a very small value may indicate that the artificial data were entered hastily without reconsideration of former assessments.
Abstract—The classification of leukocyte subtypes is a routine method to diagnose many diseases, infections, and inflammations. By applying an automated cell counting procedure, it is possible to decrease analysis time and increase the number of analyzed cells per patient, thereby making the analysis more robust. Here we propose a method, which automatically differentiate between two white blood cell subtypes, which are present in blood in the highest fractions. We apply generalized pseudo-Zernike moments to transfer morphological information of the cells to features and subsequently to a classification model. The first results indicate that information from the morphology can be used to obtain efficient automatic classification, which was demonstrated for the leukocyte subtype classification of neutrophils and lymphocytes. The approach can be extended to other imaging modalities, like different types of staining, spectroscopic techniques, dark field or phase contrast microscopy.

I. INTRODUCTION

WHITE blood cells (WBCs) are also called leukocytes. These cells protect the body from infections caused by viruses and other foreign invaders like bacteria or fungi, which make WBCs an important part of the immune system. Leukocytes are produced and derived from the bone marrow and circulate through the bloodstream. A change of the number of different WBC subtypes in the blood is utilized as marker for various diseases. Therefore a blood cell count is often utilized for a routine health examination or diagnosis of specific conditions of a patient. There are five major subtypes of WBCs [1],[2]:

- neutrophils (50-70%);
- lymphocytes (25-30%);
- monocytes (3-9%);
- eosinophils (0-5%);
- basophils (0-1%).

The ranges within the brackets display the percentage of the corresponding cell subtypes in the blood, which are typical ratios for a healthy person. There are various classification approaches, which can be roughly divided into manual and automated methods of cell classification.

The manual classification is performed by a pathologist through the subjective recognition of cell subtypes on microscopic images of stained cells. This type of analysis does not require complex equipment or highly specialized chemical reagents. To simplify the identification, cells are usually stained with the Kimura stain, which colors cell nuclei in blue. Manual differentiation between varying subtypes is accomplished based on characteristics of the cell morphology, like cell size, transparency, granularity, and the shape of the cell nucleus, which are the major differences between the subtypes. Manual classification is widely used in some specific cases of diagnosis and as a “gold standard” for scientific purposes. However, variation of cell morphology within the same cell subtype is very high, and manual classification efficiency is dependent on the pathologist’s qualification and experience.

On the other side, there are various automated classification methods, based on different physical and chemical characteristics of the cells. The main advantage of the automated devices is that they efficiently analyze large number of cells in a short time. Unfortunately, their analyzing workflows include very specific combinations of chemical and physical processes. The complexity of the analysis does not allow the design of a simple portable device. Therefore, automated blood cell counting machines are usually big and expensive.

An alternative approach is an automatic image analysis of microscopic images of stained cells. In a combination with a small camera this method can become a useful tool for doctors, providing them an instant access to the information about WBCs population at bedside of a patient. There are some studies that show efficient leukocyte identification [3],[4] and segmentation [5],[6] within microscopic images. However, these studies are focused on the leukocyte count without the classification of the leukocytes into subtypes. That leads to the loss of important information about the proportions of each cell subtype. In distinction to the mentioned studies, the current manuscript describes an algorithm for the classification...
of WBCs, focusing on the textural features analysis of single cell images.

The concept of the work is to extract quantitative features related to the cell morphology from the microscopic images. Subsequently, these features are used to train and evaluate a statistical model for cell subtype identification. Moreover, the same type of images as for manual classification is used, therefore, this approach allows a direct comparison to the “gold standard”. In order to use these images for an automated image analysis, standardization and preprocessing have to be carried out. However, during the pretreatment step, it is important to eliminate corrupting effects, such as uniformities in staining and lighting, but to keep the morphological information for further analysis steps.

The textural information extraction from preprocessed images can be carried out by various methods [7], [8]. However, image description by means of pseudo-Zernike (PZ) moments [9] was chosen for the cell subtype identification because it was proven to be a reliable method for the recognition of shapes [10], characters [11], [12], faces [13], [14], [15], and viruses [16]. An advantage of the representation by PZ-moments is that their absolute values are independent from image rotation, which is necessary due to random orientation of the cells on a microscopic slide. The PZ-moments are derived from PZ-polynomials, which are orthogonal to each other and can be used in further statistical analysis, thus an automated classification technique can be established.

The proposed automated cell classification method is aimed to combine the simplicity of the manual classification and the advantages of automatization. The approach is based on the analysis of images, which are similar to the images used for manual “gold standard” method and are produced by common microscopy from a blood sample after non-complicated preparation. On the other side, due to automatization, extremely short classification times and objectivity, comparable with a human observer, can be achieved.

II. MATERIALS AND METHODS

A. Sample preparation

Leukocytes were isolated from the venous blood of patients admitted to the intensive care unit with informed consent according to the Ethics Committee of the Jena University Hospital (Ethic vote n 4004-02/14). Briefly, 2.7ml of blood in ethylenediaminetetraacetic acid (EDTA) was drawn freshly from an existing catheter using the BD monovettes. In case of healthy donor, blood (about 100 µl) was collected from finger-tip using lancet. Red blood cell lysis was carried out by mixing the blood with an ammonium chloride solution with a ratio of 1:5 in a 50ml falcon tube. After 5 minutes of incubation at room temperature (RT), the mixture was centrifuged for 10 minutes at 400g at RT. The WBC pellet at the bottom of the falcon tube was collected by discarding the supernatant and suspending it in a phosphate buffer solution (PBS). The WBCs were chemically fixed with 4% formaldehyde for 10 minutes, followed by washing the cells successively with PBS and 0.9% NaCl. The cells were coated on slides using cytocentrifuge and stained with a Kimura staining solution (which stains only the cellular nucleus) and washed with distilled water. The slides were dried at RT and stored at 4 °C for maximum one hour until further use. The Kimura stained images of the WBCs (Fig. 1 a,b) were captured with an upright epifluorescence microscope (Axioplan 2, Carl Zeiss, Germany) equipped with an AxioCam HRc camera (Carl Zeiss, Germany). Images were acquired using Zeiss Axio Vert software (Carl Zeiss, Germany).

B. Calculations

All calculations reported in this work were carried out in GNU R (version 3.0.2) [17] running on a Windows 7 Professional 64-bit system (Intel® Core™ i5-4570 CPU @ 3.20 GHz 2.70 GHz with 8GB RAM). In addition to the base R package, which contains the input/output, basic programming support, and arithmetic functions, some more specific algorithms were utilized from other packages. For orthogonal moment analysis the “IM” package [18] was used. A support vector machine (SVM) classification model was built with the “e1071” package [19]. Parallel computing was obtained by functions from “foreach” [20] and “doParallel” [21] package. K-means clustering from the “stats” package [17] was utilized for the background removal. The functions for principal component analysis (PCA), nonlinear least squares estimation, and the fast Fourier transform (FFT) are all contained in the base package [17]. JPEG files were loaded into the R environment via the “jpeg” package [22].

Prior to analysis, each image was converted from sRGB color space to Lab color space, one of the most common color spaces for image analysis applications. It was chosen due to the fact that, unlike additive or subtractive color models (for example RGB or CMYK), it is not optimized for image representation on a screen or for printing, but is adapted to cover the entire range of colors distinguishable by the human eye and to match the perception of these colors. In this color space, a and b components are related to chromatic color values. The L component of Lab color space closely matches the human perception of lightness, which allows to expect that in this representation cell subtypes can be identified based on their morphology. The conversion of the color space was performed by base R function “convertColor”.

Subsequently to the color space conversion, other steps, such as noise reduction, background removal and intensity normalization were performed. The details of these preprocessing steps are described in the “Results and discussion” section.

C. Pseudo-Zernike (PZ) Moments

As mentioned previously, PZ-moments were chosen for feature extraction from the images. These orthogonal, complex-valued moments are defined on a unit disk and are widely used for pattern recognition. The PZ-moments can describe a 2-dimensional function on the unit circle. However, the function \( f(x, y) \) can represent an image if two arguments, \( x \) and \( y \), are related to a pixel position and the function value is related to
lightness or another color component in that pixel. The PZ-moments ($A_{nl}$) of an image on a unit disk are defined in radial coordinates by [23]:

$$A_{nl} = \frac{n + 1}{\pi} \int_0^{2\pi} \int_0^r [V_{nl}(r \cos \theta, r \sin \theta)]^* f(r \cos \theta, r \sin \theta) r dr d\theta.$$

In this equation $n = 0, \ldots, \infty$ represents the order, the repetition is denoted by $l \leq n$, and $f$ is the value related to the current pixel position: $0 \leq r \leq 1$ and $0 \leq \theta \leq 2\pi$ (polar coordinates of the pixel). $V_{nl}$ is the orthogonal set of complex-valued PZ-polynomials, which can be written as:

$$V_{nl}(r, \theta) = R_{nl}(r) e^{i\theta},$$

where $R_{nl}$ represents radial polynomials with integer coefficients $D_{n,m,s}$:

$$R_{nl}(r) = \sum_{s=0}^{n-|l|} D_{n,|l|,s} r^{(n-s)},$$

and

$$D_{n,m,s} = \frac{(-1)^s(2n + 1 - s)!}{s!(n - m - s)!(n + m - s + 1)!}.$$
the workflow presented here is applied to other imaging modalities, like holographic imaging and phase contrast microscopy, these variations are expected to be less significant. Therefore, the preprocessing procedure has to be modified individually for each microscopic imaging technique and classification task.

For the construction of the classification model based on image analysis, the measured cells were labeled according to the classification made by the pathologist. The labeled and preprocessed training data were subsequently divided into three batches for cross-validation of the model. This step of the workflow was of enormous importance for setting model parameters and estimating the model quality. Thereafter, it should not be underestimated.

Leave-batch-out-cross-validation of SVM classification was performed on the training data with different combinations of input variables. This cross-validation procedure was designed to avoid any relations between different batches of cells. Therefore, the data splitting into three batches was arranged so that the batch reflect the measurement dates and patient’s origin. Thus, the generalization performance for the prediction of an independent dataset is well estimated by the leave-one-patient-out-cross-validation. Consequently, classification models with various numbers of PZ-moments’ orders and principal components were compared. The variable selection was carried out according to the highest sensitivity for cross-validation of SVM classification model. The model with highest sensitivity was chosen as an optimal one and further used for the test data prediction.

Besides high identification efficiency, the proposed algorithm has to be suitable for real-life applications. Therefore, the workflow was optimized by parallelization of each single image loading, preprocessing, and calculation of the moments. Thereby, the parallelization on hardware with a multi-core processor should decrease the calculation time for a large amount of data roughly by a factor related to the number of calculation units. We chose the number of clusters for parallel calculation as one less than the number of processor cores, which was three for the PC on which the analysis was performed. During the preliminary study stage, the amount of data was relatively small, and thus, the parallelization of calculations had a negligible effect. However, despite the insignificant improvement on a small data set, parallelization is highly important for further applications and implementation of the algorithm, especially for the case if the number of analyzed cells is on the order of thousands.

C. Preprocessing

Examples of WBC images are shown in Fig. 1 a,b. As it can be seen by naked eye, differences between some images, which are not related to the cell’s morphology, occur. These fluctuations originate from the sample preparation procedure, which is simple and standardized. There are some systematic deviations between the cells of different patients, but also the images of cells from the same patient can differ due to the spatial alignment of the cells and non-uniform coloring of samples along microscopic slides. Moreover, parts of other cells are visible within some images and, additionally, other influences on the brightness, contrast, and tone are present on the microscopic images. To reduce the discussed corrupting effects, an advanced preprocessing has to be carried out before the feature extraction procedure.

According to the chosen concept of the analysis, it was important to keep the morphological features which can be distinguished visually. The automation of the preprocessing procedure took an important part in the development of the algorithm. The original images were stored in the standard sRGB representation, which is designed to display images in electronic systems, such as a computer’s screens. However, analysis of the color channels separately from each other can be problematic and leads to a high complexity of the classification model. Switching to a single component can be circumvented by applying a more convenient color space. As it was mentioned in “Materials and methods”, the lightness \( L \) of Lab color space is closely related to the human visual perception of images. In order to keep the features used for manual classification, the Lab color space was used in the further analysis. Moreover, the cells used for analysis were colored by Kimura staining, which highlights the cell nucleus in blue. Due to monochromatic coloring, all variations of the chromatic values are only related to the deviations of the sample preparation process and staining. Thus, related color components \((a \text{ and } b)\) were skipped and only the lightness

![Fig. 2. Schematic workflow of the presented algorithm and the model validation.](image-url)
was analyzed. However, for staining procedures which stain different cell organelles or cytoplasm in different colors, normalized $a$ and $b$ components should be also included in the analysis.

Due to high variations between different images, even for the single L-component, the automation of preprocessing took an important part in the analysis development. Pretreatment was aimed to decrease deviations of the features extracted from images within the same cell subtype and to increase the overall identification accuracy. Consequently, the background, or non-cell area of the images, was cut off via the unsupervised k-means clustering of lightness values within each image. In order to improve the background removal, an FFT-filter was applied to the images prior to the clustering. After the background removal, the lightness distribution within each cell was standardized by means of normalization to the unit interval and equalization of the histogram.

Subsequently to the lightness standardization of the images, a 2-dimensional Gaussian function was fitted to each cell image using nonlinear least squares. Based on the coefficients of the fitted function, centers and estimated radii were determined for each cell. As the next step, background-free images of the single cells were cropped according to the estimated cells’ radii. This procedure was performed, to preserve the full region of the stained nucleus with a cytoplasm area and to exclude regions of other cells, non-cell area, or unexpected artifacts which were present in some images outside of the cell area. After cropping, images were placed on frames with a determined preset size, which was chosen to fit the biggest cell expected among the analyzed cell subtypes: 13x13 μm, which was equivalent to 200x200 pixels. On this step the centers of the cells were also matched to the centers of the frames. Pretreated images are shown in Fig. 1 c,d.

D. Features extraction

As quantitative features which can be used to describe the morphology of cell images, the complex-valued pseudo-Zernike moments where chosen. However, the position of each individual cell on a slide is random and it is necessary to operate with rotationally independent features. Since the phase of the moment is related to the angular coordinate within the image plane, complex-valued moments were converted to absolute PZ-moments and then normalized to the zero-order moment. Therefore, invariants, which are not dependent on the image rotation and scale, were produced. These invariants skip all information about the phase (angular coordinate), and thus, the obtained variables are independent of the image rotation.

Unfortunately, as it is shown above in the “Materials and methods” section, the calculation of PZ-moments requires a double integration of a two-dimensional function which is a costly CPU process. Because the pre-computed images were transferred to a frame with a preset size, the algorithm for the PZ-moment calculation can be simplified. Instead of the integration, the sum of a scalar product of the image with a pre-computed complex matrix can be used. The matrices related to each moment can be generated once and then stored on a hard disk drive for the further use.

E. Statistical model establishment and evaluation

To avoid an overfitting of the statistical model, the dimensionality of the data was reduced. A dimension reduction was obtained via a principal component analysis (PCA). The dimensionality of the retaining data set was optimized based on a leave-batch-out-cross-validation of the training data set. The parameter intervals checked for the feature extraction was 1 to 20 for orders, while repetition was chosen maximal. The score dimension of the PCA was evaluated from 1 to 20. For each parameter set the model performance was estimated based on the mean sensitivity. These values are summarized in plot Fig 3. The maximal sensitivity is marked on the plot with an arrow. This parameter set defines the optimal combination of input variables (3 principal components, based on PZ-moments up to 5th order). The model trained with these parameters was further analyzed and visualized. In table I a confusion table of training data cross-validation is given. In Fig. 4 a histogram of its probability scores, which represents SVM decision values rescaled to the unit range, is plotted.

F. Blind prediction

Model validation was performed by applying the established model to the independent data, which contained 163 microscopic images of stained WBCs. All preprocessing and feature extracting steps were performed on these unlabeled

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Lymphocytes</th>
<th>Neutrophils</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>26</td>
<td>2</td>
<td>0.893</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>1</td>
<td>44</td>
<td>0.978</td>
</tr>
</tbody>
</table>
images in the same way as for the training data. In order to avoid the influence of the operator’s subjectivity, a double blind prediction was carried out. Images were classified in manual mode by an experienced pathologist independently from the automated prediction. Subsequently, the statistical predictions were compared with the manual classification results. A summary of the results is visualized by a confusion table (see table II). Another representation of the classification performance is shown by means of a ROC curve in Fig 5. This curve, built for the threshold of the SVM decision values of the test data prediction, illustrates the high performance of the prediction. Moreover, the area under ROC curve (AUC) is about 0.984, which indicates an almost perfect classification. A perfect binary classification is characterized by an AUC equal to 1. Among 155 cells, which were classified as lymphocytes or neutrophils in manual mode, three images were wrongly identified by the statistical model. Such a low misclassification rate of independent test data corresponds to a high accuracy of the 2-class prediction. This accuracy was higher as 97%. Additionally, cells of the subtypes, which were not included in the training set, were present in the test data. These cells (five eosinophils and two monocytes), were predicted within the same class as neutrophils. This behavior was expected, since they feature a similar morphology as neutrophils compared to lymphocytes. Additionally, neutrophils, eosinophils, and monocytes feature a higher biological similarity and higher subjective similarity of the images. These classification results of the eosinophils and monocytes indicate that an extension of the presented model may be possible. A hierarchic layout of the classification seems optimal to incorporate eosinophils and monocyes.

IV. CONCLUSION

In this work, we presented an algorithm for a highly efficient classification between two dominant subtypes of leukocytes. The special feature of the proposed method is that by means
of PZ-invariants the cell morphology is represented as a quantitative marker for the cell subtypes. Therefore, a combination of such common statistical methods as principal component analysis and support vector machine classification was applied to build the classification model. This approach showed a high stability against patient to patient and sample to sample variations. Moreover, an advanced image preprocessing made a further contribution to the robustness of the model. The standardization of the images decreased deviations, which occur between samples due to the sample preparation routine. Additionally, the automated framing and centering of the analyzed images of cells led to the replacement of the double numerical integration, performed for PZ-moment calculation, with a matrix product. This simplification of the calculation procedure resulted in the reduction of computation time and allowed the analysis to be performed in real-time. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types. The classification results showed that WBCs subtypes as monocytes and eosinophils (which were not included in the model due to their low quantity in the training data) were predicted within the same class. Due to this fact, it can be assumed that the classification can be improved and extended to other cell types by a multilevel model. However, that requires a statistically significant amount of microscopic images for each leukocyte subtype in the training data set. The described approach can be applied for microscopy images taken of other staining types.
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Abstract—Computer-aided schizophrenia diagnosis is a difficult task that has been developing for last decades. Since traditional classifiers have not reached sufficient sensitivity and specificity, another possible way is combining the classifiers in ensembles. In this paper, we take advantage of random subspace ensemble method and combine it with multi-layer perceptron (MLP) and support vector machines (SVM). Our experiment employs voxel-based morphometry to extract the grey matter densities from 52 images of first-episode schizophrenia patients and 52 healthy controls. MLP and SVM are adapted on random feature vectors taken from predefined feature pool and the classification results are based on their voting. Random feature ensemble method improved prediction of schizophrenia when short input feature vector (100 features) was used, however the performance was comparable with single classifiers based on bigger input feature vector (1000 and 10000 features).

I. INTRODUCTION

Schizophrenia (SZ) is a severe and chronic neurodevelopmental disorder with unknown etiology. Patient’s response to the treatment is uncertain and early diagnosis could increase the probability of remission. Since nowadays the diagnosis is based on interview, self-report and psychiatrist’s observation, there are efforts to develop a diagnostic tool that could support establishing diagnosis of the first episode of schizophrenia in a more objective way.

Involvement of modern imaging methods in the last decades has opened up new possibilities in brain research. These methods include for instance, magnetic resonance imaging (MRI), computed tomography or positron emission tomography. Especially MRI techniques offer good contrast and spatial resolution. Thus, morphological abnormalities and relations between brain structures and functions can be studied with the use of imaging data. Since the differences between schizophrenia patients and healthy controls (HC) have been already found with the use of manual segmentation of region of interests [1] or automated morphometry methods such as voxel-based morphometry [2] or deformation-based morphometry [3], many scientists have been recently trying to create computer-aided diagnostic tools based on neuroimaging data. The outcomes of such tools have not reached sufficient sensitivity and specificity for implementation into the psychiatric clinical practice yet, and hence the demand still persists. The application of classification methods with self-adapting strategies known as machine learning is a challenging task in the schizophrenia research.

Artificial neural network (ANN) is a model inspired by how the brain works. Since the backpropagation algorithm [4] was invented as a technique for learning ANNs, they have been used widely in many applications and have achieved success at least in two areas of brain image processing: segmentation [5], [6] and classification [7]–[11]. Those results have shown that ANNs deserve attention of neuroimaging community investigating how to recognize mental diseases in imaging data.


The power of such single models can be further improved by the means of ensemble learning. This approach employs set of classifiers to determine the object’s class by voting. To ensure a necessary assumption, which is the disparity among the classifiers, variability in the training process must be somehow acquired. Many methods have been invented for this purpose, such as random subspace ensemble [13], random forests [14], bagging [15], boosting (e.g. AdaBoost [16]), rotation forests [17] and others. The first one is explored in this paper in combination with ANNs. Several ensemble methods were applied to investigate neuroimaging problems. For instance, Yang et al. [18] classified schizophrenia using ensembles of support vector machines (SVM) trained by modified AdaBoost algorithm that besides boosting performed also simultaneous feature selection from
fMRI and single nucleotide polymorphism data. They reached an overall accuracy of 87% when both data sets were combined. Janousova et al. [19] based their ensemble for schizophrenia prediction on different image features extracted from MRI data (MR intensities, grey matter densities and local deformations) and on three various types of classifiers, and achieved the accuracy of 81.6%. Lebedev et al. [20] used random forests for Alzheimer’s disease (AD) detection and achieved overall accuracy of 91%. Liu et al. [21] proposed local patch-based subspace ensemble method combined with a classifier based on sparse representation of data and improved the performance of classification performance of AD and mild cognitive impairment up to 3% compared to the use of a single classifier.

To the best of our knowledge, this is the first time that random subspace ensemble ANNs are used for schizophrenia classification based on the structural MRI data. The paper is organized as follows: Section II outlines the basics of ANNs and random subspace ensemble. The experiment and results of classification are summarized in section III. Section IV discuss the results and concludes the paper.

II. METHODS

A. Dataset and Image Processing

We used the same dataset as in [22]. It consisted of MRI data of 52 schizophrenia patients and 52 age- and sex-matched (only men) healthy control subjects without family history or personal history of axis I psychiatric conditions. Patients’ and healthy controls’ median age was 22.9 years (range 17-40 years) and 23.0 years (range 18.2-37.8 years) respectively. Images of all subjects were acquired on 1.5 T magnetic resonance imaging machine Siemens Symphony at University Hospital Brno, using a 3-D acquisition with IR/GR sequence, TR 1700 ms, TE 3.93 ms, TI 1100 ms, flip angle 15°, 160 slices, voxel size 1.17 × 0.48 × 0.48 mm, FOV 246 × 246 mm, and matrix size 512 × 512 voxels.

Gray matter tissue segments were obtained from all images after a correction of bias-field inhomogeneity, spatial normalization, segmentation, modulation and Gaussian smoothing. All the steps followed the pipeline of the optimized voxel-based morphometry [23]. The last step - smoothing the gray matter segments with an isotropic Gaussian kernel - spreads the information to the neighboring voxels and compensates the inexact nature of the spatial normalization step [24]. Furthermore it ensures more normally distributed data for further parametric statistical analyses used for feature selection [25]. After this image preprocessing, a binary mask of a brain normalized to the stereotactic space was used to erase the voxels representing extracerebral tissues.

B. Feature Pool Preparation

Before applying the classifiers, it was necessary to select only those features - gray matter density voxels - which represented the information useful to discriminate between the two classes, and conversely to exclude those voxels without any helpful information, and thus to improve signal-to-noise ratio and create more accurate classifier. The feature selection step is also important to tackle the problem of the curse of dimensionality – well-known in neuroimaging community [26].

Voxel-wise two-sample t-tests were the instrument for feature selection. This method selected only those voxels which showed significant differences in gray matter density between the groups. Such a very naïve approach might be less prone to overfitting than selection the features with the highest discrimination power derived from correlation with the classification outcome. In addition, it is important that the whole volume of gray matter was explored with no arbitrarily predefined regions of interests, as morphological abnormalities in schizophrenics’ brains have been uncovered with automated brain morphometry methods in many different brain regions [2].

C. Multi-layer Perceptron

Multi-layer perceptron (MLP) is the most traditional type of ANN. It maps relations between inputs and desired outputs. MLP consists of three or more layers formed by neurons - basic computational units - and are adapted in a supervised learning manner using the backpropagation algorithm. The information is passed through the layers in input-output direction. The equation of a neuron is:

\[
y = \sum_{i=1}^{n} w_i x_i + b
\]

where \( y \) is the output, \( w_i \) are weights, \( x_i \) are inputs, \( n \) is the number of neuron inputs, \( b \) is the activation function – hyperbolic tangent for hidden layers and linear functions in the output layer.

The output layer comprises two neurons; each represents one class, so the subject is classified according to the comparison of their values after the excitation. Furthermore, the softmax function is applied on these two neurons:

\[
y_j = \frac{e^{\xi_j}}{\sum_{i=1}^{n} e^{\xi_i}},
\]

where \( n \) is the number of outputs, \( \xi_i \) and \( \xi_j \) are net activations of \( i-th \) and \( j-th \) output neurons. This function ensures that the outputs are non-negative and their sum is equal to 1. Such results can be interpreted as posterior probabilities [27].

In this project, the MLPs are trained by minimization of cross-entropy using the scaled conjugate gradient backpropagation algorithm that has been found to be fast in preliminary experimentation. Since neural networks have many parameters to be predefined - both for architecture creation and for adaption - it is difficult to set them to the optimal configuration. We kept the implicit learning parameters i.e. learning rate 0.01, maximal number of epochs 1000, minimum gradient 10^-6 and regarding architecture and we used two-layer network with 10 hidden neurons, which achieved a good performance during experimentation. Since the weights were initialized
randomly, adaptation of the network was repeated 11 times and the classification of the testing subject was based on voting.

The Neural Network Toolbox for Matlab R2014b (The MathWorks, Inc.) was used here for all the described experiments.

D. Random Subspace Ensemble Principle

The datasets in neuropsychiatric research usually suffer from small sample size while their dimensionality is huge - often hundreds of thousands or even millions of voxels are used to describe each of subjects in the dataset. Hence, it is a hardly feasible task to avoid overfitting on a validation set by termination of neural network adaptation. Ensemble methods help to tackle overfitting and to improve the generalization ability.

In random subspace ensemble method, the variability is reached by a random selection of features from the set of all preselected features – a feature pool (FP). Each single classifier is adapted on one subset of feature which is less dimensional than the original feature space.

E. Validation and Evaluation

In order to report unbiased results, we used leave-one-out cross-validation strategy: one subject was left as a testing subject and the rest subjects composed a training set. This process was repeated $n$ times, where $n$ was the sample size. Since even only one testing subject withdrawn from the feature selection might have influenced the result, especially when the sample size was small, it was necessary to validate both features selection and classification.

For evaluation of the classification results, we used overall accuracy, sensitivity and specificity. The overall accuracy refers what proportion of subjects was classified correctly, whereas sensitivity and specificity say what the ability of diagnostic test is to reveal diseased and healthy person respectively.

III. EXPERIMENT AND RESULTS

The experiment was configured with many parameters – particularly size of the feature pool, number of chosen features and ensemble size. In order to achieve a reasonable computation time, we investigated only several predefined configurations. First, we defined a size of the feature pool as the 10000, 20000, 50000 and 100000 most significant voxels based on two-sample t-test criterion. This FP was used as the bag from which the features were chosen randomly.

The second parameter was a number of features used for the adaptation of the classifiers. We trained both MLP and SVM classifier on the different number of the most significant features - as shown in Fig. 1 - to find the optimum. The best performance was reached with the use of MLP on 1000 features and with the use of SVM on 100 features. Adding more features to the models did not reveal any trend in the classification performance - increasing or decreasing - so we later experimented with 3 options - 100, 1000 and 10000 - in order to explore both small and big dimensionality of the feature space. The MLP revealed higher accuracies compared to the SVM in most configurations.

The last investigated parameter was the number of voting classifiers in ensemble, which was set to 31. This odd number ensures that the subject is always assigned to one of the classes – SZ or HC.

Since outcomes from the whole ensemble were available, i.e. 31 units, we could use for evaluation any combination of 1, 3, 5 etc. classifiers from this ensemble. Hence, we computed performance measures on all, but maximally 10000 combinations in order to gain nonrandom and computationally accessible outcomes. Furthermore, the subsets of features were chosen randomly, all experiments were repeated 10 times and the measures of the classification performances were averaged.

Figures 2-5 show the experimental results. In each figure, the outcomes computed on the different size of the feature pool are displayed.
IV. DISCUSSION AND CONCLUSIONS

In this paper, we explored the random subset ensemble method for first-episode schizophrenia classification with the use of multi-layer perceptron and performed a comparison to ensembles of SVM classifiers.

We selected the features with a naïve approach based on voxel-wise two-sampled t-tests. We believe that this approach may be less prone to overfitting than other more complex methods. More sophisticated and often computationally more time-consuming methods such as sequential forward/backward feature selection or multivariate extraction methods are left for our future research.

Since the neighboring voxels could have been correlated due to the smoothing in the image preprocessing phase, we assumed that higher amount of features in the feature pool enabled to capture the discriminative information in more parts of the brain, and therefore improved the classification performance. This improvement is observable when the Fig. 2 and 4 are compared.

Multi-layer perceptron was more effective when smaller feature pool was used. With the use of bigger feature pools, both classification methods yielded more similar outcomes.

Increasing the number of voting classifiers surprisingly improved the classification accuracy only in case of small number of input features. The increasing trend in the accuracy reached a level similar to as the models with more inputs and the increasing trend did not continue. The SVM with 100 features adapted on FP with 100000 features was improved by 6.88% and MLP with the same number of input features adapted on FP of size 50000 achieved improvement of 4.33% when compared to single variants of the classification methods.

The best outcomes were revealed with the use of MLP on 100000 input features and 29 voting classifiers that have the highest overall accuracy of 68% (sensitivity 67%, specificity 69%).

Finally, we compare our results of schizophrenia prediction to other studies dealing with MLP or ensemble learning. Jafri and Calhoun [8] achieved 75.6% with MLP based on fMRI data (38 SZ + 31 HC). Savio et al. [7] reached 100% on diffusion imaging data containing 20 male subjects using both neural networks and SVM. Yang et al. [18] also reached much higher overall accuracy 87% with SVM classifier ensemble based on AdaBoost, but besides small sample size (20 SZ + 20 HC) they admit the patients were chronic and under an antipsychotic medication. These studies could suffer from small sample size, since models tend to reach more variable outcomes and therefore it is easier to reach good (as well as poor) classification performance [28]. Since Janousova et al. [19] exceeded 81% with a similar number of subjects, we propose that an involvement of other classifiers and various feature extraction methods may be helpful in our framework too.

We conclude that the random feature ensemble method in combination with MLP and SVM improved prediction of schizophrenia from MRI data only in case of short feature vectors (100 features) – when compared to the use of single MLP or SVM classifiers. The classification accuracy achieved with the ensembles was not much different from...
the accuracy of the single classifiers with feature vectors of higher dimensionality (1000 and 10000 features).
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Supervised and Unsupervised Machine Learning for Improved Identification of Intrauterine Growth Restriction Types

Abstract—This paper concerns automated identification of intrauterine growth restriction (IUGR) types by use of machine learning methods. The research presents a comparison of supervised and unsupervised learning covering single and hybrid classification, as well as clustering. Supervised learning techniques included bagging with Naïve Bayes, k-nearest neighbours (kNN), C4.5 and SMO as base classifiers, random forest as a variant of bagging with a decision tree as a base classifier, boosting with Naïve Bayes, SMO, kNN and C4.5 as base classifiers, and voting by all single classifiers using majority as a combination algorithm for training support vector machines. Unsupervised learning encompassed k-means and expectation-maximization algorithms. The major conclusion drawn from the study was that hybrid classifiers have demonstrated their potential ability to identify more accurately symmetrical and asymmetrical types of IUGR, whereas the unsupervised learning techniques produced the worst results.

I. INTRODUCTION

In medicine there are many diseases and diagnoses where identification of their subtypes affects medical treatment. Many research papers concern cancer diagnosis, appropriate feature selection techniques [1]–[3], and its classification based on gene expression [4]. A big challenge is an accurate classification of medical imaging and sound recordings (see [5] and [6]). Moreover, in many cases classification process is performed on labelled and unlabelled data [7]. It may take place in situations where a medical expert diagnosis is imprecisely outlined, as described in this paper.

Intrauterine growth restriction (IUGR) is a fetal growth disorder which is associated with fetal hypoxia and increased perinatal mortality. IUGR may cause a significant risk factor for the development of many cardiovascular, metabolic, and pulmonologic diseases in adult life ([8]–[10]). It is a challenging problem for obstetrician, neonatologists and pediatricians, as the diagnosis is based on non-consistent definitions (see [11] and [12]). It occurs in about 3-10% of live-born newborns, and the most serious problem of IUGR exists in developing countries where it concerns up to 20-30% of newborn infants.

The comparisons of absolute measurements of the fetuses with reference values, as well as birth weight percentiles, allow detection of deviations between expected and actual fetal growth and identification of newborns being possibly at risk for adverse health events [14].

Two types of IUGR can be distinguished: symmetrically impaired and asymmetrically impaired. Foetuses of the first type tend to have a decrease in all dimensions of the body and internal organs, and usually face a higher risk of reduction in growth potential. The problems occur in the first or second trimester of pregnancy and are often encountered in foetuses with infection or genetic and anatomic defects [15]. The second type - asymmetrical - constitutes 75-80% of all cases born as IUGR. It develops in the late second and third trimester of pregnancy and is a consequence of abnormal cell growth, rather than their quantity. In this type, infants have a low birth weight while body length and head circumference remain normal [16]. As asymmetric IUGR infants are more likely to have major anomalies than symmetric IUGR infants or non-IUGR infants [17], there is a need to distinguish between those two patterns of IUGR. Moreover symmetric and asymmetric growth restriction may have different influence on growth and development in pretermers from birth to 4 years [18].

To discover risk factors and any parameters that impact IUGR, or to state the dependencies IUGR impacts on, it is necessary:

• to distinguish IUGR from normal fetuses,
• to identify the symmetrical or asymmetrical type of IUGR.

The problem of separating IUGR from normal fetuses has been the subject of analysis for researchers in the field of medicine, as well as computer science, including machine learning and artificial intelligence.

The authors of [19] used multiparametric classifier based on k-mean cluster analysis to separate pathological and normal fetuses. The identification of the intrauterine growth-restricted fetuses was performed on the basis of fetal heart rate variabili-
ity analysis in the antepartum period. The results attained up to 82.4% of accuracy.

In [20] an artificial neural network (ANN) classifier was developed to identify normal and abnormal fetuses based on features from ultrasound images. The accuracy of the classification equaled over 90%. Two ANN models, Multilayer Perceptron using Back propagation algorithm and Radial Basis Function, were also studied and used for IUGR identification in [12].

Lunghi et al. in [21] applied support vector machine algorithm for normal and pathological (IUGR) fetuses classification, based on the analysis of fetal heart rate recordings. The correct classification rate was high enough, above 84%. However, as a concluding remark for future work, the authors suggested using combined classifiers for better discrimination results.

In [22] statistical analysis (contingency tables, analyses of variance, and multiple regression) was applied to identify the problem of placental lesions associated with normal and abnormal fetal growth in infants delivered for obstetric indications at less than 32 weeks’ gestation.

Although there are many studies that concern IUGR problem and its identification, few such studies explore different classification techniques. Therefore, automated or semi-automated identification of IUGR patterns is still an open topic.

The aim of this paper is to identify an appropriate classification technique as applied to the problem of intrauterine growth restriction types. Even though classification methods have been studied extensively over the past few years ([23]), no exact solution has been discovered. Moreover, the authors usually focus on one group of machine learning techniques: supervised or unsupervised, without comparisons between the groups. This research not only constitutes an independent contribution to the relevant literature, but also attempts to find a successful way to perform accurate classification of IUGR type.

The rest of the paper is organized as follows. Section II corresponds to the medical data used in this research and is followed by the description of methods used in the experimental part of the paper. Section III is dedicated to the experiments conducted on sample data and the results. Finally, in Section IV, the concluding remarks are discussed.

II. MATERIALS AND METHODS

The proposed methodology of indicating the best machine learning method to use in IUGR types identification consists of three steps:

- applying supervised learning by single classification methods,
- performing multiple classification,
- carrying out clustering as an example of unsupervised learning,
- comparing results of classification techniques by methods of statistical analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IUGR-1 Avg ±SD (*)</th>
<th>IUGR-2 Avg ±SD (*)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth weight(g)</td>
<td>2556.91 ± 145.52</td>
<td>2516.77 ± 301.68</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Birth length(cm)</td>
<td>52.68 ± 1.51</td>
<td>50.06 ± 2.40</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Head circ.(cm)</td>
<td>33.37 ± 0.96</td>
<td>32.24 ± 1.13</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

(*) described as average values ± standard deviations

A. Data Description

The research was based on a group of 68 children aged 5-10 years (average 7.4 ± 1.36) born on term with IUGR and birth weight below 10 percentile according to gestational age for the Polish population [24]. It consisted of 35 girls and 33 boys. All patients were selected during prospective studies at the Pediatric Cardiology and Rheumatology Department of Medical University of Lodz in 2010-2013. The study was approved by Medical Ethical Committee of the Health Sciences Faculty of Lodz University (No: RNN/760/10/KB).

Two subgroups were distinguished according to the type of hypotrophopy:

- IUGR-1 – asymmetrically impaired based on birth weight and an appropriate remainder of the parameters (body length and head circumference above 10 percentile),
- IUGR-2 – symmetrically impaired, where all parameters to be considered (birth weight, body length and head circumference) were below 10 percentile.

Both subgroups were equinumerous - consisted of 34 cases. The IUGR-1 group was constituted by 15 boys and 19 girls, whereas IUGR-2 included 18 boys and 16 girls.

The characteristics of all parameters subjected to further analysis differed significantly between IUGR-1 and IUGR-2 (see Table I).\

B. Supervised Learning by Single Classification Method

Classification is the form of supervised learning, which means assigning objects into pre-defined sets of categories or classes. The main purpose of classification is to identify which set of categories a new observation belongs to. This is performed on the basis of a training set consisting of instances that are already labelled the known classes.

A classifier is a mapping function that can be defined by (1):

$$ A^i \rightarrow C $$

where:

- \( a_1, \ldots, a_i \in A \) – are \( i \) features that characterize a set of \( n \) input instances \( x_1, \ldots, x_n \)
- \( y_j \in C = c_1, \ldots, c_m \) – are desired class labels.

C. Multiple Classification

Multiple classification combines individual classifiers in order to obtain a classifier that outperforms every single one.

There are two main questions that should be considered while performing multiple classification:
• the types of classifiers, that should be chosen,
• the way classifiers are combined to obtain a single
classification result.

In the literature, there are two terms that refer to multiple
classification: "ensemble methods" and "hybrid classifiers".
The first one usually refers to collections of models that are
minor variants of the same basic model, whereas hybridization
allows combining classifiers from different families.

Regarding to combination rules for classifiers, in practice
plurality voting is usually implemented (besides unanimity and
simple majority) [25], [26]. It takes the result with the higher
number of single classifiers’ votes, which can be written as (2):

\[ class(x) = \arg \max_{c_i \in \text{dom}(y)} \left( \sum_k g(y_k(x), c_i) \right) \]  

(2)

where:
- \( x \) – is an instance to be classified,
- \( \text{dom}(y) = \{c_1, c_2, ..., c_k\} \) – constitutes the set of labels,
- \( y_k(x) \) – is the classification of the \( k^{th} \) classifier,
- \( g(y, c) \) – is an indicator function defined as:
  \[
  g(y, c) = \begin{cases} 
  1 & y = c \\
  0 & y \neq c
  \end{cases}
  \]

Bagging and boosting are techniques that improve the
accuracy of a classifier by generating a composite model that
combines multiple classifiers derived from the same inducer.

The term bagging was introduced by Breiman in [27] as an
acronym for Bootstrap AGGregatING. The idea of bagging is
to create an ensemble classifiers based on bootstrap replicates
of the training set. The classifier outputs are combined by the
plurality vote [28].

A variant of bagging is a random forest [29]. It is a general
class of ensemble building methods using a decision tree as
the base classifier.

Boosting improves the performance of a weak learner as the
method iteratively invokes a classifier on training data that is
taken from various distributions. The classifiers are generated
by resampling the training set and then combined into a single
strong composite classifier. Boosting was based on an on-
line learning algorithm called Hedge(\( \beta \)) [30]. This approach
allocates weights to a set of strategies used to predict the
outcome of a certain problem. The distribution is updated after
each new outcome and strategies with the correct prediction
receive higher weights while the impacts of the strategies with
incorrect predictions are reduced.

One of the most popular ensemble algorithm that improves
the simple boosting algorithm by an iterative process is AdaBoost (Adaptive Boosting). It was first introduced in [30].
The basic AdaBoost algorithm deals with binary classification.
The classification of a new instance is performed according to (3):

\[ class(x) = \arg \max_{y \in \text{dom}(y)} \left( \sum_{t, M_t(x) = y} \log \frac{1}{\beta_t} \right) \]  

(3)

where:
- \( x \) – is an instance to be classified,
- \( \text{dom}(y) = \{c_1, c_2, ..., c_k\} \) – constitutes the set of labels,
- \( M_t \) – is a base classifier,
- \( \beta_t \) – is defined as: \( \beta_t = \frac{1}{\sum_{i=1}^{m} D_t(i)} \),
- \( \varepsilon_t \) – is defined as: \( \varepsilon_t = \sum_{i:M_t(x_i)\neq y_i} D_t(i) \),
- \( D_t \) – is a distribution defined as:
  \[
  D_{t+1}(i) = D_t(i) \cdot \begin{cases} 
  \beta_t & M_t(x_i) = y_i \\
  1 & \text{Otherwise}
  \end{cases}
  \]

Bagging and boosting use votes to combine the outputs of
different classifiers. However in boosting, each classifier is
influenced by the performance of predecessors, which means
that the new classifier pays more attention to classification
errors that were done by the previously built classifiers.

Hybrid classifiers [25], [26], [31], [32] (also named multiple
classifier systems) are designed to increase the accuracy of
a single classifier by training several different classifiers and
combining their decisions to output a single class label. The
hybridization exploits the strength of each component [33] and
it prevents the need to try each classifier and simplifies the
entire process [31].

For hybrid approach, the diversity is supposed to provide
improved accuracy and classifier performance [34]. Therefore
most works try to obtain maximum diversity by different
means: introducing classifier heterogeneity, bootstrapping the
training data, randomizing feature selection, randomizing sub-
space projections or boosting the data weights. Nevertheless,
the diversity hypothesis has not been fully proven [34].

D. Unsupervised Learning with Clustering

Cluster analysis groups objects taking into account a certain
similarity metric. The algorithms divide all objects into a
predetermined number of groups in a manner that maximizes
a similarity function. There are two different approaches,
that are commonly used in medical studies ( [35] and [36]): the
Expectation Maximization (EM) probabilistic method and
deterministic k-means algorithm.

An expectation-maximization (EM) algorithm performs re-
peatedly 2 steps: an expectation (E) and a maximization (M).
The first step (E) results in an expectation of the likelihood
for observed variables, whereas the second step - maximization
(M) computes the maximum expected likelihood found during
the E step. EM generates a probability distribution to each
instance which indicates the likelihood of its belonging to each
cluster [37]. The number of clusters can be designated by cross
validation. It is worth emphasizing, that the EM algorithm
computes classification probabilities, not exact assignments of
observations to clusters.
The k-means algorithm divides a data set into \( k \) clusters, where \( k \) is a user-defined value. The algorithm starts with \( k \) random clusters, and next moves objects between those groups to minimize variability within each of them and maximize variability between clusters. Usually, the means for each cluster on every dimension are calculated to assign objects into the closest group [39]. In most of the cases Euclidean metric is considered as the distance function for k-means algorithm [37], [40].

E. Statistical Analysis

Statistical analysis is a required part of any research investigations, including proposing new methods or comparing existing ones in any field of science. Many researchers in machine learning confirmed the need for statistical validation of results.

In cases where comparison of two classifiers is performed, the McNemar test and 5x2 cross validation were recommended [41]. The situation where many classifiers are verified, is more complex from statistical point of view. Although many research papers draw conclusions based on matrix of tests comparing all pairs of classifiers (e.g. a matrix of the McNemar tests), an appropriate test for multiple comparisons should be used. The Friedman test with the corresponding post-hoc analysis was proved to be suitable for comparison of many classifiers [38], [45].

The Friedman test was firstly introduced in [42], [43] for non-parametric measures. The goal of the test is to determine - basing on samples - that there is a difference among classification results. The original results are changed into ranks - basing on samples - that there is a difference among classification results. Moreover, logistic regression and NaiveBayes gave the best results of AUROC (0.874 and 0.846 respectively). The average accuracy of single classification approaches, including single and hybrid classifiers, as well as clustering techniques. The experiments were conducted on a real dataset consisted of 68 cases. Each case was described by 3 numerical attributes: birth weight, body length and head circumference according to the description presented in Section II-A.

The purpose of experiments was to find the best method for IUGR type identification by examining the accuracy of different classification approaches, including single and hybrid classifiers, as well as clustering techniques.

The experiments were conducted on a real dataset consisted of 68 cases. Each case was described by 3 numerical attributes: birth weight, body length and head circumference according to the description presented in Section II-A.

The aim of the classification was to distinguish automatically symmetrical or asymmetrical type of IUGR. Therefore the set of labels consisted of two classes. All experiments were based on WEKA Open Source Data Mining Tool [44].

In order to assess the performance of various classification methods, following comparison criteria have been used: accuracy (ACC), precision (PREC), sensitivity (SENS) and the area under ROC curve (AUROC). To verify experimental results, a detailed statistical evaluation was performed with use of Friedman test and post-hoc analysis.

A. Single Classification

The best single classification results attained 80% for logistic regression and 79% for SGD algorithm in terms of classification accuracy. Moreover, logistic regression and NaiveBayes gave the best results of AUROC (0.874 and 0.846 respectively). The best single classification approach equalled 76.7%.

B. Multiple Classification

The best single classification results attained 80% for logistic regression and 79% for SGD algorithm in terms of classification accuracy. Moreover, logistic regression and NaiveBayes gave the best results of AUROC (0.874 and 0.846 respectively). The average accuracy of single classification approach equalled 76.7%.

### III. RESULTS AND DISCUSSION

The purpose of experiments was to find the best method for IUGR type identification by examining the accuracy of different classification approaches, including single and hybrid classifiers, as well as clustering techniques.

The experiments were conducted on a real dataset consisted of 68 cases. Each case was described by 3 numerical attributes: birth weight, body length and head circumference according to the description presented in Section II-A.

The aim of the classification was to distinguish automatically symmetrical or asymmetrical type of IUGR. Therefore the set of labels consisted of two classes. All experiments were based on WEKA Open Source Data Mining Tool [44].

In order to assess the performance of various classification methods, following comparison criteria have been used: accuracy (ACC), precision (PREC), sensitivity (SENS) and the area under ROC curve (AUROC). To verify experimental results, a detailed statistical evaluation was performed with use of Friedman test and post-hoc analysis.

### A. Single Classification

In the first step of the experiments, single classification algorithms were applied. Eight approaches were considered: k-nearest neighbours (kNN), C4.5, logistic regression (Logistic), decision table, Naive Bayes (NaiveBayes), random tree (a tree that considers K randomly chosen attributes at each node), stochastic gradient descent (SGD) and sequential minimal optimization algorithm for training support vector machines (SMO). The results of classification are presented in Table II.

The best single classification results attained 80% for logistic regression and 79% for SGD algorithm in terms of classification accuracy. Moreover, logistic regression and NaiveBayes gave the best results of AUROC (0.874 and 0.846 respectively). The average accuracy of single classification approach equalled 76.7%.

### B. Multiple Classification

Next step of the experiments concerned performing classification using hybrid classifiers. Different combinations were applied:

- bagging with C4.5 and SMO as base classifiers,
- random forest as a variant of bagging with a decision tree (DTree) as a base classifier,
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The aim of the classification was to distinguish automatically symmetrical or asymmetrical type of IUGR. Therefore the set of labels consisted of two classes. All experiments were based on WEKA Open Source Data Mining Tool [44].

In order to assess the performance of various classification methods, following comparison criteria have been used: accuracy (ACC), precision (PREC), sensitivity (SENS) and the area under ROC curve (AUROC). To verify experimental results, a detailed statistical evaluation was performed with use of Friedman test and post-hoc analysis.

### A. Single Classification

In the first step of the experiments, single classification algorithms were applied. Eight approaches were considered: k-nearest neighbours (kNN), C4.5, logistic regression (Logistic), decision table, Naïve Bayes (NaiveBayes), random tree (a tree that considers K randomly chosen attributes at each node), stochastic gradient descent (SGD) and sequential minimal optimization algorithm for training support vector machines (SMO). The results of classification are presented in Table II.

The best single classification results attained 80% for logistic regression and 79% for SGD algorithm in terms of classification accuracy. Moreover, logistic regression and NaiveBayes gave the best results of AUROC (0.874 and 0.846 respectively). The average accuracy of single classification approach equalled 76.7%.

### B. Multiple Classification

Next step of the experiments concerned performing classification using hybrid classifiers. Different combinations were applied:

- bagging with C4.5 and SMO as base classifiers,
- random forest as a variant of bagging with a decision tree (DTree) as a base classifier,
### TABLE III: Hybrid classification results

<table>
<thead>
<tr>
<th>Method</th>
<th>Base ACC [%]</th>
<th>PREC</th>
<th>SENS</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bagging</td>
<td>C4.5</td>
<td>79.41</td>
<td>0.799</td>
<td>0.794</td>
</tr>
<tr>
<td>Bagging</td>
<td>SMO</td>
<td>77.94</td>
<td>0.782</td>
<td>0.779</td>
</tr>
<tr>
<td>RandomForest</td>
<td>DTTree</td>
<td>76.47</td>
<td>0.765</td>
<td>0.765</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>DTable</td>
<td>80.88</td>
<td>0.824</td>
<td>0.809</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>C4.5</td>
<td>80.88</td>
<td>0.809</td>
<td>0.809</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>SMO</td>
<td>77.94</td>
<td>0.780</td>
<td>0.799</td>
</tr>
<tr>
<td>Hybrid</td>
<td>all single</td>
<td>80.88</td>
<td>0.812</td>
<td>0.809</td>
</tr>
</tbody>
</table>

### TABLE IV: Results of clustering

<table>
<thead>
<tr>
<th>Method</th>
<th>No of cases in clusters</th>
<th>ACC [%]</th>
<th>PREC</th>
<th>SENS</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-means</td>
<td>28 / 40</td>
<td>64.71</td>
<td>0.625</td>
<td>0.735</td>
<td>0.647</td>
</tr>
<tr>
<td>EM</td>
<td>63 / 5</td>
<td>57.35</td>
<td>1.000</td>
<td>0.147</td>
<td>0.574</td>
</tr>
</tbody>
</table>

- boosting with decision table (DTable), SMO, C4.5 and SGD as base classifiers, and
- hybridization by use of all single classifiers with majority voting as a combination rule.

The results of multiple classifications are shown in Table III. The best hybrid classification accuracy attained 82.35% for AdaBoost algorithm with SGD as a base classifier, whereas the worse one equalled 76.45% for RandomForest method. The average accuracy for all hybrid classification methods achieved 79.59%.

### C. Clustering

The last step referred to clustering techniques. According to the methodology, two different approaches were considered: k-means algorithm and Expectation-Maximization method. Using EM algorithm we firstly used 10 fold cross-validation [37] to obtain clusters automatically, however it resulted in one cluster only. Therefore, for both techniques we defined 2 groups: for symmetrical and asymmetrical IUGR cases. The results of clustering are shown in Table IV.

One can notice that in the case of IUGR dataset, unsupervised techniques did not meet the expectations. Both algorithms resulted in accuracies below 65%, which is not satisfactory enough to implement this approach in practice.

### D. Classification Comparison and Statistical Analysis

To compare the classifiers, the Friedman test and the corresponding post-hoc analysis were performed. The final results of absolute differences between average ranks for classifiers are presented in Table V where significant values are in bold, italic and underlined.

The results of the post-hoc tests can be clearly visualized with the diagram [38]. Figure 1 shows the results of the analysis of the data from Table V. The diagram compares all the algorithms against each other. The top line of the diagram is the axis on which we plot the average ranks of each method. Each number represents subsequent classification method sorted by the values of classification accuracy in the descending order, i.e. the lowest and best ranks are to the right. As a result we start with number 1 for boosted SGD and end with number 18 for EM clustering. The positions of average ranks for each classifier are marked with vertical lines and captioned with their names. Moreover, the groups of algorithms that are not significantly different in terms of accuracy are connected with horizontal lines. Consequently, we can easily notice, that there is no significant difference between boosted SGD and hybrid approach, however both of them achieved statistically better accuracies when compared with, inter alia, NaiveBayes, SMO or kmeans.

To summarize the experimental studies, one can see, that none of the classification techniques significantly outper-
formed the rest of them. However, it should be emphasized, that multiple classifications mostly exceeded single classifiers and grouping techniques in terms of classification accuracy. Even SGD - one of the best single classification method - when boosted, improved the accuracy to 82%.

IV. CONCLUSIONS

Classification of medical datasets is regarded as a challenging task, requiring extremely high accuracy. Therefore researches on finding the most appropriate methods for precise classification are conducted. Multiple classifiers constitute one of the most important advances in machine learning in recent years. In the absence of detailed a priori knowledge of the problem, they provide better performance.

The identification process of IUGR pattern (symmetrical or asymmetrical) is an important medical problem to solve, as symmetric and asymmetric growth restriction may have different influence on growth and development in childhood. Moreover asymmetric IUGR infants are more likely to have major anomalies than symmetric IUGR infants or infants appropriate for gestational age.

By comparing hybrid classifiers algorithms, single classification methods and clustering, it was demonstrated that the hybrid strategy resulted in the most satisfactory outcomes and confirmed other up-to-date researches on multiple classifier systems. Clustering, which is supposed to give good results in terms of unlabelled data and situations where label definitions are not precise, did not succeed in the case of IUGR classification.

In order to find the optimal solutions, future studies ought to involve other algorithms and strategies as well. Other combinations of various classifiers should be also investigated in depth. Furthermore, fuzzy logic can be applied to the problem of IUGR classification, as its results on medical data proved their efficiency [47]–[49].
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Abstract—Reliability is an important characteristic of any system. Healthcare systems are typical examples of such systems. In reliability engineering, such systems are considered as complex, inhomogeneous, and uncertain, and require special mathematical representations. The structure function is a suitable model representing real systems. Methods of system reliability evaluation based on the structure function are well established but deterministic. This restricts its use for uncertain or incomplete data. A structure function can be created only for system in which correlations of all components are indicated and all component states are known. In this paper, a new method for structure function construction is proposed. Incomplete data is analysed using Fuzzy Decision Trees (FDTs), where input and output attributes are interpreted as component states and values of the structure function, respectively. This method is applied to reliability analysis of healthcare system. For illustration, we considered the system laparoscopic surgery that has 4 components and 36 state vectors. In addition we evaluate proposed method by 3 benchmark’s systems with 243, 108, and 512 state vectors, respectively. Two of these benchmarks have 5 components and one has 4 components. Uncertainty is simulated by randomly deleting between 5% and 90% of all state vectors before constructing the structure function. With 50% of deleted states, the error rate is below 0.2% for all three systems. We conclude that FDT-based reliability analysis is applicable for incomplete data in medical systems, too.

I. INTRODUCTION

The investigation in reliability engineering of healthcare system has started as analysis of medical devices and equipment [1]. Until recently, reliability quantification of equipment and devices has been a principal tendency in medicine [2, 3, 4]. Independently, the human factor in medicine has been investigated.

A special area in reliability engineering investigating the influence of human factor is named Human Reliability Analysis (HRA). HRA aims at identifying the potential failure of the system resulting from human errors, analyzing causes and identifying appropriate countermeasures to prevent and reduce the linked risks as much as possible. Failures in healthcare are called Medical Errors, if the patient’s condition worsens or if patients develop additional illnesses. As documented in [5], the number of deaths due to these causes is 225,000 annually, with in-hospital medical errors causing 44,000 to 98,000 deaths, and 3,000,000 injuries annually. Of course, such situation must be changed.

A first step of improvement is to investigate causes and specifics of medical error. A human error in a healthcare system is considered as independent problem of reliability analysis [5, 6, 7, 8]. Authors of papers [7, 8, 9] have indicated methods that are most useful for medical error analysis. In these papers and other investigations, authors provide the adaptation of well-known and popular HRA-methods for the medical domain. The background of HRA methods is discussed in [9].

A healthcare system includes components of different types, such as technical components (equipment/devises) and the human factor. Therefore, this system is inhomogenous in the view of reliability engineering [3, 4, 7], and the construction of mathematical representation including all types of component become challenging [3, 7, 10]. The simplest decision is obtained for system of stationary states, where the time dependence of system behavior can be ignored. One of possible representation for this condition is a structure function. This is a deterministic model and all possible component states and performance levels must be indicated and reflected in the structure function. However, complete information of healthcare systems cannot be obtained, since the observation of all situations is impossible: some of them agree with hazard of patient’s health. For example, author in [3] consider reliability and safety of pacemaker application that is interpreted as system with uncertainty. Furthermore, parts of the information are deducted from expert’s experiences. This information is ambiguous and unequal. It can be considered with just some reliability or confidence. Therefore, the structure function of healthcare systems must be constructed based on uncertain data.

In this paper, a novel method for constructing the structure function is proposed. We take into account the uncertainties of initial data and suggest a method that is based on the Fuzzy Decision Tree (FDT). FDTs are widely used in data mining for analysis of uncertain data and...
decision making in ambiguities [11, 12]. FDTs can be used naturally to analyze fuzzy data. Therefore, the initial data used to construct the structure function can be fuzzy. To transform a real system’s performance level and its component states into an exact model, such as the structure function, fuzziness of bounds of performance levels/statates are considered. In addition, FDTs allow to take into account uncertainties caused by incompletely specified data. This is still possible if it is expensive to obtain all data about the real system’s behavior, if there is only sparse data, or if data are acquired incompletely due to poor documentation.

As a rule, if the exact value of the actual data about the system behavior cannot be determined, we need to rely on more data to give additional information necessary to correct the theoretical model used [13]. An FDT allows reconstructing these data with different levels of the confidence [14]. The use of FDTs for the construction of the structure function assumes the induction of a tree that is based on the data (fuzzy and/or crisp). The values of the structure function are then defined by the FDT for all combinations of the component states.

This paper is structured as follows. Section II discusses the concept of structure function. Principal steps of the proposed method are considered in Section III. The detail description of all steps is given in Section IV. The results of method evaluation are presented in Section V, and the discussion and conclusion are given in Section VI.

II. THE STRUCTURE FUNCTION IN HEALTHCARE ANALYTICS

A. Structure Function

The concept of structure function is introduced in reliability engineering in order to mathematically describe the real system that is studied. In this case, the system is represented as a mapping that assigns a system state to every possible profile of component states. Therefore, the system performance level is defined from the states of all its components, and all possible component states as well as all performance levels must be indicated and reflected in the structure function.

The structure function allows to represent the system’s reliability behavior for two typical mathematical models, i.e. the Binary-State System (BSS) and the Multi-State System (MSS). BSS permits only two states to investigate the system and its components: perfect functioning and failure. However in practice, many systems can exhibit different performance levels between these two extremes of full function and fatal failure [15, 16]. MSS is a mathematical model that is used to describe a system with several (more than two) levels of performance [15, 17, 18].

The concept of the structure function is used to represent BSS and MSS, and associates the space of component states and system performance levels:

\[
\phi(x_1, \ldots, x_n) = \phi(x) : \{0, \ldots, m_i -1\} \times \ldots \times \{0, \ldots, m_n -1\} \rightarrow \{0, \ldots, M -1\},
\]

where \(\phi(x)\) is the system state (performance level) from failure (\(\phi(x) = 0\)) to perfect functioning (\(\phi(x) = M -1\)); \(x = (x_1, \ldots, x_n)\) is a vector of system component’s states (state vector). The state \(\phi(x) = 0\) represents the total failure of the component while state \(\phi(x) = m_i -1\) corresponds to perfect functioning of the \(i\)-th component.

Therefore, (1) defines the MSS structure function of \(n\) components (subsystems). The state of each component can be denoted by a random variable, \(x_i\), and every component of the MSS is characterized by probabilities of its states:

\[
p_{x_i} = \Pr\{x_i = s\}, \ s \in \{0, \ldots, m_i -1\},
\]

As it is shown in [10], reliability analysis of healthcare systems can be provided if the system is represented by a structure function (1). Then, the typical measures of reliability, e.g., the system availability (probabilities of the system performance levels), can be calculated by the structure function [18, 10]:

\[
A_j = \Pr\{\phi(x) = j\}, j = 0, \ldots, M -1.
\]

For example, consider a simple system to indicate medical errors of two components: a doctor \((x_1)\) and diagnostic device \((x_2)\). Suppose three levels in the doctor work: 0 is interpreted as fatal error, 1 is incorrect work (without fatal result) and 2 is perfect work. The devices can have two states only: 0 is failure and 1 is proper function. The system quantification has three levels: 0 is incorrect diagnosis without fatal consequence for the patient, 1 is incorrect diagnosis without fatal consequence for the patient, and 2 is correct diagnostics. This system (the medical error identification) is represented by the structure function in Table I. The probability of every performance level (availability) of this system is calculated according to (3):

\[
A_0 = \Pr\{\phi(x) = 0\} = p_{1,0}p_{2,0},
\]

\[
A_1 = \Pr\{\phi(x) = 1\} = p_{1,0}p_{2,1} + p_{1,1}p_{2,0},
\]

\[
A_2 = \Pr\{\phi(x) = 2\} = p_{1,1}p_{2,1} + p_{1,2}p_{2,0} + p_{1,2}p_{2,1}.
\]

<table>
<thead>
<tr>
<th>The system components</th>
<th>(\phi(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_1</td>
<td>x_2</td>
</tr>
<tr>
<td>0 0</td>
<td>0</td>
</tr>
<tr>
<td>0 1</td>
<td>1</td>
</tr>
<tr>
<td>1 0</td>
<td>1</td>
</tr>
<tr>
<td>1 1</td>
<td>2</td>
</tr>
<tr>
<td>2 0</td>
<td>2</td>
</tr>
<tr>
<td>2 1</td>
<td>2</td>
</tr>
</tbody>
</table>

| TABLE I. THE STRUCTURE FUNCTION OF THE MEDICAL ERROR IDENTIFICATION |

There are a lot of methods to estimate different aspects of the system’s reliability based on the structure function [3, 10, 15, 17, 18]. Therefore, the structure function allows for investigating the system’s reliability. In some applications – such as the medical domain – the construction of the structure function is a complex problem, because the structure function (1) usually is assumed to be exact and ambiguities are not taken into account. Since data about real
systems is uncertain, the structure function may not be realistic, which is – as a rule – typical for healthcare systems [7].

B. The Structure Function for Healthcare Systems

From the point of view of reliability analysis, estimating preventable medical errors in healthcare system is the principal goal.

During the past decade, healthcare delivery has seen the introduction of ever more sophisticated and complex equipment for preventable medical errors. Furthermore, the human factor still is an important component of such systems. The persistence of medical errors according to [7] suggests that there is either an absence of reliability engineering analysis or a gap in the reliability analysis currently being performed. The decision of this problem can be implemented by changing the process design of healthcare system and/or performing the reliability analysis of healthcare system’s exploitation. It supposes the adaptation and application of reliability analysis methods for healthcare system.

The first step in reliability estimation of any system is to determine a mathematical model (representation). Such mathematical model of a healthcare system is:

- complex, the system cannot be represented by a typical structure (series, parallel, k-out-of-n etc.) only;
- inhomogeneous, it implies different types of the system components (hardware, software, human factor);
- uncertain, it is caused by human factor influence.

In case of the structure function, complexity and inhomogeneity of healthcare systems can be realized in a mathematical representation without special algorithms [15, 19]. In the construction of the structure function for healthcare system, the uncertainty of the initial data needs adaptation and the reasons of this uncertainty must be considered. According to (1), the structure function is defined if all of possible components and system states are indicated. As a rule, it is impractical to wait until all the component states are indicated. The first factor then is incomplete specification of data, because some values of the system component’s states or performance levels cannot be obtained. In substitution, extra data on the healthcare system can be obtained through expert analysis. The second factor of uncertainty of initial data is the ambiguity and vagueness of collected data values. This type of ambiguity can be caused by an expert’s subjective evaluation etc. For example, two experts can set different values of system performance level for equal situation [20, 21]. Therefore, uncertainty of initial data must be considered when constructing the structure function.

Uncertainties and ambiguities of a real system have been dealt with in reliability analysis using of the likelihood concept [13, 19]. However, uncertainties that are caused solely in evaluation by an expert’s experience and judgement are not random in nature. This uncertainty can’t be indicated in a quantitative form by probability theory.

Fuzzy logic, however, makes it possible to define the structure function in a more flexible form than the probabilistic approach. Consequently the structure function of a healthcare system must be constructed based on fuzzy data and incomplete samples. It is a typical problem in data mining. Therefore, we propose the use of the Fuzzy Decision Tree (FDT), which has been used widely in data mining, for analysis of uncertain data, and decision making with ambiguities. Here, collected data for structure function construction can be defined and characterized by likelihood (likelihood) or confidence if there is little data about the real system’s behavior. An FDT allows to reconstruct these data with different levels of likelihood (confidence) [12, 14]. Applying FDT, we propose a new method for the construction of the structure function to mathematically represent healthcare system.

FDTs imply a tree based on the data about the system, which can be fuzzy and/or crisp, and the data can be specified incompletely. The values of the structure function are then defined for all combinations of component states by the FDT: component states are interpreted as FDT attributes and the structure function value agrees with one of the M values (classes) for the system performance level.

III. A NOVEL METHOD FOR STRUCTURE FUNCTION CONSTRUCTION BY FDT

The structure function is a construct of mathematical representations that can be defined by a system structure analysis or that can be based on expert data [13, 22]. The structure function for system that includes a human factor is funded based on the evaluation by an expert’s experience and judgment. Any healthcare system is a typical example of such a system.

The construction of a structure function representing expert’s data requires special analysis and transformation of the initial system’s data [7, 23], because expert’s data is uncertain as a rule. This uncertainty can be caused by a lot of factors, but we have considered two of them. The first factor is incompletely specified data, because some values of system states or performance levels cannot be obtained. For example, it can be expensive or it might need unacceptable long time to get the data. The second factor is ambiguity and vagueness of collected data values. This type of ambiguity can be caused, for instance, by inaccuracies or errors of measurement, or subjectivity of expert’s evaluations.

Therefore, the construction of the structure function must appreciate two aspects. The first is a mapping assigning the system performance level to each possible profile of component states (for example, see Table I). The second is addressed by interpreting it as classification problem for uncertain data, which is typical for data mining. One of the possible options is applying decision trees or FDT [31-34].

Our approach is based on FDTs [24, 25] and includes the following steps (Fig.1):

- Collection of data in the repository according to requests of FDT induction;
• Representation of the system model in the form of an FDT that classifies component states according to the system performance levels;
• Construction of the structure function as decision table that is created by the inducted FDT.

![Repository (data collection) for the FDT induction. Result of measurement, expert evaluation or monitoring](image)

<table>
<thead>
<tr>
<th>Components and their possible values</th>
<th>System state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>$x_2$</td>
</tr>
<tr>
<td>0 1 2</td>
<td>0 1 2</td>
</tr>
<tr>
<td>0 1 0.5</td>
<td>0.4 0.6</td>
</tr>
<tr>
<td>0.2 0.1</td>
<td>0.7 0.1</td>
</tr>
<tr>
<td>0.9 0.1 0.0</td>
<td>0.2 0.8</td>
</tr>
<tr>
<td>0.3 0.4 0.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**FDT induction**

The representation of the result in FDT form

![Selection of all possible cases](image)

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>...</th>
<th>$x_n$</th>
<th>$\phi(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 ... 0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0 0 1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0 0 ... 2</td>
<td>1</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2 1 ... 2</td>
<td>2</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>2 1 ... 3</td>
<td>2</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

**Selection of all possible cases**

![The construction of the structure function $\phi(x)$](image)

Fig. 1 Principal steps in the structure function construction based on FDT application

Therefore, the structure function is constructed as decision table that classifies the system performance level to each possible profile of components states. The decision table is formed based on a FDT that provides the mapping for all possible component states (input data) in $M$ performance levels. FDT is inducted by uncertain data that is presented in form of specified repository.

IV. PRINCIPAL STEPS OF THE METHOD

A. The Repository for Data Collection

Collection of data in the form of a repository is provided by the monitoring or expert evaluation of values of the system’s component states and the system’s performance levels (Fig.1). Data for a repository is collected by monitoring if it is possible (for example, for some devises or equipment). It is expert evaluation dominantly in case of the system with analysis of human factor that is important component of any healthcare system. Therefore data for the construction of the repository for the analysis of healthcare system collects the expert experience. The experts propose an estimation of every situation (state vector) and resulting system state (system performance level) with some possibilities (likelihoods). The transformation of expert knowledge into quantification data is implemented based general rules that used for the analysis of experts’ knowledge. Some of such methods are presented and discussed in papers [20, 21]. Need to note that initial data structuration and the repository preparation is important step and can be considered as separate problem for investigation and development.

The column number is $n+1$ (for indication of $n$ components and the system’s performance level). All of the $n$ columns are separated into $m$ sub-columns, and the column for the system’s performance level has $M$ sub-columns. The sub-column is assigned with one of the values for component states or performance levels. Every row of the table represents one monitoring situation or evaluation. The table cell includes number (from 0 to 1) that interpreted as the likelihood of this value. Note that the sum of these possibilities for each value equals 1. Such data can be obtained from experts’ evaluations or possibility of fuzzy clustering [26, 27]. These possibilities correspond to a membership function of fuzzy data [28]. This demand for initial data representation is caused by the method of FDT induction. Therefore, values of the $i$-th component state and the performance levels are defined by possibilities. These possibilities indicate ambiguity of collected data values for the analysis. Having indicated and considered the uncertainty of the monitoring data, the resulting accuracy of data analysis is increased.

For example, consider a simple laparoscopic surgery procedure [7]. It is typical healthcare system with human component. Let us indicate 4 components ($n = 4$) of this system: device (a laparoscopic robotic surgery machine [29]), two doctors (anesthesiologist and surgeon) and a nurse. Let us interpret this system as Multi-State System MSS and introduce the numbers of states for every component and number of performance levels of the system. Let this system has three performance levels ($M = 3$):

- 0 – non-operational (fatal medical error),
- 1 – partially operational (some imperfection),
- 2 – fully operational (surgery without any complication).

The device has two states ($m_1 = 2$):

- 0 – failure, and
- 1 – functioning.

The work of anesthesiologist is indicated by two states ($m_2 = 2$):

- 0 – non-operational (medical error),
- 1 – fully operational (without any complication).
The work of surgeon and the nurse can be modelled both by 3 levels \((m_3 = m_4 = 3)\), i.e.:
- 0 – (the fatal error),
- 1 – (sufficient), and
- 2 – (perfect or the work without any complication).

The structure function of the system for analysis this simplified version of a laparoscopic surgery is composed of 36 situations (state vectors). The monitoring and expert analysis of this system permits to obtain some samples that represent the system behavior. In Table II, 15 samples are shown. In this table, 15 of 36 possible state vectors are indicated only. However, this information is uncertain because the data from real monitoring is incomplete and values are ambiguous. The monitoring does not allow obtaining information about all possible samples (situations) for fatal medical errors, because it would imply patient’s health. So, the expert (or experts) adds some information about the system behavior, which can be uncertain, too. For example, an expert can indicate for the sample under the consideration the system performance level with likelihood only: as operational \((\phi(x) = 2)\) with the likelihood of 0.0, partly operational \((\phi(x) = 1)\) with likelihood 0.1 and non-operational \((\phi(x) = 0)\) with the likelihood of 0.9.

Table II illustrates the correlation of monitoring data and the structure function for this system. The monitoring data can be transformed into the structure function \((1)\) for the system based on the following rule: only the value with the highest likelihood is considered. For example, the variable \(x_i\) in Table II has value 0 with the likelihood of 0.6 and value 1 with the likelihood of 0.4. The resultant value is defined as 0 in this case, but some of the state vectors are absent in the repository. Traditional mathematical approaches for system reliability analysis are based on the structure function, which cannot be used in this case. Therefore, the construction of a structure function \((1)\) based on incomplete data requires a special transformation and the development of new methods.

### B. Representation of system model in the form of an FDT

A decision tree (and FDT in particular) can be considered as an alternative form of the structure function. The structure function maps state vectors to each equivalence class of the system’s performance levels. At the same time, a decision tree is a formalism for expressing mappings of input attributes (component’s states) and output attribute (system performance level(s)), consisting of an analysis of attribute nodes, which are linked to two or more sub-trees and leaves or decision nodes that are labeled with a class (in our case it is the system performance level) [14]. The outcome of the analysis is based on attribute values of a sample, where each possible outcome is associated with one of the sub-trees. A sample is classified by the starting at the root node of the tree. If this node is not a leaf, the outcome for the instance is determined and the process continues using the appropriate sub-tree. If a leaf is encountered, its label directs to the predicted class of sample. The system’s component states are interpreted as values of the input attributes. The system’s performance levels are considered as an instance that is classified into \(M\) classes.

FDT is one of the possible types of decision trees that permit to operate with fuzzy data (attributes) and methods of fuzzy logic. The construction of a FDT-based structure function assumes ambiguous data and that the analysis of such data can be implemented based on the methods of fuzzy logic [11, 30, 31]. The ambiguity of data values may be present in the attributes (system components states) and the exact class of the instance (system performance level).

There are different methods to induct a FDT [11, 24, 25, 31]. The principal goal of all methods is to select expanded attributes and determine the leaf node. The FDT induction is implemented based on some initial data that is interpreted as a training test. Every training sample includes \(n\) attributes \(A_1, ..., A_n\) and an output attribute \(B\). The construction of the structure function supposes its correlation with the FDT (Table III): the system performance level is the output

### Table II

<table>
<thead>
<tr>
<th>No</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(\phi(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6</td>
<td>0.4</td>
<td>0.9</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>0.3</td>
<td>0.4</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>0.9</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>0.7</td>
<td>0.1</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>0.8</td>
<td>0.8</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>13</td>
<td>0.1</td>
<td>0.9</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>14</td>
<td>0.2</td>
<td>0.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
attribute and the component’s states (state vectors) are input attributes. Each input attribute (component state) $A_i$ ($1 \leq i \leq n$) is measured by a group of discrete values from 0 to $m_i-1$ that agree with the values of the $i$-th component states: $\{A_{i0}, \ldots, A_{in}\}$. The FDT assumes that the input set $A_1, \ldots, A_n$ is classified as one of the output attribute values $B$. The output attribute value $B_0$ agrees with one of the system’s performance levels and is defined by $M$ values ranging from 0 to $M-1$ ($M = 0, \ldots, M-1$).

For example, set input attributes $\{A_1, A_2, A_3, A_4\}$ and output attribute $B$ for the success of laparoscopic surgery are indicated in Table IV according to FDT terminology. Each attribute is defined as: $A_1=[A_{10}, A_{11}]$, $A_2=[A_{20}, A_{21}]$, $A_3=[A_{30}, A_{31}, A_{32}]$, $A_4=[A_{40}, A_{41}, A_{42}]$ and $B = \{B_0, B_1, B_2\}$.

### Table III. Correlation of the Terminologies of FDT and Reliability Analysis

<table>
<thead>
<tr>
<th>FDT</th>
<th>System reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input attributes: $n$</td>
<td>Number of system components: $n$</td>
</tr>
<tr>
<td>Attribute $A_i$ ($i = 1, \ldots, n$)</td>
<td>System component $x_i$ ($i = 1, \ldots, n$)</td>
</tr>
<tr>
<td>Attribute $A_i$ values: ${A_{i0}, \ldots, A_{in}}$</td>
<td>The $i$-th system component state: $[0, \ldots, m_i-1]$</td>
</tr>
<tr>
<td>Output attribute $B$</td>
<td>System performance level $g(x)$</td>
</tr>
<tr>
<td>Values of output attribute $B$: ${B_0, \ldots, B_M}$</td>
<td>Values of the system’s performance levels: $[0, \ldots, M-1]$</td>
</tr>
<tr>
<td>Decision table</td>
<td>Structure function</td>
</tr>
</tbody>
</table>

A fuzzy set $A$ with respect to an universe $U$ is characterized by a membership function $\mu_A : U \rightarrow [0, 1]$, assign a $A$-membership degree, $\mu_A(u)$, to each element $u$ in $U$. The cardinality measure of the fuzzy set $A$ is defined by $M(A) = \sum_{u \in U} \mu_A(u)$, which is the measure of the size of $A$.

For $\forall u \in U$, $\mu_A(u) = 1$ means that $u$ is definitely a member of $A$ and $\mu_A(u) = 0$ means that $u$ is definitely not a member of $A$, while $0 < \mu_A(u) < 1$ means that $u$ is partially a member of $A$. If either $\mu_A(u) = 0$ or $\mu_A(u) = 1$ for all $u \in U$, $A$ is a crisp set. The set of input attributes $A$ is crisp for which $\mu_A(u) = 0$ or $\mu_A(u) = 1$. The values of input and output attributes are defined by the membership function. They are obtained from the monitoring data (Table II) according to the correlation shown in Table IV. Indicated attributes values are used as a training test to construct the FDT.

In this paper, we adopt the FDT induction principle to construct the structure function based on cumulative information estimates [24, 25]. The cumulative information estimates allow defining the criterion of expanded attribute selection to induce FDT with different properties. These estimates are calculated by measures of entropy and information. Entropy and information have been introduced to the information theory as a probabilistic approach. The application of these measures assumes that the sum of possibilities of all values of every attribute equals 1 [26, 27, 28]. Note that the likelihood of attribute’s value in terms of FDT induction is measured as confidence degree or degree of truth in this value.

### Table IV. Attributes Values of System for Laparoscopic Surgery Procedure

<table>
<thead>
<tr>
<th>Structure function</th>
<th>Attribute</th>
<th>Attribute values</th>
<th>Description of attribute values</th>
</tr>
</thead>
<tbody>
<tr>
<td>The first component state, $x_1$</td>
<td>$A_1$</td>
<td>$A_{10}$</td>
<td>Device failure</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{11}$</td>
<td>Devis working</td>
</tr>
<tr>
<td>The second component state, $x_2$</td>
<td>$A_2$</td>
<td>$A_{20}$</td>
<td>Error of anesthesiologist</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{21}$</td>
<td>Anesthesiologist work without complication</td>
</tr>
<tr>
<td>The third component state, $x_3$</td>
<td>$A_3$</td>
<td>$A_{30}$</td>
<td>Error of surgeon</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{31}$</td>
<td>Sufficient work of surgeon</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{32}$</td>
<td>Perfect work of surgeon</td>
</tr>
<tr>
<td>The forth component state, $x_4$</td>
<td>$A_4$</td>
<td>$A_{40}$</td>
<td>Error of nurse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{41}$</td>
<td>Sufficient work of nurse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$A_{42}$</td>
<td>Perfect work of nurse</td>
</tr>
<tr>
<td>System performance level $g(x)$</td>
<td>$B$</td>
<td>$B_0$</td>
<td>Fatal medical error</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$B_1$</td>
<td>Some imperfection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$B_2$</td>
<td>Surgery without any complication</td>
</tr>
</tbody>
</table>

Figure 2 depicts the FDT for the laparoscopic surgery example. This FDT has 4 levels and includes all input attributes. This implies that all input attributes are considered to be significant for this system. The attribute $A_3$ is most significant as it agrees with the surgeon’s work. Therefore, $A_3$ is associated with the FDT root (top node). This attribute can have the values $A_{30}$, $A_{31}$, and $A_{32}$, which are associated with branches of the FDT. Each branch agrees with a block of the output attribute values, and the confidences of every value of the output attributes are indicated. This block is a leaf if one output attribute has a sufficient level of confidence. In the other case, the FDT provides the analysis of the next input attribute. In this example, the value $A_{31}$ and $A_{32}$ of the attribute $A_3$ supposes the analysis of the attribute $A_1$ and $A_2$, respectively. The sufficient value of the output attribute is defined by the user between 0 to 1. For instance in the laparoscopic surgery example, this sufficiency of the FDT has been set to 0.750 (Fig. 2).

The FDT can be transformed into classification (decision) rules. A new sample $e$ may be classified into different classes with different confidence. Let the FDT have $R$ leaves $L = \{l_1, \ldots, l_R\}$, then each leaf $l_r \in L$ corresponds to one ($r$-th) classification rule. The condition part of the classification rule is a group of conditions that is represented in the form: “attribute is attribute’s value”. Such conditions are interconnected with an AND operator. The attributes are associated with the nodes in the path from the root to the leaf $l_r$. 
The attribute’s values are associated with the respective outgoing branches of the nodes in the path. Conclusions of the $r$-th rule are the values of class attribute $B$ with their truthfulness vector $F_r = [F_{1r}, ..., F_{4r}]$ for each $r$-th leaf $l$ and each $j$-th class $B_j$. Each value $F_{jr}$ means the certainty degree (confidence) of the class $B_j$ attached to the leaf node $l_r$.

Let’s consider the path $P_r(e) = \{[A_{i1_j}(e)]', ..., [A_{i4_j}(e)]', ..., [A_{i8_j}(e)]'\}$ from the FDT root to the $r$-th leaf. This path $P_r(e)$ consist of $S$ nodes which are associated with attributes $A_{i1}$, ..., $A_{i4}$, and respectively their $S$ outgoing branches associated with the values $A_{i1_j}$, ..., $A_{i8_j}$. Then the $r$-th rule has the following form:

$$IF (A_j \text{ is } A_{i,j}) \text{ and } ... \text{ and } (A_h \text{ is } A_{i,j}) $$

$$\text{THEN B (with truthfulness F') }$$

The classification rules for the laparoscopic surgery example are shown in Fig.3.

C. Construction of the structure function based on the FDT

As it was shown in Section III, the structure function agrees with the decision table. The decision table can be constructed based on the FDT or classification (decision) rules or a [25]. A decision table indicates all possible values of input attributes and agrees with the structure function. Therefore, call the decision table is calculated for all possible values of the component’s states and considered as the structure function (1).

For the laparoscopic example, assume that the state vector is $x = (0\ 1\ 1\ 0)$. According to the FDT (Fig. 2), the system output attribute for all possible vector states can have the value 0, 1, and 2 with the confidence of 0.387, 0.460, and 0.153, respectively. However, these confidences are under the given threshold of 0.750. Therefore, the analysis of the state vectors is implemented based on the FDT. It starts with the attribute $A_3$ (Fig. 2). The value of this component state is $x_3 = 1$ and the branch for the attribute value $A_{3,1}$ is
considered. The output attribute can have the value 0, 1, and 2 with the confidence of 0.396, 0.417, and 0.187, respectively. Again, all these confidences are below the threshold 0.750. Therefore, a decision about the value of the system’s performance level is impossible and the analysis continues with the attribute $A_1$. The estimation of this attribute is implemented using a branch with attribute value $A_{1,0}$ because the specified state vector includes $x_1 = 0$. The branch of this value has the leaf-node. Therefore, the value of the output attribute is defined as the value with the maximal confidence, which is 0.756 for the value 0. Considering this, the system performance level for the specified state vector is $\phi(x) = 0$. Therefore the fatal medical error is possible with confidence 0.756 if the level of the surgeon’s work is sufficient and there is a malfunction of the laparoscopic robotic surgery machine. The analysis of other state vectors is similar and allows to obtain all possible values of the system performance level in the form of the structure function.

$r = 1$: IF $A_3$ is $A_{3,0}$ THEN $B$ with $F^1 = [0.819; 0.147; 0.034]$;
$r = 2$: IF $A_3$ is $A_{3,1}$ and $A_1$ is $A_{1,0}$ THEN $B$ with $F^2 = [0.756; 0.137; 0.107]$;
$r = 3$: IF $A_3$ is $A_{3,2}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,0}$ and $A_3$ is $A_{3,0}$ THEN $B$ with $F^3 = [0.843; 0.136; 0.021]$;
$r = 4$: IF $A_3$ is $A_{3,3}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,0}$ and $A_3$ is $A_{3,0}$ THEN $B$ with $F^4 = [0.376; 0.526; 0.098]$;
$r = 5$: IF $A_3$ is $A_{3,4}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,0}$ and $A_3$ is $A_{3,2}$ THEN $B$ with $F^5 = [0.229; 0.663; 0.018]$;
$r = 6$: IF $A_3$ is $A_{3,5}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,2}$ and $A_3$ is $A_{3,0}$ THEN $B$ with $F^6 = [0.035; 0.940; 0.025]$;
$r = 7$: IF $A_3$ is $A_{3,6}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,1}$ and $A_3$ is $A_{3,1}$ THEN $B$ with $F^7 = [0.168; 0.268; 0.564]$;
$r = 8$: IF $A_3$ is $A_{3,7}$ and $A_1$ is $A_{1,1}$ and $A_2$ is $A_{2,1}$ and $A_3$ is $A_{3,2}$ THEN $B$ with $F^8 = [0.030; 0.066; 0.964]$;
$r = 9$: IF $A_3$ is $A_{3,8}$ and $A_2$ is $A_{2,0}$ THEN $B$ with $F^9 = [0.080; 0.885; 0.035]$;
$r = 10$: IF $A_3$ is $A_{3,9}$ and $A_2$ is $A_{2,1}$ and $A_1$ is $A_{1,0}$ THEN $B$ with $F^{10} = [0.047; 0.804; 0.149]$;
$r = 11$: IF $A_3$ is $A_{3,10}$ and $A_2$ is $A_{2,1}$ and $A_1$ is $A_{1,1}$ and $A_3$ is $A_{3,0}$ THEN $B$ with $F^{11} = [0.096; 0.769; 0.135]$;
$r = 12$: IF $A_3$ is $A_{3,11}$ and $A_2$ is $A_{2,1}$ and $A_1$ is $A_{1,0}$ and $A_3$ is $A_{3,1}$ THEN $B$ with $F^{12} = [0.009; 0.147; 0.853]$;
$r = 13$: IF $A_3$ is $A_{3,12}$ and $A_2$ is $A_{2,1}$ and $A_1$ is $A_{1,1}$ and $A_3$ is $A_{3,2}$ THEN $B$ with $F^{13} = [0.009; 0.326; 0.674]$.

Fig. 3 The classification rules for the construction of structure function for the analysis of successful laparoscopic surgery

It is important to note that this method of the structure function constructing based on FDTs permits to compute (restore) data missing from the monitoring. Therefore, probabilities of system performance can be calculated according to typical methods used in reliability engineering, i.e., based on the structure function. For example, the system availability (1) can be calculated for the system that is presented the laparoscopic surgery success based on the indicated values of the component state probabilities (Table V). The availability of this system according to (3) and data in Table V is calculated based on the structure function constructed through the FDT (Fig. 2):

$$A_0 = 0.098, \quad A_1 = 0.214, \quad A_2 = 0.688 \quad (4)$$

### Table V. Probabilities of the Components States

<table>
<thead>
<tr>
<th>System component description</th>
<th>Component’s states probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_{0,1}$</td>
</tr>
<tr>
<td>The laparoscopic robotic surgery machine functioning, $x_1$</td>
<td>—</td>
</tr>
<tr>
<td>The anaesthesiologist’s work, $x_2$</td>
<td>—</td>
</tr>
<tr>
<td>The surgeon’s work, $x_3$</td>
<td>0.64</td>
</tr>
<tr>
<td>The nurse’s work, $x_4$</td>
<td>0.47</td>
</tr>
</tbody>
</table>

The values of the availabilities in (4) imply that laparoscopic surgery can be with:

- a) fatal medical error with probability 0.098,
- b) sufficient result (some complications) with probabilities 0.214 and
- c) perfect result 0.688 (without any complications).

Other measures can be computed by the structure function too. For example, importance measures for this system are defined according to the algorithms considered in [10, 30].

### V. RESULTS

Our method has been investigated depending on the level specify of the initial data. We considered 3 benchmarks for the method evaluation [13, 15]:

- The system 1 has 3 performance levels, consist of 5 component and its structure function has 243 state vectors;
- The system 2 has 5 performance levels, consist of 4 component and its structure function has 108 state vectors;
- The system 3 has 4 performance levels, consist of 5 component and its structure function has 521 state vectors;

The structure functions are known and defined for these systems. We have used this data to examine efficiency and accuracy of proposed method for the construction of the “new” structure function based on incompletely specified data. The incompleteness is modeled by random deleting of some state vectors and assigned performance level value. The range of deleted states is changed from 5% to 90%. The “new” structure function is constructed based these incompletely specified data and compare with initial structure function.

The constructed structure functions include individual or small groups of misclassified state vectors. Therefore, we have estimated this missclassification by an error rate. The constructed structure functions and initial completely and exact specified functions are compared and the error rate is calculated as the ratio of wrong values of the structure function to the dimension of unspecified part of the function. The experiments have been iterated 1000 times for every system. The error rate for every system and for different level of unspecified component states vector is shown in Fig. 4. The error rate is depended on unspecified part of the initial data (state vectors) according results presented in
Fig. 4. This error increases essentially, if the unspecified part is more than 80% for all investigated systems. We obtained an insignificant growth of the error rate if the unspecified part is less than 10%. Therefore according to this investigation we can declare recommended specify of initial data between 10% and 80%. This result is typical for FDT application [11, 12]. The specification of data less than 10% isn’t sufficient for the correct construction of correlations between input and output attribute. And higher level of data specification (more 80%) restricts variations of FDT induction and causes misclassification values.

![Graph showing error rate for three systems](image)

**Fig. 4 The error rate for the construction of the structure function for three systems**

VI. DISCUSSION

The main contribution of this paper is that we have developed novel and original method for the construction of the structure function based on incompletely specified and ambiguous data. It directly supports MSS reliability estimation and can cope with uncertain data for the analysis of system reliability/availability. This is typical problem for reliability analysis of healthcare systems, where the data cannot be obtained for all possible situations.

The analysis of the error rate for the proposed method for the construction of the structure function based on FDT shows that this method has good efficiency. This method is acceptable for the incompletely data and the incompleteness of initial data can be indicated from 10% to 85%. The constructed structure function by the proposed method has less error rate than maximal error rate in interval of the incompleteness.

But error rate is not caused by range of incompleteness of initial data only. There are some factors that can influence to error rate. First of all it is specific properties of structure function. One of very important properties is monotony of structure function that is typical for coherent system [17, 30]. The structure function of the system 1 is monotonic and the error rate of this function is minimal. The structure function of the system 2 is monotonic too. Other property of structure function is “uniformity” that mean similar number of state vectors for all system performance levels. For example, the system 2 has maximal number of state vectors for one of performance level (46 of 108). Therefore range of incompleteness has small influence to error rate. Numbers of state vectors for every performance levels of the system 3 are similar. Therefore error rate increases for boundary range of incompleteness.

Beside the structure function properties, the system dimension (number of state vectors) influences to the error rate. This influence will be investigated in the future. Now, we can suppose that error rate decreases opposite to increasing of system dimension. The construction of the structure function of 50 state vectors is possible based on 20-30 state vectors (40-60% of defined state vectors). The structure function construction based on 5-10 state vectors (10-20%) is possible too. But level of accuracy depends on the quality of this set of state vectors. It will be essential to continue the verification and validation of our proposed method with data sets of different properties and sizes.

Very important advantage of proposed method for constructing of the mathematical model of investigated system is possibility to ignore step of qualitative analysis that is typical in reliability analysis based on uncertain data. Methods for qualitative analysis (Failure mode and Effect Analysis (FMEA), Failure Mode Effects and Criticality Analysis (FMECA), Hazard Operability Study (HAZOP) etc.) are very good investigated in reliability engineering, but most of them include empirical evaluation of investigated system [8, 9, 13].

Conclusion

Our comprehensive experiments have shown that reliability estimation of healthcare systems is possible with uncertain or incomplete data if the structure function is estimated using fuzzy decision trees. This opens a wide range of clinical applications for saver healthcare.
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Abstract—Many applications in Natural Language Processing require a semantic analysis of sentences in terms of truth-conditional representations, often with specific desiderata in terms of which information needs to be included in the semantic analysis. However, there are only very few tools that allow such an analysis. We investigate the representations of an automatic analysis pipeline of the C&C parser and Boxer to determine whether Boxer’s analyses in form of Discourse Representation Structure can be successfully converted into a more surface oriented event semantic representation, which will serve as input for a fusion algorithm for fusing hard and soft information. We use a data set of synthetic counter intelligence messages for our investigation. We provide a basic pipeline for conversion and subsequently discuss areas in which ambiguities and differences between the semantic representations present challenges in the conversion process.

I. INTRODUCTION

Many applications in Natural Language Processing require a semantic analysis of sentences. However, automatic semantic analysis is a field in its infancy in Natural Language Processing. There is work on automatically analyzing semantic role labeling, as evidenced by two shared tasks at the Conference on Natural Language Learning [1], [2] and a special issue of the journal Computational Linguistics [3]. But for many downstream applications related to text understanding, semantic roles do not provide enough information. Our current work focuses on fusing soft and hard information, where soft information constitutes natural language. A fusion algorithm accepts information from different sources and provides an integrated, accurate, informative whole. While fusion algorithms for sensor data are advanced and reliable, efforts to include natural language are in their early stages [4]. When language is included, fusion often includes inference mechanisms [5]. In order to be able to integrate language information into a fusion approach, we need to provide the information in a variant of predicate logic, on which inference and fusion algorithms can work.

There are existing approaches to analyzing language into semantic representations based on different syntactic formalisms (cf. e.g., [6] for LFG and [7] for TAG). We focus here on truth-conditional semantics based on Combinatory Categorial Grammar (CCG) [8] since this grammar formalism provides the closest match to our needs in terms of the target predicate logic. CCG relies on combinatoric logic, which is equivalent in expressive power to lambda calculus. One approach to parsing CCG is the C&C parser [9], [10], which can be used in combination with Boxer [11], [12], [13], a module that converts the CCG syntax to semantic representations in the form of Discourse Representation Structure (DRS) [14], [15]. Other CCG-based approaches attempt learning semantic representations from different sources directly (e.g. [16], [17]).

Our target semantic representation is a form of event semantics, which means that neither parser provides us with analyses that are usable directly. Thus, we present work on investigating a rule-based conversion from Discourse Representation Structure as provided by Boxer to our target event semantic representations.

The remainder of this paper is structured as follows: We first provide more details about the conversion task in section II, then we briefly introduce our target semantic representations in section III, focusing on those aspects and distinctions that we target in the conversion. We then describe the analysis pipeline in section IV and discuss cases that can be converted in a rule-based fashion in section V. Finally, we discuss linguistic phenomena that present challenges for a conversion in section VI and conclude with a discussion of approaches to handle those difficulties (section VII).

II. TASK OVERVIEW

Our task is to perform a semantic analysis of sentences in order to use them in a data fusion model for fusing hard and soft information [18], [19]. The fusion model expects an analysis in terms of first order logic and can be extended to a Davidsonian model. In a Davidsonian model, semantics is non-propositional, and references are integrated into the semantic description. References between events are described using event variables.

Since an unlimited truth-conditional analysis of unrestricted sentences is a very challenging task and since we have a very specific task as downstream consumer of our annotations, we have decided to reduce the complexity of the task of semantic analysis by assuming an automatic syntactic simplification of the sentences to be analyzed. In contrast to standard approaches to sentence simplification, our syntactic simplification model (currently under development) will focus on specific syntactic phenomena and will simplify only sentences that display such phenomena. Simplification will be performed by a machine learning module trained on a small set of sentences displaying a specific phenomenon, based on a dependency parse. The simplified sentences will then be reparsed by the CCG parser.
The goal is a simplification without loss of information; we currently target coordination, reported speech, and passive sentences. Examples of simplifications are shown in examples (1)–(3). Note that in the case of reported speech, the reporting action is converted into an action and a certainty value (shown in square brackets), both of which can directly be used for information fusion.

(1) a. The man bought a book and a map.
   b. The man bought a book. The man bought a map.
(2) a. The anonymous caller reported that an attack would happen next week.
   b. An attack will happen next week. [action: report; certainty: 0.9]
(3) a. The man was given an object by a passer-by.
   b. The passer-by gave the man an object.

As a consequence of the simplification step, we assume that the simplified sentences will be easier to parse by the CCG parser used in the semantic analysis. The final pipeline of the process is shown in Fig. 1.

III. THE ANNOTATED DATA SET FOR EVENT SEMANTICS

We use the SYNCOIN data set [20] for our experiments. SYNCOIN is a synthetically created set of counter insurgency scenarios in the form of collections of intercepted phone conversations and intelligence reports. The data set was designed to support approaches towards the fusion of hard and soft information.

We have access to truth-conditional semantic annotations of a set of sentences that constitute five “threads”. These sentences were annotated within our project. The annotation scheme is based on Davidsonian event semantics [21], and the annotations are mostly rather surface oriented, in order to allow for robust automatic processing. The annotations are based on the following principles:

Since verbs report actions, they introduce event variables, and their syntactic arguments function as logical arguments in the following order: event, subject, direct object, and indirect object. We show an example sentence and its annotation in (4). Here, the verb refuse is analyzed as the 50th event in the thread, and it has two arguments, x6 referring to men and e2 referring to attack. Note that the annotation also states that the agent/subject of the attack are the men (x6).

(4) a. The men refuse to reveal operational details of the attack.
   b. refuses(e50,x6,e51) ∧ men(x6) ∧ reveal(e51,x6,z14) ∧ details(z14,e44) ∧ operational(z14) ∧ attack(e14,x6)

There are two more points worth mentioning concerning the example: 1) Verbs are not the only concepts that introduce events. In the example, the nominalization attack is also represented as an event. 2) Both the men and the attack were mentioned previously in the text, which is indicated by shared variables. Thus, we integrate coreference information across sentence boundaries into the annotations.

The annotation scheme uses five types of variables, as shown in Table I. Nouns typically introduce variables of types x or z whereas the type e is typically introduced by verbs and nominalized verbs. Variable types y and z may be introduced by a wider range of parts of speech. Depending upon context, a word can potentially belong to more than one category.

All variables introduced by indefinite noun phrases and verbs are existentially quantified. However, existential quantifiers are not included as part of the semantic annotation. They are assumed to have scope over all sentences in the annotated document. Modifiers are introduced by adjectives, adverbs, and prepositional phrases. Adjectives typically introduce a new predicate, which is a property of objects as seen in (4) in the phrase operational details. Adverbs also introduce a new property. However, since they typically modify events, they have an event variable as argument, as seen in (5). Names are introduced by a predicate named. Possessive pronouns introduce a modifier which is annotated as a separate predicate as seen in (6). Units of measurements are introduced by a special predicate introducing the unit of measure and the numerical value, see the example in (7).

(5) a. The car drove fast.
   b. car(z1) ∧ drove(e1,z1) ∧ fast(e1)
(6) a. John’s car departed.
b. car(z1) ∧ possessive(x1,z1) ∧ named(x1,John) ∧ departed(e1,x1)

(7) a. 250 gallon tanks
b. tanks(z1) ∧ size_in_gallon(z1, 250)

Temporal phrases normally modify events, but can also introduce dates as seen in (8). Quantification is handled in a surface oriented way, as shown in (9). However, existential quantification over events is introduced by negation (see (10)) and questions.

(8) a. The man arrived on 01/05/10.
b. man(x1) ∧ arrived(e1,x1) ∧ on(e1,x1) ∧ date(t1,010510)

(9) a. Omar Khrayesh visits several bookstores in Adhamiya.
b. visit(e3,x1,y1) ∧ named(x1, Omar Khrayesh) ∧ bookstores(y1) ∧ several(y1) ∧ in(y1,y2) ∧ named(Adhamiya).

(10) a. Mallahati did not respond.
b. named(x1, Mallahati) ∧ not(∃e respond(e,x1))

IV. ANALYZING SENTENCES USING DRS

A. Parsing

As discussed above, we utilize Combinatory Categorial Grammar [8] since it provides a clearly defined interface between syntax and truth-conditional semantics, making it ideal for our purposes. We use the C&C parser [9], [10] in combination with Boxer [11], [12], [13]. The parser provides pre-trained models based on CCGbank [22], sections 02-21 and MUC 7 [23]. We parse single sentences of SYNCOIN input for Boxer.

B. Boxer’s DRS Analyses

Boxer is a module that uses the CCG derivations produced by the C&C parser to generate semantic representations in the form of Discourse Representation Structures (DRS), which are based on Discourse Representation Theory [15]. The theory assumes that hearers incrementally build a mental representation of a discourse, the DRS, which is a representational and non-compositional semantic representation. A DRS mainly models the referents of a discourse and the conditions that hold. A referent is an entity within the discourse while a condition is a predicate demonstrating properties of the respective referents.

A DRS consists of two parts, describing the referents and the conditions respectively. One important deviation from standard Discourse Representation Theory in Boxer is the use of a Neo-Davidsonian analysis of events and thematic roles [11]. This means that the representations provided by Boxer are close to our target event annotations, but that we need to abstract away from the semantic role representation and the more structured representation of referents.

DRS conditions are either basic or complex¹. Complex conditions express phenomena such as implication or negation. In this paper, we focus on basic conditions, which express equalities, one-place relations, two-place relations, names, or time expressions. One-place relations are introduced by nouns, verbs, adjectives, and adverbs while two place relations are used to express verb roles and prepositions.

Boxer provides its analyses in two forms: a box representation and the same information in PROLOG style. The DRS structure of the SYNOCON sentence (11) in box form is shown in Fig. 2. Each box, representing a single DRS, has the referents at the top, and the conditions within the box. The conditions of the second box show that the cafe is considered the actor and delivery the theme of the receiving event. The plus sign indicates the merging of the two basic DRS structures into a more complex one.

(11) The Antar Internet Café received a delivery of 10 new computers.

The second representation that Boxer offers is in PROLOG style, as shown in Fig. 3 (for example (11)). Here, the complex DRS is indicated by the merge operation. Since this representation is more easily processed automatically, we use it in our conversion to event semantics.

There are two primary types of information in the PROLOG representation, individual properties of the token and the semantic information of the tokens in the DRS. These two pieces of information are distinct, particularly as there are often tokens that do not have a semantic role in the DRS. Every token has an identification number indicating the position of the token in the sentence. This is accompanied by the original token, the part-of-speech (POS) tag of the token, the lemma, and information whether it is a named entity.

In regard to the semantic information in Fig. 3, we focus on two different types of conditions, predicates (pred) and relations (rel). Examining pred(x4,delivery,n,0)] more closely, a predicate consists of the referent (x4), the lemma (delivery), a general POS tag (n), and the word’s named entity status (0 indicating false). A relation is represented as rel(e1,x1,’Actor’,0) consisting of the event (e1), the first referent (x1), the thematic role of the referent (Actor), and the sense (0 indicating

¹A full account of Boxer’s DRS representations can be found at http://svn.ask.it.usyd.edu.au/trac/candc/wiki/DRSs
id(1,1).
sem(1,[1001:[tok:'The',pos:'DT',lemma:the,namex:'O'],
1002:[tok:'Antar',pos:'NNP',lemma:'Antar',namex:'O'],
1003:[tok:'Internet',pos:'NNP',lemma:'Internet',namex:'O'],
1004:[tok:'Café',pos:'NNP',lemma:'Café',namex:'O'],
1005:[tok:'received',pos:'VBD',lemma:receive,namex:'O'],
1006:[tok:'delivery',pos:'NN',lemma:delivery,namex:'O'],
1007:[tok:'NN',lemma:delivery,namex:'O'],
1008:[tok:'of',pos:'IN',lemma:of,namex:'O'],
1009:[tok:'CD',pos:'NN',lemma:CD,namex:'O'],
1010:[tok:'new',pos:'JJ',lemma:new,namex:'O'],
1011:[tok:'computers',pos:'NNS',lemma:computers,namex:'O'],
1012:[tok:':',pos:':',lemma:':',namex:'O']]).

merge(drs([[x3,x2],[1001,x1],
[[1004]:named(x1,cafénam,nam),][:eq(x1,x3),
[1003]:named(x3,internetonam,nam)],[:eq(x1,x2),
[1002]:named(x2,antar,nam,nam)]]),drs([[e1],[s1],[x5],
[1006]:x4],[[rel(e1,x4,'Theme',0),][rel(e1,x1,'Actor',0),
[1005]:pred(e1,receive,v,0),[1008]:rel(x4,x5,of,0),
[1011]:pred(x5,computernam,nam),[1010]:rel(s1,new,a,0),
[:rel(s1,x5,'Pivot',0),[1009]:card(x5,10,eq),
[1007]:pred(x4,delivery,n,0)]]).

Fig. 3. Boxer DRS for sentence (11) in PROLOG representation.

Our goal is to convert Boxer representations to our event semantic annotation scheme as accurately as possible. In the current paper, we first investigate the degree to which the required information is available from the Boxer analysis. A successful conversion can be hampered by several different issues: when information required in semantic representation is not present in Boxer’s analyses, when Boxer is not consistent in representing a specific phenomenon, or when the analyses are incorrect. We present a basic methodology for the conversion, highlighting areas in which a successful conversion can be achieved with a high degree of success. We use Boxer given the following settings: PROLOG output format (but for readability, we present example in box format below), using DRS representations, using standard thematic proto-roles, and distinguishing variable types (into events, arguments, and modifiers).

A. Basic Conversion Principles

The PROLOG syntax allows for the ability to scan all aspects of the parse and develop checking mechanisms. The output is systematic in its structure, which allows an easy identification and isolation of referents and relations if they are produced by Boxer. In order to facilitate a closer examination of the conversion, we simplify example (11) to café received a delivery. The corresponding part of the DRS is presented in Fig. 4, the event semantic representation in (12).

(12) a. café received a delivery
b. café(\(e_1\)) \& received(\(e_1\),y1,z1) \& delivery(z1)

Fig. 4. PROLOG representation for café received a delivery.

Relation representations vary in the information they represent, but they always provide information about the event, the referent, and the relation. We use regular expressions to extract all relations in the PROLOG representation, identifying the referents involved, and cross-reference them. In Fig. 4, there are two relations (Actor and Theme) which are captured and then cycled through. Once the referent has been identified, the corresponding predicate is extracted using additional regular expressions in order to extract relevant information: the referent, the lemma, and an indication of a general POS category.

We isolate the thematic role within each relation (in our case Actor and Theme). Based on the specific role, we need to employ specialized conversion strategies since a Pivot, for example, provides more complex information than an Agent. Once a relation type has been identified, the referents are extracted. For the case of Actor, we extract e. In this relation, the first argument, e, refers to the first event introduced in the sentence. The second argument, z1, refers to an argument identified by the event. We then subsequently extract information on the corresponding predicate.

As mentioned in Section III, we introduce arguments of events in a specific order: the event, then the subject, then the direct object. This is demonstrated in (12), where the subject is represented by y1, and the direct object by z1. In general, there are no discrepancies between the ordering of thematic roles and grammatical functions since we assume that passive sentences have been simplified to active ones.

B. Challenges

Our main challenge is to correctly identify and convert the PROLOG variables into our event semantic variables. As presented in Table I, there are five possible variables types in the event semantics. As the PROLOG representation for events is e, these events are easily transferable to our scheme. However, as explained in Section III, verbs are not the only type of concepts that introduce events, and there is no direct correlation between other event types in the Boxer representations and in the event semantics. For example, verbal nominalizations, such as attack in example (4) are treated as referents like any other nouns in Boxer. Thus, in order to handle such cases properly, we will need to use additional
semantic resources as well as event anaphora detection and resolution strategies.

In addition to event variables, we have four distinct argument variables. Returning to example in (12) and Fig. 4, the subject (café) is a named entity with an unknown tag in the PROLOG representation, thus the challenge is to correctly identify that the variable associated with the referent is of type \( y \) given that it is a location. The direct object (delivery) is assigned \( z_1 \) since it is the first non-named entity argument that is not a location. If the parser recognizes named entities, then they can be directly converted to corresponding variables (e.g., org \( \rightarrow x \)). The difficulty lies in distinguishing between any two non-event labels for given tokens, particularly objects and locations, as although named entities are often detected by the parser while parsing the SYNCOIN data, they are frequently mislabeled, as many of these entities cannot be found in the training data of the parser. Thus, we must distinguish the possible named entities and their associated variables in our conversion (e.g. Antar café \( \rightarrow \) weapons cache). This problem will be further addressed in section VI.

Additionally, the conversion requires multiple checks. One issue concerns the numbering of types of variable, i.e., how many events have been introduced, to correctly assign a number to a newly introduced variable. Another complexity arises from the fact that multiple variable types in the event semantic representations are represented by a single variable in Boxer; thus we need strategies to determine the resulting variable types via heuristics. For example, a referent of Boxer’s type \( x \) can be of any type shown in Table I.

One discrepancy between the two semantic annotations concerns the thematic roles used by Boxer and the more surface oriented annotations in the event semantics that are based on syntactic arguments rather than thematic roles. The thematic roles generally correspond to syntactic argument types shown in Table I. For example, the role Actor is associated with the subject and Theme with a direct object. For many sentences, the order of the arguments is associated with the same sequence as our annotation scheme. However, there is an issue with passive sentences where there is no direct correspondence between roles and grammatical functions, as in Fig. 5 when parsing the passive sentence in (13).

(13) The market stalls were damaged by fire.

Here, strictly associating the Theme with a direct object position, and Actor with the subject, when introducing arguments of an event would result in an incorrect conversion. For such cases, we rely on sentence simplification to resolve the issue. Otherwise, we would have to go back to the CCG derivations and extract the syntactic arguments.

Another challenge arises from the representation of nominal modifiers. While the event semantic scheme opts for a surface oriented representation, converting these modifiers into predicates, Boxer uses Pivot roles, which capture direct relationships between referents and modifiers, such as between adjectives and nouns. Returning to the sentence depicted in Fig. 2, the adjective new modifies computers with the relevant PROLOG representation shown in Fig. 6. In this case, we need to extract the arguments of the Pivot and convert the modifier new into a predicate that directly applies to the argument computers. The result of this conversion is shown in (14).

(14) computers\( (z_1) \land \text{new}(z_1) \)

Units of measurement are treated similarly. The DRS representation for the sentence in (15) is shown in Fig. 7. We can see that it contains both information that the referent is a number (specified by the cardinality information) and that it modifies the noun crater while the measurement foot is in an of relation to the number.

(15) a. The explosion resulted in a 25 foot crater.
   b. crater\( (z_1) \land \text{size\_in\_foot}(z_1,25) \)

Despite the differences described above, we can convert those concepts directly into event semantics due to the consistent and explicit relationship between nominals and their modifiers.

VI. DISCREPANCIES

The basic conversion principles described above allow for an accurate transformation of many of the basic phenomena in sentences with a high degree of consistency. However, there are also discrepancies between the two representations that are less easily reconciled. We describe here the three
most important issues, namely the treatment of parsing errors, inconsistencies in the Boxer output, and coreference information.

A. Parsing Errors

While the C&C parser is an accurate parser, there are phenomena that are challenging for the parser, especially where Boxer does not have enough information to make correct decisions. To a certain degree, we anticipate such problems, such as coordination, which are challenging for any parser, and handle them in sentence simplification. Other phenomena, however, are more difficult to address.

1) Named Entity Referents: The C&C parser has a named entity recognizer [24], whose analyses are also used by Boxer. Named entities are categorized into various categories including geographical (geo), person (per), organization (org), and nam (unknown). This information provides the basis for determining the correct variable type in the event semantic representations (i.e., assigning $x$ for a name or a person and $y$ for a location). However, given the nature of the SYNOIN data, there are many names that the parser mislabels, or occasionally fails to recognize. For example, Green Zone is correctly identified as a named entity but is consistently labeled as an organization rather than a location (see Fig. 8). In Fig. 9, the organization BCT forces is parsed as a referent force with a modifier (BCT) instead of being treated as a single multi-word named entity. We thus cannot always accept the named entity information provided for the correct categorization between $x$ and $y$ variables in the event semantics.

2) Recognizing Possessive Relationships and Compounds:

Possessive relationships are represented with an $\text{of}$ relation. This covers both cases where the possessor is nominal and pronominal. Fig. 10 shows the DRS representation for the sentence in (16). In this example, the pronoun his is converted into an $\text{of}$ relation between meeting and a male referent.

However, the same relation is also used to represent noun-noun compounds. Fig. 11 shows the DRS analysis of the sentence in (17)

This parallel treatment of possessives and compounds in Boxer’s DRS introduces the need to distinguish between the two usages since they differ in the event semantic representation: In the event semantics, the compound noun is retained (e.g., business_card in (17)) while the possessive pronoun is resolved into a possessive relation (e.g., possessive).

B. Inconsistencies

1) Adverbial Modifiers: In the DRS produced by Boxer, non-temporal modifiers are predominantly categorized in two different ways, as seen for the sentences in (18) and the DRS presented in Fig. 12 and Fig. 13 respectively.

For the first sentence, the adverb approximately is analyzed as being in a Pivot relation to the time. For the second

Note that Boxer provides an option to analyze noun-noun compounds using prepositions [25]. However, this analysis introduces additional variation in the semantics-based relations between nouns, introducing an added level of complexity. For this reason, we choose not to utilize this option.
sentence, only as an adverb of manner. Both indicate that there is a type of relationship to a referent although they are being interpreted differently in terms of semantics. The pivot analysis overlaps with adjectival modifiers. The manner analysis overlaps with phrasal verbs, which will be addressed further in section VI-B3.

2) Temporal Modifiers: Time expressions are not consistently or accurately captured in every case [12]. This becomes evident in temporal modifiers. For example, the DRSs for the first two sentences in (19), depicted in Fig. 14 and Fig. 15, show that in the first case, the temporal adverb tomorrow is analyzed as being in an on relation to the event come while in the second case, the adverb now directly modifies the event want. Now, we could argue that the latter is a consequence of having fronted the adverb. However, if we use the adverb in sentence final position, it receives the analysis in Fig. 16, in which it is analyzed as an adverb of manner, giving us a third analysis. Note that both versions of this sentence receive the same analysis in the event semantics, as shown in (19-d).

(19) a. The soldier told him to come back tomorrow.
   b. Now he wants to give me money.
   c. He wants to give me money now.
   d. now(e1) ^ wants(e1,x1,give(e2,x1,x2,z1) ^ money(z1))

Furthermore, the representation of specific dates in the SYNCOIN data is not identified as a time referent by Boxer as seen in Fig. 17 for the sentence in (20).

(20) A meeting on 04/06/10 will work fine.

In the PROLOG representation, the date reference is marked as being a number, but not a time signature. Considering the importance of time in event semantics, the inconsistency in particular of temporal modifiers makes them a weak point in the conversion.
3) Prepositions: In the event semantics, phrasal verbs are analyzed as multi-word expressions. Thus, in order to achieve a correct conversion from Boxer to event semantics, we need to be able to detect phrasal verbs as such. We show an example of a standard prepositional use of off and its use in a phrasal verb in (21). Their DRS analyses are shown in Fig. 18 and Fig. 19 respectively.

(21) a. There is a weapons cache in a house off of Antar Square.
   b. HTT was tipped off.

In the DRS analyses, both usages of off are categorized similarly, once as a postmodifier, and once as a Manner relation, similar to adverbs. However, there is no indication that the latter is part of a phrasal verb. The corresponding analyses in event semantics are shown in (22).

(22) a. weapons_cache(y1) ∧ in(y1,y2) ∧ house(y2) ∧ off(y2,y3) ∧ named(y3,Antar Square)
   b. HTT(x1) ∧ tip_off(e1,x1)

C. Coreference

Another major difference between Boxer’s DRS and the event semantic representations is that the DRS is mostly an annotation on the sentential level while the event semantics also annotates discourse relations in form of coreference: Any coreferent entity in a text is referenced by the same variable. An example is shown in (23) where the BCT patrol is mentioned in two consecutive sentences, both times identified by variable x2, even though the surface representation is different.

(23) a. BCT patrol approached by man promising to reveal 2 additional weapons cache in Dour’a.
   b. BCT reports little value in sites but pays man a small amount of cash
   c. approach(e7,x4,x2) ∧ named(x2,BCT_patrol) ∧ man(x4) ∧ promise(e8,x4,e9) ∧ reveal(e9,y3) ∧ additional(y3) ∧ count(y3,2) ∧ weapons_cache(y3) ∧ in(y3,y10) ∧ named(y10,Dour’a)
   d. named(x2,BCT) ∧ report(e10,x2,little_value(y3) ∧ sites(y3)) ∧ pay(e11,x2,z2) ∧ cash(z2) ∧ small_amount(z2)

The same also holds for event anaphora, for example in (24), where the detonation mentioned in the first sentence and the attack in the second sentence share the same event variable e44.

(24) a. Their description was passed to an Iraqi who subsequently apprehended them after a second failed attempt to detonate their satchel charge.
   b. The men detained for failed attack on 02/05/10 at the Soeudi Café, refuse to reveal operational details of the attack and deny being foreign insurgents.
   c. pass(e41,x126,z10,x7) ∧ description(z10) ∧ possessive(x6,z10) ∧ iraqi(x7) ∧ apprehend(e42,x7,x6) ∧ after(e42,e43) ∧ attempt(e43,x6,e44) ∧ fail(e44) ∧ detonate(e44,x6,z11) ∧ satchel_charge(z11) ∧ possessive(x6,z11)
   d. refuse(e50,x6,e51) ∧ men(x6) ∧ detain_for(e443,x129,x6,e44) ∧ fail(e44) ∧ attack(e44,x6) ∧ on(e44,t4) ∧ date(t4,020510) ∧ at(e44,y4) ∧ named(y4,Soeudi_Café) ∧ reveal(e51,x6,z14) ∧ details(z14,e44) ∧ operational(z14) ∧ deny(e52,x6,foreign(x6) ∧ insurgents(x6))

Boxer does have an option to perform coreference resolution using binding and accommodation theory to resolve the referents of pronouns and definite noun phrases. However, the
module focuses on high precision, thus “definite descriptions and proper names are only linked to previous discourse referents if there is overlap in the DRS-conditions of the antecedent DRS ...” [26]. Additionally, it does not resolve event anaphora. Since, for our downstream application, the fusion algorithm, recall is extremely important, we will need a full coreference resolution integrated into our conversion procedure. This poses additional problems since especially event anaphora is an understudied process [27], [28].

D. Empirical Overview

We have looked at one of the threads in the SYNOCOIN data in order to determine how frequent the phenomena are that we have discussed in the previous two sections. We have parsed those sentences using the C&C parser in combination with Boxer and then have inspected the resulting analyses manually to determine the frequency of the individual phenomena. The manual inspection was necessary since Boxer does not handle certain of those phenomena very well, as discussed in section VI. As a consequence of the necessary manual inspection, we chose the shortest thread, which consists of 21 sentences.

The distribution of phenomena is shown in table II. The numbers show that most of these phenomena occur with moderate frequency, on average in every third sentence. The exception are the named entities and the possessives, which occur on average more than once per sentence. These numbers show very clearly that the phenomena are frequent enough to necessitate a specialized treatment.

VII. FUTURE WORK

One of the major challenges in the conversion from Boxer DRS to event semantics is the underspecification and variance of specific phenomena in Boxer’s DRS analyses. In order to ensure a fully automated high quality conversion, we will need to integrate tools and resources, along with machine learning algorithms to help resolve the ambiguities (e.g., to determine variable types). This includes the utilization of additional semantic resources such as PropBank [29] and full coreference to improve categorization. We will also explore the use of clustering to group frequently mislabeled words with words that most closely resemble their contextual behavior.

SYNOCOIN data is full of infrequent words, particularly multi-word expressions of people and places, and given the nature of the data on which the C&C parser’s models were trained, this makes it difficult to predict how an unknown word should be represented. Thus, we will investigate domain adaptation methods for all levels: parsing, named entity recognition, and DRS analysis. This is particularly necessary to resolve distinctions between proper names of people and proper names of places.

VIII. CONCLUSION

We have presented an investigation into the feasibility of converting from DRS to event semantics, demonstrating that it is a non-trivial task. We have started the conversion process using the PROLOG representation from Boxer to convert basic sentences via regular expressions that identify referents and relations to an event semantic representation. We have also highlighted areas that prove to be problematic in the conversion and require further exploration. We will expand the system beyond basic sentences and incorporate machine learning techniques and coreference resolution to increase the accuracy.
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Abstract—This paper presents preliminary results of an application of artificial neural networks and Backpropagation learning algorithm to solve logical abductive problems. To represent logic programs in the form of artificial neural networks CIL2P approach proposed by Garcez et al. [3] is employed. Our abductive procedure makes use of translation of a logic program representing a knowledge base into a neural network, training of the neural network with an example representing an abductive goal and translation of the trained network back to the form of a logic program. An abductive hypothesis is represented as the symmetric difference between the initial logic program and the one obtained after training of the network. The first part of the paper introduces formal description of the tools used to model the abductive process, while the second part illustrates our contribution with results of a few computational experiments and discusses the ways of possible improvements of the proposed procedure.

I. INTRODUCTION

ABDUCTION is a kind of reasoning which allows to fill the gap between a knowledge base Γ and a puzzling phenomenon φ, unattainable from Γ (cf. [6, 14]). We follow the algorithmic point of view, according to which an abductive hypothesis H “is legitimatively dischargeable to the extent to which it makes it possible to prove (or compute) from a database a formula not provable (or computable) from it as it is currently structured” [2, p. 88]. A short characteristic of abduction interpreted along these lines can be found in [9]. Our goal in this paper is to use definite logic programs to formalise a class of abductive problems and to apply neural networks as a tool for abductive hypotheses generation.

Definite logic programs are characterised in the first order language [11]. However, in our approach we use only grounded definite logic programs [3]. Therefore, the formalisation of the abductive problems is restricted to the classical propositional logic.

The connectionist approach that we adopt makes use of positive partially recurrent one hidden-layer networks. This is sufficient to deal with definite logic programs as indicated in [3].

An abductive problem is stated for definite logic programs and the abductive hypotheses are generated by means of neural networks. Therefore, we use Connectionist Inductive Learning and Logic Programming System’s (C-IL²P) translation algorithm proposed by Garcez et al. [3] to translate logic programs into neural networks. The learning process of the neural network is aimed at changing it in such a way that the abductive goal is attained. Subsequently, the neural network is translated back into a logic program. Differences between the initial logic program and the one obtained from the trained neural network may be interpreted as abductive hypotheses generated in the learning process.

There are a few ways to model abduction using C-IL²P. Two of them were described in [4] and they employ either a connectionist modal logic or an neural-symbolic system for abductive logic program. The approach that we want to present takes advantage of network learning process (using Backpropagation algorithm) and program-to-network and network-to-program translation algorithms. The main advantage of this approach in comparison with the two previous ones lies in its flexibility: abductive hypotheses do not have to be reduced to the form of propositional formulas (in particular conjunctions of atoms). At the present stage of our research we consider only abductive goals represented by atoms, but our approach allows for any form of an abductive goal (atoms or other types of formulas). Abduction here can be seen as a process of training of a network previously obtained from a logical program. The program represents a knowledge base and an abductive goal is represented by a training example. The reverse translation of the trained network allows to obtain abductive hypotheses. Using this approach abductive hypotheses can be represented by new logical formulas that are extending initial knowledge base. However, it is also possible that modifications or even removal of clauses from a knowledge base will represent abductive hypotheses (some similarity can be found in contraction and revision operations in belief revision theory, e.g. [5]).

In order to better comprehend the stated problem let us consider the following abductive problem. Suppose that we established a general medical facts¹: “If people suffer from a fatigue and a fever, then they have a flu”. “If people suffer from a fever, then they are fatigued”. “If people have a flu, then they

¹Please, note that the presented problem is only a simple toy-example, advanced medical decision support systems are for example presented in [13, 15]
are fatigued”. Now, we would like to know what should we check if we suspect that someone has a flu. Formally, this problem can be described in the following way: let the knowledge base be a set of formulas \( X = \{ B \land C \Rightarrow A, C \Rightarrow B, A \Rightarrow B \} \) and the abductive goal be a formula \( A \), where \( A \) means a person has a flu, \( B \) means a person is fatigued and \( C \) means that a person has a fever. We shall go back to this example in every section.

II. LOGIC PROGRAMS

Definite logic programs are usually formalised in the first order language. However, for the translation of definite logic program to neural network it is required for the program to be grounded. Therefore, grounded definite logic program consists only of predicates with constants as arguments. This is the reason for using a simpler language than the first order language. We characterize definite logic programs following [3] and similarly to [11].

We use language \( \mathcal{L} \), which consists of the following elements:

- \( \{ a_1, a_2, \ldots \} \) — an infinite, countable set of propositional letters,
- \( \leftarrow \) — a primitive connective,
- \( , \) — a comma.

Atomic formulas are denoted by propositional letters \( a_1, a_2, \ldots \).

Definition 2.1: Let \( a_i \) for \( 0 \leq i \leq n \) be an atomic formula. Horn clauses are formulas of the form:

\[
A_i \leftarrow a_1, a_2, \ldots, a_n.
\]

The atomic formula \( a_{i_0} \) from the definition of the Horn clause is called the head of the Horn clause \( A_i \), and will be denoted as \( \text{head}(A_i) \). Similarly, the set of atomic formulas \( \{ a_{i_1}, \ldots, a_{i_n} \} \) forms the body of the Horn clause \( A_i \) and will be denoted as \( \text{body}(A_i) \). It is possible that the body of a Horn clause contains no atoms. Such Horn clauses will be called facts.

Atomic formulas and Horn clauses are the only well-formed formulas we use.

Definition 2.2: The set of well-formed formulas is defined in the following way:

\[
\text{Form} = \{ f \mid f = a_i \text{ or } f = A_i \}.
\]

Definition 2.3: Let \( A_i \) for \( 1 \leq i \leq n \) be a Horn clause. A definite logic program is denoted by \( \mathcal{P} \) and defined as follows:

\[
\mathcal{P} = \{ h_1, \ldots, h_n \}.
\]

Definition 2.4: Let \( \mathcal{P} \) be a definite logic program. We define the set of all atoms that occur in \( \mathcal{P} \) in the following way:

\[
\text{body} \mathcal{P} = \{ a_i \mid \text{for every } h_i \in \mathcal{P} \text{ and for every } a_j \in \text{body}(h_k) : a_i = \text{head}(h_k) \text{ or } a_i = a_j \}.
\]

\( \text{body} \mathcal{P} \) is called Herbrand base of program \( \mathcal{P} \).

We are now going to define Least Herbrand model of a definite logic program \( \mathcal{P} \) which in turn will be used in the definition of logical consequence of a definite logic program \( \mathcal{P} \).

Definition 2.5: A mapping \( v : \text{Form} \mapsto \{ \text{true, false} \} \) is a valuation defined as follows:

- for every atomic formula \( a_i \), either \( v(a_i) = \text{true} \) or \( v(a_i) = \text{false} \),
- for every Horn clause \( h_i \), \( v(h_i) = \text{true} \) if \( v(\text{head}(h_i)) = \text{true} \) or for at least one \( a_j \in \text{body}(h_i) : v(a_j) = \text{false} \).

Proposition 2.1: Let \( \mathcal{P} \) be a definite logic program. Then the mapping \( T_p : 2^{\text{body} \mathcal{P}} \mapsto 2^{\text{body} \mathcal{P}} \) is defined as follows:

\[
T_p(I_p) = \{ \text{head}(h_i) \mid h_i \in I_p \text{ and for all } a_j \in \text{body}(h_i) : a_i = a_j \}.
\]

Proposition 2.2: Let \( \mathcal{P} \) be a definite logic program and \( I_p \) be an interpretation. Then \( I_p \) is a model for \( \mathcal{P} \) iff \( T_p(I_p) \subseteq I_p \).

Theorem 2.3: Let \( \mathcal{P} \) be a definite logic program. Then \( M_p = \text{lfp}(T_p) = T_p \uparrow \omega \).

Proofs of the propositions 2.1, 2.2 and theorem 2.3 are described in [11, p. 37–38].
**Definition 2.12 (Logical consequence of \( P \)):** Let \( P \) be a definite logic program and \( M_P \) be a least Herbrand model of \( P \). Atom \( a_i \) is a logical consequence of \( P \) iff it belongs to \( M_P \):

\[
P \models a_i \text{ iff } a_i \in M_P.
\]

**Definition 2.13:** Let \( P \) be a definite logic program and \( M_P \) the least Herbrand model of \( P \). \( a_i \) is an atom and is called the abductive goal for \( P \) (denoted by \( G_P \)) if it fulfills the following criterion:

\[
G_P = a_i \text{ such that } a_i \notin M_P.
\]

Coming back to the abductive problem given in the Introduction, observe that the knowledge base can be expressed as a logic program \( P = \{ A \leftarrow B, C; B \leftarrow C; B \leftarrow A \} \) and the least Herbrand model \( M_P = \emptyset \) (because \( T_P \uparrow (\emptyset) = \emptyset \)) does not contain fact \( A \), which is the abductive goal. This means that \( A \) is not entailed by \( P \).

### III. NEURAL NETWORKS

**Definition 3.1:** We use the following language \( \mathcal{L}^N \) to describe neural networks:

- \{i₁, ..., iₙ, ...\} — an infinite, countable set of symbols for input neurons,
- \{h₁, ..., hₙ, ...\} — an infinite, countable set of symbols for hidden layer neurons,
- \{o₁, ..., oₙ, ...\} — an infinite, countable set of symbols for output neurons,
- \{n₁, ..., nₙ, ...\} — an infinite, countable set of symbols for meta variables representing any neuron,
- \{n₁, ..., nₙ, ...\} — an infinite, countable set of symbols for labels of neurons which are not associated with an atom from \( \mathcal{L} \).
- \textit{label} — an identification symbol for a neuron,
- \textit{t} — a label denoting \textit{truth neuron},
- \textit{tn} — a label denoting hidden layer neuron reserved for truth neuron,
- \( g(x), h(x) \) — neuron activation functions,
- \( x \in \mathbb{R} \) — a weighted sum of the input signals for the neuron,
- \( A_{min} \in \mathbb{R} \) — a value computed by algorithm [3, p. 48–50],
- \( A'_{min} \in \mathbb{R} \) — \( A_{min} \) enlarge factor,
- \( \theta_t \in \mathbb{R} \) — threshold of a neuron,
- \( \theta_a \in \mathbb{R} \) — threshold of additional neurons,
- \( \beta \in \mathbb{R} \) — steepness of neuron activation function (used only for bipolar semi-linear activation functions),
- \( W \in \mathbb{R} \) — a weight computed by the algorithm [3, p. 48–50],
- \( W' \in \mathbb{R} \) — \( W \) enlarge factor,
- \( r \in \mathbb{R} \) — a variable,
- \( l \in \mathbb{N} \) — the number of additional hidden layer neurons per each neuron in the output layer.

**Definition 3.2:** Input neurons are tuples of the form:

\[
i_i = (\text{label}, g(x), A'_{min})
\]

where:

- \textit{label} — a symbol of the represented atom form \( P \),
- \( g(x) = x \),
- \( A_{min} \in \mathbb{R} \) — if \( g(x) \geq A_{min} \) then \textit{label} is mapped to \textit{true},
- \( \theta_t \in \mathbb{R} \) — if \( h(x) \geq \theta_t \) then \textit{label} is mapped to \textit{true},
- the output signal of the neuron is equal to \( g(x) \).

**Definition 3.3:** Truth neuron is an input neuron with the following properties:

- \( \text{label} = t \),
- \( g(x) = 1 \).

**Definition 3.4:** Hidden layer neurons are tuples of the form:

\[
h_i = (\text{label}, h(x), \theta_h, A'_{min})
\]

where:

- \textit{label} — \( n_i \) associated with clause \( h_i \) from \( P \),
- \( h(x) = \frac{2}{1 + e^{-x-n_i}} - 1 \),
- \( \theta_h \in \mathbb{R} \),
- \( A_{min} \in \mathbb{R} \) — if \( h(x) \geq A_{min} \) then \textit{label} is mapped to \textit{true},
- \( \text{the output signal of the neuron is equal to } h(x) \).

**Definition 3.5:** Output neurons are tuples of the form:

\[
o_i = (\text{label}, h(x), \theta_o, A'_{min})
\]

where:

- \textit{label} — a symbol of the represented atom form \( P \),
- \( h(x) = \frac{2}{1 + e^{-x-n_i}} - 1 \),
- \( \theta_o \in \mathbb{R} \),
- \( A_{min} \in \mathbb{R} \) — if \( g(x) \geq A_{min} \) then \textit{label} is mapped to \textit{true},
- \( \text{the output signal of the neuron is equal to } h(x) \).

**Definition 3.6:** Let \( i_1, \ldots, i_n \) be input neurons. By \( N_I \) we denote the set of all input neurons:

\[
N_I = \{i_1, \ldots, i_n\}.
\]

**Definition 3.7:** Let \( h_1, \ldots, h_n \) be input neurons. By \( N_H \) we denote the set of all hidden layer neurons:

\[
N_H = \{h_1, \ldots, h_n\}.
\]

**Definition 3.8:** Let \( o_1, \ldots, o_n \) be input neurons. By \( N_O \) we denote the set of all output neurons:

\[
N_O = \{o_1, \ldots, o_n\}.
\]

**Definition 3.9:** Let \( N_I, N_H \) and \( N_O \) be the set of all input, hidden and output neurons respectively. By \( \mathcal{N} \) we denote the set of all neurons:

\[
\mathcal{N} = N_I \cup N_H \cup N_O.
\]

**Definition 3.10:** Let \( i_i, i_k \) and \( h_j, h_l \) were input and hidden layer neurons respectively. By \( C_{i_k-h_l} \) we denote the set of the connections from input to hidden layer neurons. The connection runs from the first neuron in the tuple to the second:

\[
C_{i_k-h_l} = \{(i_i, h_j), \ldots, (i_k, h_l)\}.
\]

**Definition 3.11:** Let \( h_i, h_k \) and \( o_j, o_l \) were hidden layer and output neurons respectively. By \( C_{h_k-o_l} \) we denote the set
of the connections from hidden layer to output neurons. The connection runs from the first neuron in the tuple to the second:
\[ C_{h \rightarrow o} = \{ (h_1, o_j), \ldots, (h_k, o_l) \} \].

**Definition 3.12:** Let \( o_i \) and \( i_j \) were output and input neurons respectively. By \( C \), we denote the set of the recursive connections from output to input neurons. The connection runs from the first neuron in the tuple to the second:
\[ C_r = \{ (o_i, i_j) | o_i(\text{label}) = i_j(\text{label}) \} \].

**Definition 3.13:** Let \( n_k, n_j, n_i \) be neurons. By \( C_a \) we denote the set of the additional connections. The connection runs from the first neuron in the tuple to the second:
\[ C_a = \{ \langle n_k, n_i \rangle, \ldots, \langle n_k, n_l \rangle \} \].

**Definition 3.14:** \( C \) is the set of all connections in the network:
\[ C = C_{c \rightarrow h} \cup C_{h \rightarrow o} \cup C_r \cup C_a \].

**Definition 3.15:** Let \( n_k, n_j \) be neurons. The function \( f : C \rightarrow \mathbb{R} \) establishes the weight of the connection between two connected neurons:
- if \( \langle n_k, n_j \rangle \in C \), then \( w(\langle n_k, n_j \rangle) = 1 \),
- if \( \langle n_k, n_j \rangle \in C \), then \( w(\langle n_k, n_j \rangle) \in [-r, 0) \cup (0, r] \),
- otherwise: \( w(\langle n_k, n_j \rangle) = W^m \).

**Definition 3.16:** Let \( n_k, n_i \) be neurons. The set of all weights is denoted by \( W \). It consists of the tuple, where on the first and second place are connected neurons and on the third the weight of the connection:
\[ W = \{ \langle n_k, n_i, w(n_k, n_i) \rangle | \langle n_k, n_i \rangle \in C \} \].

**Definition 3.17:** Neural network denoted by \( \mathcal{N} \) is a tuple:
\[ \mathcal{N} = (\mathcal{C}, \mathcal{W}) \].

**Definition 3.18:** Let \( \mathcal{P} \) be a definite logic program and \( \mathcal{G}_P \) an abductive goal. By \( T_{\mathcal{P} \rightarrow \mathcal{N}} \) we denote the translation from \( \mathcal{P} \) to \( \mathcal{N} \) w.r.t. the set of predetermined factors \( \{ l, A^m_{\text{min}}, W^F, \beta, \theta_o, r \} \):
\[ T_{\mathcal{P} \rightarrow \mathcal{N}}(\langle \mathcal{P}, \{ l, A^m_{\text{min}}, W^F, \beta, \theta_o, r \} \rangle) = df (\mathcal{P}, \mathcal{N}) \].

**Theorem:** 1) Calculate the following values by means of the algorithm [3, p. 48–50]:
- \( A^m_{\text{min}} \),
- \( W \).

2) Calculate the following values:
- \( A^m_{\text{min}} = A^m_{\text{min}} + A^F_{\text{min}} \),
- \( W^m = W + W^F \).

3) For every atom \( o_i \in B(\mathcal{P}) \) an input neuron \( i_j \) is added to the set of input neurons \( N_j \). Properties of each input neuron are the following:
- \( \text{label} = o_i \).

4) For every clause \( h_i \in \mathcal{P} \), if \( \text{body}(h_i) \neq \emptyset \) then a hidden layer neuron \( h_i \) is added to the set of hidden layer neurons \( N_h \). Properties of each hidden layer neuron are the following:
- \( \text{label} = n_i \),
- \( \theta_o \) is computed as in the algorithm [3, p. 48–50].

5) For every atom in \( a_i \in B(\mathcal{P}) \) an output neuron is added to the set of output neurons \( N_o \). Properties of each output neuron are the following:
- \( \text{label} = a_i \),
- if \( a_i \in B(\mathcal{P}) \) then \( \theta_o \) is computed as in the algorithm [3, p. 48–50], otherwise \( \theta_o = 0 \).

6) For \( \mathcal{G}_P \), \( \text{name} = 'g_{\mathcal{G}_P}' \) (letter ‘g’) is added to the propositional letter assigned to atom \( \mathcal{G}_P \) and:
- if \( \mathcal{G}_P \notin B(\mathcal{P}) \) then:
  - an input neuron is added to the set of input neurons \( N_j \) where: \( \text{label} = \text{name} \),
  - an output neuron is added to the set of output neurons \( N_o \) where: \( \text{label} = \text{name} \), \( \theta_o = 0 \).
- otherwise:
  - \( \text{name} \) fields in neurons associated with \( \mathcal{G}_P \) in input and output set of neurons are changed to \( \text{name} \).

7) Truth neuron \( t \) is added to the set of input neurons \( N_j \).

8) A hidden layer neuron is added to the set of hidden layer neurons \( N_h \) with the following properties:
- \( \text{label} = m \),
- \( \theta_h = 0 \).

9) For each neuron in the set of output neurons \( N_o \) add \( l \) additional neurons to the hidden layer with the properties (the overall number of the additional neurons is: \( k = l \cdot c(N_o) \)):
- \( \text{label} = an_i \), where \( i \in [1, k] \),
- \( \theta_h = 0 \).

10) Generate the set of all neurons \( \mathcal{N} \).

11) For every \( h_i \in \mathcal{P} \):
- for every \( a_j \in \text{body}(h_i) \) add a tuple \( \langle i_j, h_i \rangle \) to the set \( C_{c \rightarrow h} \) where \( i_j(\text{label}) = a_j \),
- for \( a_k \in \text{head}(h_i) \):
  - if \( \text{body}(h_i) = \emptyset \) then add tuple \( \langle h_i, o_k \rangle \) to the set \( C_{h \rightarrow o} \) where \( h_i(\text{label}) = m \) and \( o_k(\text{label}) = a_k \),
  - otherwise add tuple \( \langle h_i, o_k \rangle \) to the set \( C_{h \rightarrow o} \) where \( o_k(\text{label}) = a_k \).

12) For every \( o_i \in N_o \) add tuples \( \{ h_i, o_i \} \) to the set \( C_{a} \) if:
- \( h_i(\text{label}) = m \) and
- \( \{ h_i, o_i \} \notin C_{h \rightarrow o} \).

13) For every \( a_i \in N_o \) add tuples \( \{ h_i, o_i \} \) to the set \( C_{a} \) if:
- \( h_i(\text{label}) = m \) and
- \( \{ h_i, o_i \} \notin C_{h \rightarrow o} \).

For example: we have 2 output neurons and we set the number of additional neurons per output neuron \( l = 2 \). In this case we establish connections between the first two additional hidden layer neurons with the first output neuron, and the other two additional hidden layer neurons with the second output neuron.
Fig. 1. A diagram of a neural network generated for the program in Example 1. The input neurons are labelled i-X, where X is a letter referring to an atom in the body of a clause, and output neurons are labelled o-Y, where Y refers to an atom in the head of a clause. The rest of the neurons are hidden layer units which represent possible clauses. Red color represents an atom, purple color represents a formula \( A \rightarrow B, C \), green color represents formula \( B \leftarrow C \), blue color represents formula \( B \leftarrow A \). Yellow color represents the abductive hypothesis obtained for the problem (a fact \( C \)).

14) For every \( i \in I \), for every \( h \in H \): add tuple \( \langle i, h \rangle \) to the set \( C_a \) if:
   - \( h_{label} \neq t \) or
   - \( \langle h, a \rangle \notin C \rightarrow o \), where \( i_{label} = a_{label} \).
15) Generate the set of recursive connections \( C_r \).
16) Generate the set of all connections \( C \).
17) Generate the set of all weights \( \mathcal{W} \).
18) Generate the neural network \( \mathcal{N} \).

The result of the application of the above procedure to the logic program obtained from the exemplary problem is depicted in Fig. 1.

Definition 3.19: Let \( \mathcal{N} \) be a neural network. By \( T_{\mathcal{N} \rightarrow \mathcal{P}} \) we denote the translation from \( \mathcal{N} \) to \( \mathcal{P} \):

\[
T_{\mathcal{N} \rightarrow \mathcal{P}}(\mathcal{N}) = \{ (\mathcal{N}, \mathcal{P}) \},
\]

where \( \mathcal{P} \) is obtained from \( \mathcal{N} \) by using the pedagogical approach described in [3, Chapter 5].

Using the naive version of pedagogical approach we simply map input neurons into output neurons in the following way: for each output neuron we check all combinations of input values for all input neurons relevant for this output neuron. In the case of the activation of the considered output neuron we associate the atom represented by this neuron with the following clause \( h_{i} \): head\( (h_{i}) \) is the considered atom and the body consists of the atoms represented by input neurons which were set to 1.0 and the negated atoms represented by input neurons that were set to -1.0. For example for output neuron with label \( C \) with only one relevant input neuron with label \( A \), if it is the case that for the considered input neuron \( g(x) = 1.0 \) and for the output \( h(x) > A_{min} \) then we obtain the clause \( C \leftarrow A \); analogically, if it is the case that for the considered input neuron \( g(x) = -1.0 \) and for the output \( h(x) > A_{min} \) then we obtain the clause \( C \leftarrow \neg A \) (where \( \neg A \) means negated \( A \)). The set of clauses extracted from a neural network is minimized by means of the the Quine-McCluskey algorithm [7, 12].

The results of learning and translation of the running example are presented in Section VI-A.

IV. ABDUCTION

Traditionally abduction can be seen as a process of searching for explanations of a problem during which additional information is obtained (see [1, p. 74] on abductive explanatory characterization styles). Formally speaking, whenever we have some knowledge base \( K \) and abductive goal \( A \), the abduction leads to generation of some additional formulas \( h_1, \ldots, h_n \), that are not present in \( K \), but which together with formulas in \( K \) enable derivations of \( A \). In the approach presented in this paper, this does not necessarily has to be the case. It is possible that after a training of the network which represents logical program/knowledge base with an example that represents an abductive goal, translation of the trained network back to the form of logical clauses will change the initial program in other ways than just extending it. It may happen that some formulas will be modified (e.g. by removing or adding some atoms in the body of some clauses) or they can be even removed from the initial program (it is probably a matter of discussion whether it is a desirable phenomenon or not). In our approach each such modification can be seen as an abductive hypothesis, hence the term hypothesis gain somewhat dynamic character. This approach is more flexible than the traditional one and allows more interesting conceptual applications for the abduction, in particular accomodating substantial revisions of the initial knowledge base (see abductive schematics in [2, p. 47]). The general scheme of the proposed procedure is depicted in Fig. 2.

The abductive procedure begins in the left upper corner of the scheme presented in Fig. 2. The knowledge base is represented by the definite logic program \( \mathcal{P} \) and there is a fact \( \phi \) which cannot be derived from the knowledge base. The fact \( \phi \) is of the form of an atom \( a \), and the abductive problem is represented by the fact that \( a_i \notin M_{\mathcal{P}} \).

The first step of the abductive procedure is the translation of the \( \mathcal{P} \) to a neural network \( \mathcal{N} \). The first step of the translation is obtained by means of the algorithm developed by Garcez in [3, p. 49]. The difference is that we add all atoms from the \( B_\mathcal{P} \) along with the \( a_i \) to the input (\( \mathcal{N}_I \)) and output (\( \mathcal{N}_O \)) layer of the \( \mathcal{N} \) (steps 3 and 5 in \( T_{\mathcal{P} \rightarrow \mathcal{N}} \)). In case of absence of the facts in \( \mathcal{P} \), we also add a truth neuron \( t \) (which gives always \( 1 \) on the output) to \( \mathcal{N}_I \) (step 7 in \( T_{\mathcal{P} \rightarrow \mathcal{N}} \)). The hidden layer
(\(N_H\)) is modified in the following way: we add \(m\) neurons, which is reserved only for \(t\) neuron from \(N_I\), and a number of additional atoms per clause and \(a_i\) (steps 8 and 9 in \(T_{P \rightarrow \Omega} \)).

The set of all connections from input to hidden layer \((C_{i \rightarrow h_i})\) is enriched by the additional connections running from every atom in \(N_I\) to \(N_H\) with the exception of \(t\) and \(m\) neurons. There is a unique connection between \(t\) and \(m\). Additional connections do not double the connections obtained by the previous step. We also forbid additional connections from input to the hidden layer neurons that are connected with an output neuron with the same label as the neuron from input layer. In other words, additional connections cannot allow to formulate formulas of the form \(A \leftarrow A\). There are also additional connections added to the set of connections from hidden layer to output layer \((C_{h \rightarrow o_i})\). Those connections run from additional neurons assigned to the particular clause from \(P\) to the neuron which represents the head of the concerned clause. The neuron \(m\) from the hidden layer connects with every neuron from output layer, except for the neuron which represents the fact \(\phi\) denoted by \(a_i\). The function \(w\) gives every additional connection a random value from the range \([-r, r]\) (with the exception of \(0\)).

After the whole neural network \(\Omega\) is completed, the training begins with the use of the standard backpropagation algorithm. The training set consists of only one element: a table with all input atoms set to \(-1\) and all output atoms set to \(1\). Error calculation is performed after \(\Omega\) achieves the stable state.

Trained neural network \(\Omega\) is then translated back to logic program \(P'\). We define the difference between \(P\) and \(P'\) as \(d_P(P, P')\).

**Definition 4.1:** Let \(P\) and \(P'\) were a definite logic programs. The difference between \(P\) and \(P'\) is denoted by \(d_P(P, P')\): \[d_P(P, P') = (P' \setminus (P \cap P')) \cup (P \setminus (P \cap P')).\]

The change of the logic program defined as a symmetric difference is interpreted as a set of abductive hypotheses.

**Definition 4.2:** Let \(P\) be a definite logic program and \(\Omega\) a neural network obtained from \(P\) by the translation \(T_{P \rightarrow \Omega}\). Let us further assume that \(\Omega'\) is obtained from \(\Omega\) by backpropagor training described above. After translation of the \(\Omega'\) to \(P'\) by translation \(T_{\Omega' \rightarrow P}\) the set of abductive hypotheses \(H_P\) can be defined in the following way:

\[H_P = d_P(P, P').\]

V. Implementation

To implement the ideas given above, we have decided to use Framsticks software [10] — a versatile tool which among its many merits, gives the possibility to perform computational experiments concerning artificial neural networks. Framsticks platform is equipped with an advanced scripting language that easily enables any kind of experiment. This, together with an advanced network simulator, makes it a suitable tool for the research presented in our article. Apart from that, the software was already used in computational experiments concerning logical abduction [8, 9].

The whole implementation can be seen as a general framework consisting of scripts representing operations described earlier in the text. Hence, the whole abduction experiment can be represented as the knowledge flow between different scripts which is schematically depicted in Fig. 2.

The first important part implemented is the algorithm of translation of the default logic programs into one-hidden layer neural networks described in Sect. IV.

Next, Backpropagation algorithm with momentum has been programmed as it was not available in Framsticks software that is mainly focused on evolutionary optimisation. Finally, the algorithm translating (trained) neural networks into logic programs, described in Sect. IV has been also implemented. The whole learning procedure, however, has been modified (in comparison to the standard application of Backpropagation algorithm) and adapted to the needs of the presented research. The training set for any abductive problem consists of only one training example which in its input part contains only \(-1.0\) values. This represents the situation where the operator \(T_P\) starts from the bottom of the lattice of all possible interpretations of \(P\). The values in the output part are now selected arbitrarily (apart from the value related to the neuron representing an abductive goal, which is always set to \(1.0\)), but as mentioned later in Sect. VII solving this issue is one of the immediate future tasks. The scheme of learning is also modified as each change of the weights is based on the error calculation performed after the network achieves stable state (after several cycles of signal propagation). The network-to-program translation is implemented using the brute force approach (sometimes called pedagogical, which is of exponential complexity with respect to the number of input neurons), that is inefficient, especially for more complicated problems. However, as complexity-reducing approaches may be associated with lack of completeness and soundness of the translation [3, Chapter 5] and a general view on the abductive process is needed at the moment, we have decided to temporarily pay the price of the computational cost. The future plans include reduction of complexity of the used methods. Yet another issue related to the network-to-program
translation is that it demands several stages of processing of the obtained clauses. In the present approach the first stage of translation may result in obtaining redundant information (e.g., two formulas of the form \( A \leftarrow B, \neg C \) and \( A \leftarrow B, C \) can be obtained, which should be reduced to \( A \leftarrow B \)).

VI. RESULTS

This section presents preliminary results for two toy-example problems. The first example is presented in more detailed way to demonstrate how the procedure works and it concerns the problem provided in the introduction.

A. Example 1

The knowledge base for the Example 1 is \( \mathcal{P} = \{ A \leftarrow B, C; B \leftarrow C; B \leftarrow A \} \) and the abductive goal is a fact \( A \). According to the procedure described in Sect. IV, the network obtained after translation of \( \mathcal{P} \) is extended to contain additional hidden-layer nodes and connections to enable generation of new concepts in the knowledge base. To perform learning we prepared a training example in which every input neuron sends a signal of value \(-1.0\) and every output value should be equal \( 1.0 \).

The learning procedure is a modified version of a Backpropagation algorithm, as mentioned earlier and in Sect. IV to let the network compute the fix point of the program.

The learning error is presented in Fig. 3. As it can be seen the error was minimized rather quickly (after a bit more than 60 epochs), which is not surprising as the training set contained only one example.

The translation of the network back to the form of a logical program resulted in the following set of formulas \( \mathcal{P}_t = \{ A \leftarrow B, C; B \leftarrow nC, A, t; B \leftarrow C, nA, t; B \leftarrow C, A, t; C \leftarrow nA, nB, t; C \leftarrow nA, B, t; C \leftarrow A, nB, t; C \leftarrow A, B, t \} \), where \( t \) stand for truth and \( n \) is a negation (which at this stage may be interpreted as negation as a failure — however it is removed during reduction of the obtained logic program).

Further reduction of the obtained set of formulas resulted in the set \( \mathcal{P}_{tr} = \{ A \leftarrow B, C; B \leftarrow C; B \leftarrow A, C \} \). This means that the initial knowledge base was extended by a fact \( C \), which is an abductive hypothesis for the problem.

B. Example 2

Example 2 demonstrates an effect of increase of the number of hidden neurons (which represent the potential concepts that can be learned by a network, see Sec. IV) and the role of the initial state of the network (represented by randomly initiated weights of the additional connections). In order to preliminarily examine these effects we performed the abductive procedure several times with other parameters fixed. The knowledge base is \( \mathcal{P} = \{ A \leftarrow B; A \leftarrow C; D \leftarrow E; C \leftarrow E; B \leftarrow C \} \) and an abductive goal is a fact \( A \). The training example in the output part contained only \( 1.0 \) values. The most frequent program obtained from a network containing one additional hidden neuron per each output neuron is \( \mathcal{P}_{11} = \{ A \leftarrow B; A \leftarrow C; D \leftarrow E; C \leftarrow E; B \leftarrow C; E \} \) — which means that the abductive hypotheses is \( E \). The most frequent definite logic program obtained from the trained networks with 17 additional hidden-layer neurons per output neuron is \( \mathcal{P}_{12} = \{ A \leftarrow B; A \leftarrow C; D; C \leftarrow B; C \} \). This means that the abductive hypothesis is: \( E \) and change of formulas \( D \leftarrow E \) and \( C \leftarrow E \) into respectively \( D \) and \( C \). This example illustrates two phenomenons. Firstly, the knowledge base can be modified during the learning process: for example clause \( D \leftarrow E \) has been strengthened into a fact \( D \). Secondly, the number of hidden-layer neurons can influence the obtained solutions for abductive problems. These two observations in turn mean, that a size of hidden layer represents a “reasoning potential” of a network and may possibly be used later to control the quality of obtained hypotheses. In the presented exemplary result, a greater number of the hidden neurons resulted in the lowered quality of the obtained hypothesis: this is because, \( D \) does not help with the derivation of \( A \) and the hypothesis contains redundancy as \( A \) can be derived from both \( E \) and \( C \). Moreover, \( C \) can be derived from \( E \). This lowers the internal minimality of the hypothesis, understood as non-derivability of one of the subformula of the hypothesis from another. Note, however, that the increased number of neurons is not completely unpromising, as the best solution (obtained most frequently for networks with the lower number of hidden neurons) also appeared in the set of possible solutions, but much less often.

Interestingly, further analyses revealed one more interesting issue related to the increased number of hidden neurons and connections. Apparently, in the larger networks the abductive processes became more sensitive to the initial state of the connections (with randomly initialized weights). The repetitions of the abductive experiments resulted in establishing different abductive hypotheses and this diversity was bigger than in the case of the network with lower number of neurons. The knowledge bases obtained from the subsequently trained networks with the larger number of neurons were represented i.a. by the

\[\text{In this work we purposely left out of analysis other kinds of logic programs, however the most frequent program obtained with these set of parameters was actually a general logic program.}\]
following sets of formulas: \{ A \leftarrow B; A \leftarrow C; D \leftarrow E; C \leftarrow E; B; E \}, \{ A \leftarrow B; A \leftarrow C; D \rightarrow E; C; B; E \}. These few results preliminarily demonstrate that random initialization of the network which is capable of acquiring new concepts (due to the additional hidden neurons and connections), may influence the degree of modification of the initial knowledge and the quality of the abductive hypotheses.

VII. SUMMARY AND FUTURE WORK

In this paper we presented an attempt at synthesizing formal description of abductive problems with connectionist methodology based on work of Garcez et al. [3]. Contrary to the received approaches to the problem of logical abduction, we decided to employ Backpropagation algorithm to search for abductive hypotheses. The results of such experiments show that training of an artificial neural network can indeed be a method of filling a gap between a knowledge base and an abductive goal.

The neural networks obtained according to the presented procedure can be further used to solve real life problems as classifiers (just like traditional artificial neural networks are usually used) – examples of such applications of C-IL^2P are presented in [3, Chapter 4]. Apart from that, the trained networks can be used as massively parallel deduction systems to solve logical problems. Yet another advantage of the presented approach, which at the same time distinguishes it from often discussed, pure logical accounts, is that it offers broad and flexible definition of the abductive hypothesis. The obtained hypotheses can either be additional formulas extending the initial knowledge base or some modifications done to the knowledge base. Finally, such methodology can be used for modelling abduction as a cognitive process, by combining connectionist structures, resembling in the limited sense the human brain, with rigours of the formal logic. The flexibility of the concept of the abductive hypothesis is likely to increase the accuracy of such modelling.

One of the interesting observations obtained at this preliminary stage of the currently presented research is the joint influence of the size of the trained network and its initial state on the obtained abduction hypotheses. While such observations may seem a little vague, more advanced computational experiments and quantitative analyses are currently under way. Among them, interesting research task is examination of the influence of the different parameters of the networks (i.e. biases of the additional neurons, initial weights of the additional connections, etc.) and parameters of training process (e.g. a form of the training example, value of learning rate or momentum) on the resulting knowledge. Research on the influence of interaction of these parameters with characteristics of the considered problems (e.g. a number of clauses in the knowledge base, a number of propositional variables, some more sophisticated structural traits) on the resulting knowledge (understood as a logic program obtained from the trained neural network) is also possible. This kind of research demands development of some measures of similarity between different knowledge bases, which is an interesting issue in itself and gives possibility of performing quantitative multi-dimensional analyses of the results of abductive process.

In the nearest future a number of improvements to the existing implementations are also in order. Among them, the most pending ones are: a decrease of computational complexity of the network-to-program implementation and intelligent automatic translation of an abductive goal into the form of a training example. This encompasses formulation of the training example in such a way that knowledge base is properly represented.

The further plans concern extension of our methodology to include more types of logic programs in order to introduce a negation, default or classical, into the researched abduction problems. The introduction of a negation will require even more sophisticated approach to generation of training examples containing representations of abductive goals. Additionally, as it is straightforward for our methodology, we would like to introduce the abductive goals in the form of formulas more complex than single atoms.

To solve the issue concerning generation of training examples a computational approach may be employed. The computational experiments may concern analysis of the impact of the desirable output values on the obtained modifications of the knowledge base. The potential results may shed light on how to construct an initial training example to properly reflect an abductive goal alongside desired concepts from the knowledge base.

Finally, a well-established abduction research requires employment of some quality-control mechanisms to obtain efficient abductive hypotheses. This goal is partially achieved in the presented approach heuristically, by removal of some unwanted connections, careful generation of the training examples and (possibly) by imposing restrictions on the size of the trained network. However, employment of some more sophisticated quality criteria is still a pending issue. An interesting approach concerning application of multi-criteria dominance relation [8, 9] to evaluate already generated abductive hypotheses gives the possibility to perform a comparative study with the methodology presented in this paper.

APPENDIX

Definition 7.1: A binary relation R on a set is called a partial order when it is reflexive, transitive and antisymmetric. We will denote a relation which is a partial order by \( \preceq \). A set \( S \) with a partial order \( \preceq \) is called a partially ordered set.

Definition 7.2: Let \( S \) be a set with a partial order \( \preceq \) and \( x \in S \). We define the following:

- \( x \) is a minimum of \( S \) if for all elements \( y \in S : x \preceq y \).
- \( x \) is a maximum of \( S \) if for all elements \( y \in S : y \preceq x \).

Minimum and maximum of a set \( S \) are unique, if they exist, and will be denoted as \( \inf(S) \) and \( \sup(S) \) respectively.

Definition 7.3: Let \( S \) be a set with a partial order \( \preceq \) and \( R \subseteq S \). We define the following:

- An element \( x \in S \) is an upper bound of \( R \) if for all elements \( y \in R : y \preceq x \).
• An element \( x \in S \) is a lower bound of \( R \) if for all elements \( y \in R \): \( x \preceq y \).
• An element \( x \in S \) is least upper bound of \( R \) if \( x \) is an upper bound of \( R \) and \( x \preceq z \) for all upper bounds \( z \) of \( R \).
• An element \( x \in S \) is greatest lower bound of \( R \) if \( x \) is an lower bound of \( R \) and \( z \preceq x \) for all lower bounds \( z \) of \( R \).

The least upper bound and the greatest lower bound of a set \( R \) are unique, if they exist, and will be denoted as \( \text{lub}(R) \) and \( \text{glb}(R) \), respectively.

**Definition 7.4:** Let \( S \) be a partially ordered set and \( R \subseteq S \). We call \( S \) a complete lattice if \( \text{lub}(R) \) and \( \text{glb}(R) \) exist for every \( R \subseteq S \).

**Definition 7.5:** Let \( S \) be a complete lattice and \( R \subseteq S \). We call \( R \) directed if every finite subset of \( R \) has an upper bound in \( R \).

**Definition 7.6:** Let \( S \) be a complete lattice, \( x \) and \( y \) be elements of \( S \), and \( T: S \to S \) be a mapping. The following holds:
- \( T \) is monotonic if \( T(x) \preceq T(y) \), where \( x \preceq y \).
- \( T \) is continuous if for every directed subset \( R \) of \( S \): \( T(\text{lub}(R)) = \text{lub}(T(R)) \).

The collection of all Herbrand interpretations of a definite logic program \( P \), which is \( 2^{B_P} \), forms a complete lattice under the partial order of set inclusion. The top and the bottom element of \( 2^{B_P} \) are \( B_P \) and \( \emptyset \) respectively. There can be described a continuous and monotonic mapping from \( 2^{B_P} \) to \( 2^{B_P} \) which will serve in finding the least Herbrand model of \( P \). The procedure is based on fixpoints of mappings on the set \( 2^{B_P} \).

**Definition 7.7:** Let \( S \) be a complete lattice and \( T: S \to S \) be a mapping. An element \( x \in S \) is the least fixpoint of \( T \) if \( x \) is a fixpoint of \( T \) (i.e. \( T(x) = x \)) and for all fixpoints \( y \) of \( T \): \( x \preceq y \). An element \( x \in S \) is the greatest fixpoint of \( T \) if \( x \) is a fixpoint of \( T \) and for all fixpoints \( y \) of \( T \): \( y \preceq x \).

The least fixpoint and the greatest fixpoint of \( T \) will be denoted as \( \text{lfp}(T) \) and \( \text{gfp}(T) \) respectively.

**Proposition 7.1:** Let \( S \) be a complete lattice and \( T: S \to S \) be monotonic. \( T \) has \( \text{lfp}(T) \) and \( \text{gfp}(T) \).

The proof of the theorem 7.1 is described in [11, p. 28].

Next we want to define ordinal powers of \( T \). The definition is based on properties of ordinal numbers described in [11, p. 28–29] or [3, p. 26].

**Definition 7.8:** Let \( S \) be a complete lattice and \( T: S \to S \) be monotonic. Then we define:
- \( T^0 \) = \( \text{inf}(S) \);
- \( T^\alpha = T(T^{\alpha - 1}) \), if \( \alpha \) is a successor ordinal;
- \( T^\alpha = \text{lub}(T^{\beta} \mid \beta < \alpha) \), if \( \alpha \) is a limit ordinal;
- \( T^0 = \text{sup}(S) \);
- \( T^\alpha = T(T^{\alpha - 1}) \), if \( \alpha \) is a successor ordinal;
- \( T^\alpha = \text{glb}(T^{\beta} \mid \beta < \alpha) \), if \( \alpha \) is a limit ordinal.

**Proposition 7.2:** Let \( S \) be a complete lattice and \( T: S \to S \) be continuous. Then \( \text{lfp}(T) = T^\omega \).

The \( \omega \) in theorem 7.2 denotes the first infinite ordinal. Proof of the theorem 7.2 is described in details in [11, p. 30].
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Abstract—Mathematics, especially algebra, uses plenty of structures: groups, rings, integral domains, fields, vector spaces to name a few of the most basic ones. Classes of structures are closely connected – usually by inclusion – naturally leading to hierarchies that has been reproduced in different forms in different mathematical repositories. In this paper we give a brief overview of some existing algebraic hierarchies and report on the latest developments in the Mizar computerized proof assistant system. In particular we present a detailed algebraic hierarchy that has been defined in Mizar and discuss extensions of the hierarchy towards more involved domains. Taking fully formal approach into account we meet new difficulties comparing with its informal mathematical framework.

I. INTRODUCTION

Since its development at the beginning of the 20th century abstract algebra has spread over to various branches of mathematics. One reason is the highly reusable results produced, not least due to the hierarchical structure of algebraic domains. This kind of reuse, of course, is also highly desirable in mathematical proof assistants. Consequently one naturally finds various systems in which algebraic hierarchies similar to abstract algebra have been constructed. However, most of them served to facilitate the formalization of a particular theorem or a particular application:

Though not in a proof assistant, but in a computer algebra system the – to the best of our knowledge – first algebraic hierarchy was constructed in Axiom [24]. Started back in 1978 – the first release under the name Axiom took place in 1991 – this was the first system in which types were connected to mathematical domains: Algebraic domains have types in their own right – called categories – that can be used to form hierarchies. So, for example, it is possible to define an operation Fraction that takes an argument of type IntegralDomain and returns its field of fractions. The algebraic hierarchy of Nuprl [23] was developed to support computational abstract algebra. In Coq [9] more than one algebraic hierarchy exists, we name two of them: One [11] was constructed as part of the FTA project to prove the fundamental theorem of algebra, another one was used in the formalization of the Feit-Thompson Theorem [12]. In the HOL/Isabelle Archive of Formal Proofs [22] one finds a number of proof libraries devoted to algebraic domains. Lately in ACL2 [1] an algebraic hierarchy has been built in order to support reasoning about Common Lisp programs [21].

The Mizar system [5], [17], [31] provides a methodology to model algebraic domains based on attributed types [4]. Using so-called cluster registrations one can express (and prove) logical implications between attributes, in this way extending subtyping of attributed types. This allows not only to model algebraic domains in a generic way, but also to draw connections between – also already existing – algebraic domains. We claim that this approach is suitable to develop algebraic hierarchies that a) are generic in the sense that notations and theorems introduced in a class of algebraic domains are automatically available in subclasses b) are easily extensible by both algebraic domains and additional notations c) can automate a great deal of the natural switching between algebraic domains mathematicians are used to and d) are highly convenient for open repositories with lots of authors.

To support this claim we present in Section II a detailed hierarchy of rings up to fields, containing such algebraic domains such as unique factorization domains (UFDs), principal ideal domains (PIDs), and others. In Section III we show how homomorphisms can be incorporated into this hierarchy and how properties of homomorphisms can be used to automatically infer properties about the underlying algebraic domains. Finally, in Section IV, we discuss how to extend the hierarchy towards more involved domains such as polynomial rings and ordered fields. At the end we draw some conclusions.

II. AN INTRINSIC HIERARCHY OF RINGS

In Mizar, algebraic domains are built based on structure definitions giving the signature – carriers and operations – of the domain. Informally, a ring is understood as an algebraic structure consisting of a set of elements equipped with binary operations + and · satisfying three sets of axioms. More formally, usually this leads to understanding mathematical structures as ordered tuples, and in the case of a ring we have

\[ \langle R, +, \cdot \rangle. \]

This could make potential troubles if we try to define rings through simpler notions, namely groups, which are usually

\[ \langle G, + \rangle \quad \text{or} \quad \langle G, \cdot \rangle. \]
Figure 1. Net of basic algebraic structures in the Mizar Mathematical Library

(in additive or multiplicative notation, respectively). Of course then, ordinary concatenation of tuples does not work properly.

In the Mizar system, structures were implemented as partial functions with the syntax as below.

```
struct (Predecessor_List) Structure_Name
  (* selector_1 -> type_1,
    selector_2 -> type_2,
    ...
    selector_n -> type_n #);
```

This could lead to the tree, or rather a forest of 157 structures, as there are primitive structures other than 1-sorted. However, as multiple predecessors are allowed, we should look at the diagram of interconnections as at a net. A part of such structure, dealing with basic algebraic signatures, is shown at Figure 1.

So, for example, central item in this hierarchy is

```
definition
  struct (addLoopStr, multLoopStr_0)
    doubleLoopStr
  (* carrier -> set,
    addF, multF -> BinOp of the carrier,
    OneF, ZeroF -> Element of the carrier #);
end;
```

which gives the signature of rings and fields (another one is ModuleStr over F which gives raise to the theory of vector spaces). Note that doubleLoopStr inherits from both addLoopStr and multLoopStr_0, that is it joins the signatures of additive and multiplicative groups. Particular properties such as commutativity or the existence of inverse elements are described by attribute definitions (see [35]). As a consequence, attributes defined for these become available and need not to be stated again. A ring is now just a doubleLoopStr with the appropriate collection of attributes:

```
definition
  mode Ring is Abelian add-associative
    right_zeroed right_complementable
    associative well-unital distributive
    non empty doubleLoopStr;
end;
```

Observe that because the Axiom of Choice is hardcoded in the Mizar checker, the collection of attributes clustered in the above definition of type should be shown to exist for at least one object; otherwise (with the illustrative example of infinite empty set) this should be contradictory. This is called the paradigm of non-emptiness of types in Mizar.

More interesting are different subclasses of rings that form a hierarchy according to their additional properties, e.g.

```
rings ⊇ commutative rings ⊇ integral domains ⊇
  ⊇ GCD domains ⊇ UFDs ⊇ PID.s ⊇
  ⊇ Euclidean domains ⊇ fields
```

to mention the most common ones. Each such subclass is easily characterized by adding an attribute describing its defining property, for example

```
definition
  let L be non empty doubleLoopStr;
```
Note that the definition does not use integral domains – in fact not even rings, but just their signature. The property of an ideal being principal just not relies on other properties such as commutativity or the absence of zero divisors (at least when defining the property; later on more properties may be necessary to show that this one is fulfilled in a particular domain – see [37]). The above hierarchy can now be established by observing that one defining property implies another – just like in mathematical textbooks:

registration
  cluster Euclidean -> PID for comRing;
end;

This way of defining the hierarchy has two major advantages. Firstly, a proof of the implication has to be given. This may be obvious, but we like to emphasize at this point, that proofs are an indispensable part of a repository. Note also, that the registration is about commutative rings, not about integral domains. Analogous to the definition of the attribute PID this points out, that Euclid’s property implies that every ideal of the ring is principal even in presence of zero divisors – although both domains are usually defined as integral domains with the appropriate additional property.

Secondly, and more important here, cluster registrations extend automation of proving in Mizar, that is after the above registration the theorem like

theorem
  for R being Euclidean domRing holds
  R is PID domRing;

becomes obvious. Here domRing denotes integral domain, where in the attribute domRing-like the commutativity is not taken into account. Such granularity allows for better reuse of knowledge. As a secondary consequence all notations – definitions, predicates and also theorems – established for the subclass now are available for the superclass, too. In practice, this means that notations are generic: There is no need to define, for example, greatest common divisors in Euclidean domains. They can be already introduced in GCD domains (see [20]) and are therefore available in Euclidean domains, once Euclidean domains have been incorporated into the hierarchy.

The proofs necessary to built the above-mentioned hierarchy of rings have been carried out in a number of Mizar articles [2], [28], [30], [36]. Together they establish an environment in which arguing about different kinds of rings – and switching between them – can be performed in a way very similar to the usual mathematical processing.

First of all, the hierarchy can easily be extended when necessary or convenient: For example Noetherian rings are integral domains (rings) in which every ideal is finitely generated. Thus every PID is a Noetherian ring. The corresponding part of the hierarchy looks as follows:

definition
  let L be non empty doubleLoopStr;
  attr L is PID means
  for I being Ideal of L holds I is principal;
end;

Note that the definition does not use integral domains – in fact not even rings, but just their signature. The property of an ideal being principal just not relies on other properties such as commutativity or the absence of zero divisors (at least when defining the property; later on more properties may be necessary to show that this one is fulfilled in a particular domain – see [37]). The above hierarchy can now be established by observing that one defining property implies another – just like in mathematical textbooks:

registration
  cluster INT.Ring -> PID for comRing;
end;

Not taken into account. Such granularity allows for better reuse of knowledge. As a secondary consequence all notations – definitions, predicates and also theorems – established for the subclass now are available for the superclass, too. In practice, this means that notations are generic: There is no need to define, for example, greatest common divisors in Euclidean domains. They can be already introduced in GCD domains (see [20]) and are therefore available in Euclidean domains, once Euclidean domains have been incorporated into the hierarchy.

Thus with these registrations all notations – definitions, predicates and theorems – established for the abstract domains become available for INT.Ring, too. Note that from this in particular follows – without any further proof, because this has been proven inside the hierarchy – that the ring of integers is both UFD and Noetherian, that is

theorem
  INT.Ring is UFD domRing;

With these registrations all notations – definitions, predicates and theorems – established for the abstract domains become available for INT.Ring, too. Note that from this in particular follows – without any further proof, because this has been proven inside the hierarchy – that the ring of integers is both UFD and Noetherian, that is

theorem
  INT.Ring is Noetherian domRing;

are obvious. Moreover, it even does not matter which domain – Noetherian rings or the ring of integers – is added to the hierarchy first. In both cases the above theorems are obvious for the Mizar checker. Note however that in order to make this automation working, it is convenient to have a bunch of useful examples of concrete mathematical structures (just to assure that at least one object with desired properties exists).

At the end of this section it should be noted that the formal proof that UFDs are GCD domains has not been completed yet, but see [27] where the fundamental theorem of arithmetic – giving a blueprint for the proof – has been formalized.
III. RING HOMOMORPHISMS

When working with algebraic domains (ring-) homomorphisms are indispensable. Therefore homomorphisms are an essential part of an algebraic hierarchy. Homomorphisms are essentially mappings between rings with additional properties, that hence can again be defined by adding attributes describing these properties:

definition
let R be Ring,
S be R-homomorphic Ring;
mode Homomorphism of R,S is
   additive multiplicative unity-preserving
   Function of R,S;
end;

The attribute homomorphic for S is necessary here, because Mizar does not allow empty modes: For each pair of parameters R and S it has to be proved that there exists a homomorphism from R into S. Therefore the definition of homomorphisms can take into account only such rings S, for which such a homomorphism indeed exists. This is ensured by adding the attribute homomorphic, which has the ring R as a parameter:

definition
let R,S be Ring;
attr S is R-homomorphic means
ex f being Function of R,S
   st f is additive multiplicative
   unity-preserving;
end;

Note that together with the hierarchy presented in Section II this definition provides homomorphisms for all kinds of rings up to fields. By the way, homomorphisms are functions preserving the unity and the zero, but the latter one can be deduced (and really is in this framework) automatically, hence it is not explicitly given in this collection of attributes. Therefore additional properties of homomorphisms for more advanced rings can now be easily incorporated, for example that homomorphisms between fields are actually monomorphic:

registration
let F be Field, E be F-homomorphic Field;
cluster R / (ker f) -> (Image f)-isomorphic;
end;

The property of being monomorphic is then automatically added when later working with homomorphisms of fields. The same holds naturally for properties of the image of homomorphisms:

registration
let F be commRing, E be F-homomorphic Ring,
   f be Homomorphism of F,E;
cluster Image f -> commutative;
end;

says that the image of a commutative ring is a commutative ring. So there is no need to distinguish homomorphisms between different kind of rings. In fact – as the last registration shows – it is even sufficient to claim that the homomorphism’s codomain is an ordinary ring.

For a small example illustrating these techniques consider now rings R and S and a homomorphism f : R → S. The first isomorphism theorem then states that R/(ker f) ∼= Image f. Quotient rings have been defined in [26]. The image of f is here understood as the subring of S with carrier range f, the operations of Image f are then just restrictions of the ones of S. This gives

definition
let R be Ring, S be R-homomorphic Ring,
f be Homomorphism of R,S;
func Image f -> Ring means
   the carrier of it = rng f &
   the addF of it = (the addF of S) || (rng f) &
   the multF of it = (the multF of S) || (rng f) &
   the OneF of it = 1.S &
   the ZeroF of it = 0.S;
end;

Now the homomorphism h : R/(ker f) → Image f given by [a] → f(a) for a ∈ R can easily be defined and shown to be bijective [28], so

theorem
for R being Ring, S being R-homomorphic Ring,
f being Homomorphism of R,S holds
   R / (ker f), Image f are_isomorphic;
end;

Note that if R is a field we get that R/(ker f) is a field also: If R is a field, so is Image f, and hence its isomorphic copy R/(ker f). This argument can now be automated by observing that homomorphic images of fields are fields – as in the case of commutative rings from above – and reformulating the isomorphism theorem as a registration using the attribute isomorphic that is defined analogously to homomorphic.

registration
let F be Field, E be F-homomorphic Ring,
f be Homomorphism of F,E;
cluster Image f -> almost_left_invertible;
end;

registration
let R be Ring, S be R-homomorphic Ring,
f be Homomorphism of R,S;
cluster R / (ker f) -> (Image f)-isomorphic;
end;

These two registrations hence automate the argument above and therefore the following theorems are now obvious, that is are accepted by the Mizar checker without further proof.

theorem
for F being Field, R being F-homomorphic Ring,
f being Homomorphism of F,R holds
   Image f is Field;
end;

theorem
for F being Field, R being F-homomorphic Ring,
f being Homomorphism of F,R holds
   F/(ker f) is Field;
IV. Extending the Hierarchy

A. Polynomial Rings

New domains are not always built solely by adding new properties, but may contain other (abstract) domains as parameters. The standard example here are vector spaces or modules that are built over a field or a ring, respectively. They, however, define new classes of algebraic domains.

More interesting are polynomial rings \( R[X] \) realizing an operator within the class of rings. The standard definition of polynomial rings is well-known: Polynomials over \( R \) are sequences over \( R \) of polynomial rings is well-known: Polynomials over \( R \) are sequences over \( R \) of functions \( p: \mathbb{N} \rightarrow R \), on which addition and multiplication are defined appropriately (see [29]):

\[
\text{definition}
\begin{align*}
\text{doubleLoopStr} & \rightarrow \text{non empty doubleLoopStr} \\
\text{doubleLoopStr} & = \text{\# Polys } R, \text{ addpoly } R, \\
& \text{ multpoly } R, 1_.R, 0_.R \#
\end{align*}
\]

Using registrations \( \text{Polynom-Ring } R \) can now be incorporated as usual into the hierarchy by showing that the carrier – the set of polynomials – fulfills the necessary properties, for example.

\[
\text{registration}
\begin{align*}
\text{let } R & \text{ be Ring; } \\
\text{cluster Polynom-Ring } R & \rightarrow \text{domRing-like; }
\end{align*}
\]

In fact it is not necessary for \( R \) to be a ring to prove each individual property – even when defining \( R[X] \). In this registration, for example, distributivity and that polynomial addition forms a group are sufficient [29].

However, the hierarchy is able to deal with more involved properties of \( R[X] \) also. For example, if \( R \) is without zero divisors, so is \( R[X] \), which is described by the following registration.

\[
\text{registration}
\begin{align*}
\text{let } R & \text{ be domRing; } \\
\text{cluster Polynom-Ring } R & \rightarrow \text{domRing-like; }
\end{align*}
\]

In this way additional properties of \( R[X] \) are added depending on properties of \( R \). When working with the hierarchy Mizar now automatically adds such properties to \( R[X] \), if \( R \) fulfills the conditions of the registration.

In fact, the parameter \( R \) can even be a field \( F \) – based on the hierarchy of Section II the Mizar checker infers that \( F \) is a ring, so the notation \( \text{Polynom-Ring } F \) exists and one can formulate.

\[
\text{registration}
\begin{align*}
\text{let } F & \text{ be Field; } \\
\text{cluster Polynom-Ring } F & \rightarrow \text{Euclidean; }
\end{align*}
\]

So we automatically get that \( F[X] \) is a PID and that gcds for polynomials over a field exist. Note also that \( F \_ \text{Real} \) is the field of real numbers; therefore real polynomials are now just given by \( \text{Polynom-Ring } F \_ \text{Real} \).

In the context of polynomials another notation also becomes interesting: the notion of subring – for short – giving relations such as \( \mathbb{Z} \subseteq \mathbb{Q} \), \( \mathbb{Q} \subseteq \mathbb{R} \) or \( \mathbb{Z}[X] \subseteq \mathbb{R}[X] \) – and for polynomial rings one often reads \( R \subseteq R[X] \) (see e.g. [39]).

Now, the notation of a subring is easily defined by

\[
\text{definition}
\begin{align*}
\text{mode Subring of } R & \rightarrow \text{Ring means } \\
\text{the carrier of } R & = \text{the carrier of } R \land \\
\text{the addF of it} & = \\
\text{the multF of it} & = \\
1\text{.it} & = 1.R \land \\
0\text{.it} & = 0.R
\end{align*}
\]

Then theorems for the above relations can easily be shown, for example.

\[
\text{theorem}
\begin{align*}
\text{INT.Ring} & \text{ is Subring of } F \_ \text{Real; }
\text{Polynom-Ring } \text{INT.Ring} & \text{ is Subring of Polynom-Ring } F \_ \text{Real; }
\end{align*}
\]

The property \( R \subseteq R[X] \), however, cannot be shown; it is just not true: an element \( a \in R \) is not a polynomial, so the carrier of \( R \) is not included in the carrier of \( R[X] \) as it contains sequences or functions, that is ordinary set inclusion between carriers does not work here. The solution is found in the literature [39]:

\[
\text{We regard } F \subseteq F[X] \text{ by identifying the element } a \in F \text{ with the constant polynomial } a \in F[X].
\]

(More precisely, the identification \( i : R \rightarrow R[X] \), \( a \mapsto a(x) \) is a monomorphism, and therefore allows to embed \( R \) into \( R[X] \).)\)

To formally reconstruct this identification in a repository one now has to construct a new ring \( R' \) with the corresponding carrier

\[
(\{ p \in R[X] : p \text{ is constant} \} \cup R)
\]

and adapted addition and multiplication. This is both tedious and technical, but, what is more important, \( R' \) does not solve the problem, either: Though now one has \( R \subseteq R' \), of course, \( R' \) is not exactly the polynomial ring \( R[X] \) in the above sense, but only an isomorphic copy of it.

Modifying the definition of subring in the sense that a ring \( R \) is a subring of \( R' \) if \( R \) can be embedded into \( R' \) – that would allow to prove that \( R \) is a subring of \( R[X] \) – is too liberal: It destroys the simplicity and elegance of the subring notation. As a consequence in mathematical repositories this kind of using the definition of subring can be modelled only at the level of morphisms, e.g. via theorems such as

\[
\text{theorem}
\begin{align*}
\text{for } R & \text{ being Ring } \\
\text{ex } R' & \text{ being Ring at } R \equiv R' \land
\end{align*}
\]
R', Polynom-Ring R are isomorphic;

\textbf{theorem}
\begin{align*}
\text{for } R \text{ being Ring}
\exists R' \text{ being Subring of Polynom-Ring R}
\text{at } R, R' \text{ are isomorphic;}
\end{align*}

\section{B. Ordered Fields}

There are situations in which the extension of an algebraic domain can be realized in more than one way. The standard example here is the neutral element $e$, that is, for example added to semigroups in order to construct monoids. $e$ can be introduced solely as an adjective in an attribute definition then claiming the existence of $e$ – or as an additional part of the underlying structure then just claiming $a \ast e = a$ for all $a$ in the carrier, where $e$ is now the element given by the new part of the structure. Usually the second alternative is used here, because this allows for an equational definition of $e$'s properties.

A similar situation occurs when the additional properties to be defined do not concern the domain at hand itself, but are described based on additional notations. A typical example are ordered domains, here the newly added properties concern a relation over the domain. A standard definition, for example, is:

An ordered field is a pair $(F, \leq)$, where $F$ is a field and $\leq$ is a (total) relation being compatible with the field operations.

So, ordered structures can be easily built using the second alternative from above by just adding an additional part for the relation to the underlying structure definition.

\textbf{definition}
\begin{align*}
\text{struct (doubleLoopStr) ordereddoubleLoopStr}
\text{(doubleLoopStr ordereddoubleLoopStr)}
\text{(# carrier -> set,}
\text{addF, multF -> BinOp of the carrier,}
\text{OneF, ZeroF -> Element of the carrier,}
\text{OrdF -> Order of the carrier #);}\end{align*}

Then, based on an attribute compatible_with describing compatibility of the order with the field operations, one defines the mode orderedField. This allows to formalize and prove theorems such as follows:

\textbf{theorem}
\begin{align*}
\text{for } F \text{ being orderedField holds } 0.F \leq 1.F;
\end{align*}

\textbf{theorem}
\begin{align*}
\text{for } F \text{ being orderedField,}
\text{a being Element of } F \text{ holds}
0.F \leq a[^2];\end{align*}

\textbf{theorem}
\begin{align*}
\text{for } F \text{ being orderedField holds } -1.F \leq 0.F;
\end{align*}

Here $a \leq b$ denotes $[a, b] \in$ the OrdF of $F$, if $a$ and $b$ are of type Element of $F$.

Also concrete domains, such as for example these over the set of all real numbers, fit into this approach. With $\leq_R$ being the usual order relation over the real numbers, the following definition establishes the real numbers as an ordered field.

\textbf{definition}
\begin{align*}
\text{func OF_Real -> orderedField equals}
\ (# REAL, addrreal, multreal, In(1,REAL),
\ In(0,REAL), <=_R #);\end{align*}

In this case, however, introducing concrete domains this way turns out to be too restrictive: When fixing the field – of an ordered field – one immediately also has to fix the ordering. This results in inconveniences when further developing the theory. For real numbers, for example, there exists one ordering only. To formalize this within the above approach one needs to say that for two ordered fields, in both of which the field happens to be the real numbers, the orderings coincide:

\textbf{theorem}
\begin{align*}
\text{for } F, E \text{ being orderedField}
\text{st the doubleLoopStr of } F = F_{\text{Real}}
\text{& the doubleLoopStr of } E = F_{\text{Real}}
\text{holds the OrdF of } F = \text{ the OrdF of } E;\end{align*}

This is too clumsy to work with – and to be part of a contemporary repository. Of course, this does not bother mathematicians. If convenient they just fix the field and leave the ordering(s) as a parameter:

Let $F$ be the field of real numbers. Let $\leq$ and $\leq'$ be orderings of $F$. Then $\leq = \leq'$.

At this point it should be mentioned that apart of the abstract hierarchy shown at Fig. 1, another one, with the set of all real numbers fixed in certain places, is available in the MML. Such net of notions (see Fig. 2) is concentrated around the structure as follows:

\textbf{definition}
\begin{align*}
\text{struct (addLoopStr) RLSStruct}
\text{(addLoopStr RLSStruct)}
\text{(carrier -> set,}
\text{ZeroF -> Element of the carrier,}
\text{addF -> BinOp of the carrier,}
\text{Mult -> Function of}
\text{[:REAL, the carrier :], the carrier #);}\end{align*}

and is still kept in the Mizar library for backward compatibility reasons. This was useful and handy some ten years ago for Mizar developers, but the approach was reimplemented. The mechanism of the identification of ordinary operations on reals with corresponding abstract field operations was discussed in detail in our paper [18]. There we described the usefulness of automatic consideration of core equalities via identify construction, which does not force the mathematician to add them explicitly to the proof.

For a reasonable formalization one also needs such a flexible way of talking about a domain and its (possible) orderings. Therefore one has to resign from the above, natural approach: The solution is not to extend the structure by another part, but to define the existence of an ordering externally – as an additional property. Then an ordered field is just a field for which (at least) one ordering exists:

\textbf{definition}
\begin{align*}
\text{let } F \text{ be Field;}\end{align*}
attr F is ordered means
ex O being Order of the carrier of F
  st O is compatible_with F;
end;

Now an ordered field is just an ordinary field, a concrete ordering has only to be fixed in the proof that the field can be ordered. This gives the above-mentioned flexibility: One can state that the real numbers can be ordered – by using the natural ordering \(<=_\mathbb{R}\). After that – now knowing that an ordering for a concrete or abstract domain exists – one can introduce one or more of them whenever necessary or convenient.

registration
cluster F_Real -> ordered;
end;

theorem
for O,P being Ordering of F_Real holds O = P;

theorem
for F being ordered Field
for O,P being Ordering of F
  st O c= P holds O = P;

Of course the theorems stated above for the first approach remain valid. However, they now look a little different, because the ordering has become a parameter of the theorems – as it is not fixed in the structure, here the ordered field, anymore.

\begin{verbatim}
theorem
for F being ordered Field
for O,P being Ordering of F
  holds 0.F <=_P 1.F;
\end{verbatim}

\begin{verbatim}
theorem
for F being ordered Field
for O,P being Ordering of F,
  for a being Element of F
  holds 0.F <=_P a|^2;
\end{verbatim}

\begin{verbatim}
theorem
for F being ordered Field
  holds -1.F <=_P 0.F;
\end{verbatim}

Summarizing, it turns out, that for ordered fields adding a new part to the structure – the solution usually preferred – is inferior to describing the property of being ordered solely by an adjective, though this means that an existential quantifier occurs in the attribute definition.

V. Conclusion

We have illustrated how in Mizar a deep algebraic hierarchy has been built that to a great deal resembles the natural changing between algebraic domains known from mathematics. The key technique is the application of Mizar’s attributed types: The adjectives defined by attributes enable the natural extension of existing algebraic domains by adding new properties. Furthermore, implications between adjectives can be formulated in the form of cluster registrations. These not only prove that, for example, an Euclidean domain is a UFD, but also automate inferring the implication. Summarizing the presented approach supports building algebraic hierarchies that are easily extended and refined when necessary.

Mizar structures together with locales – a similar concept implemented in Isabelle [3] can be a reasonable improvement in writing mathematical proofs and their automated discovery. Interesting categorical motivation of such an approach is presented in [7]. Modules can be treated globally for all proof assistants, and a kind of interface allowing for information interchange is proposed as MMT – a module system for mathematical theories with scalable formalism [34]. All axiomatic theories can be viewed from the metalevel, using the concept of realms – which could also enable reasonings via consolidating knowledge about theories.

The hierarchy of structures available in the Mizar Mathematical Library was described in [35] and was enriched during the formalization of the proof of Fundamental Theorem of Algebra [29]. However in 2007 a big refinement (a revision [19]) took place, and parts of the net of structures together with
corresponding attributes were a subject for refactoring. In that time the Library Committee of the Association of Mizar Users (with the two first authors of the current paper as its members) wrote a library item [30] which is now a backbone for all described constructions. This field of algebra is continuously formalized, and recent Mizar article [38] contains results about selected properties of polynomial ring.

In fact this methodology is not restricted to algebraic domains and algebraic hierarchies. In Mizar one finds similar hierarchies concerning a number of mathematical structures such as, for example, posets, lattices, topologies, topological groups, topological lattices, and graphs. In the Mizar repository there is a series of articles devoted to algebraic structures using multiplicative notation. Recently, Coghetto [8] made a monographic Mizar article which was a modification of already accepted ones with an addition as a basic binary operation (instead of a multiplication). Even if the work was not too much time-consuming, some of the library techniques can be further improved (e.g. in the direction of generic structures – because addMagma and multMagma could be potentially more unified, but this would require implementational work of the Mizar checker).

The direction of enhancing computer reasoning tools, which is quite popular and efficient, is to use external specialized software. In the case of Mizar some experiments were proposed by Naumowicz [32] with SAT solvers in order to improve the efficiency of boolean calculations. Of course, this could be taken into account in the area of algebraic domains. As another example, Grabowski succesfullly used Prover9 for reasonings about lattices [14]. This is another field of research where efficient treatment of algebraic hierarchies is very important, and recent formalization of Stone algebras as generalization of Boolean algebras [15] shows the usefulness of the Mizar system.
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Abstract—In the paper, we discuss the formal approach to Tarski geometry axioms modelled with the help of the Mizar computerized proof assistant system. Although our basic development was inspired by Julien Narboux’s Coq pseudo-code and is dated back to 2014, there are significant steps in the formalization of geometry done in the last decade of the previous century. Taking this into account, we will propose the reuse of existing results within this new framework (including Hilbert’s axiomatic approach), with the ultimate future goal to encode the textbook Metamathematische Methoden in der Geometrie by Schwabhäuser, Szmielew and Tarski. We try however to go much further from the use of simple predicates in the direction of the use of structures with their inheritance, attributes as a tool of more human-friendly namespaces for axioms, and registrations of clusters to obtain more automation (with the possible use of external equational theorem provers like Otter/Prover9).

I. INTRODUCTION

FOR YEARS, foundations of geometry attracted a lot of interest of researchers from various areas of mathematics. From the very beginnings, human thought was stimulated by geometrical objects, to take Thales as the prominent example of an ancient philosopher. Classical geometry involved illustrative examples and construction problems instead of a building strong axiomatic basis. However, from the modern viewpoint of automated theorem-provers, diagrams can deliver some really tough problems. Here an important example is the possibility of ruler-and-compass construction: impossibility of trisecting the angle and doubling the cube (as two out of four problems of antiquity), where the treatment of constructible numbers is way more efficient from the formal point of view.

Euclid and his Elements are often recalled as one of the first successful uses of an axiomatic method in mathematics, and such an approach can be formalized efficiently with the use of computer proof-assistants. Then, changing even simple notions with obvious (at least at the very first sight) properties, as parallel postulate (or Playfair axiom), gave rise to various geometries (e.g., Bolyai-Lobachevskian hyperbolic geometry). The same work can be modelled with machine formalizations, using various sets of axioms (creating types). Now, apart from the discussion whether the non-emptiness of types in Mizar is real difficulty (because from informal point of view one can consider an object with any properties, even mentioning their coherence), and how much more can be attained if the reimplementation of the Mizar type system will be done in the foreseeable future, we have to cope with the limitations of the existing type structure. On the other hand, type checking allows some errors to be caught early – when making mathematical definitions. In this context the requirement of constructing at least one object of the desired type is quite natural, as it prevents contradictory types. Similarly, the appropriate model had to be constructed either to assure that proposed axioms are correct (which is not very hard as they can be parsed by ordinary mathematician even straight from its corresponding Mizar source code), or (and this is probably even more important) to bind the fresh formal apparatus with the existing Mizar developments. Some of them are written in a language which is not as expressive as contemporary Mizar language is; in the time of the beginnings of the Mizar Mathematical Library (MML) as a tight collection of Mizar articles covering various branches of mathematics, geometry was an area which was developed quite dynamically.

The language of the Mizar system was influential for other systems for formalization of mathematics, e.g. miz3 is a proof interface built on top of HOL Light interactive theorem prover, with the declarative language compatible with the Mizar language [47]. Recently, William Richter used miz3 tool to formalize Tarski geometry axioms, with the ultimate aim to incorporate it in HOL Light, but of course part of his pseudo-code could be also treated both as a case study and as a good starting point for further work.

The choice of the topic is not accidental – recent code available in Coq [7] and the use of automated equational provers caught an eye of researchers and, as a by-product, some results, which shed some new light on the axiomatization of geometry, were published. One of the bright milestones was also the publication of the new issue of the classical textbook Metamathematische Methoden in der Geometrie by Wolfram Schwabhäuser, Wanda Szmielew and Alfred Tarski [40] (to which we refer by the acronym SST) with the foreword of Michael Beeson.

In this paper, we are not focused on any of geometric challenges known in the community, as proving Hilbert axioms from Tarski [7], or formalizing full SST in Mizar, although it can be definitely good starting point as in [38] we prove some Hilbert’s axioms. What we were trying to do was to
increase of the integrity of (the geometrical part of) the MML as pointed out in the paper of Piotr Rudnicki and Andrzej Trybulec [39] and this could be a kind of partial realization of their postulates. This was done mainly via the mechanism of revisions of the repository – stepwise refinement of items already included in MML, done not necessarily by authors themselves [19]. An alternative approach – focusing on computations instead of proofs, and work in the analytic framework of Euclidean spaces $\mathbb{R}^n$ is also well-represented in the repository of Mizar texts, with the recent examples of Morley trisection theorem or Ceva theorem. The process of formalizing geometry within Mizar Mathematical Library started years before first Coq geometry formalizations; furthermore, constructive logic behind the Coq proof assistant naturally forces program extraction from proofs and intuitionistic setting of the reasoning. In Mizar the stress is put on three main issues:

- writing readable proofs using classical logic,
- possibility of cooperation with external theorem provers, and
- knowledge reuse (increasing possible connections between various developments, called integrity of a repository).

The outline of the paper is as follows. In Section II, we describe the history of formalizing geometry in Mizar, Section III presents the discussion on abstract and concrete mathematics; the next one outlines some basic constructions needed to understand our work, that is concrete translation of chosen properties straight from Tarski’s axioms (A1)–(A7). In Section V and VI we give some insight on knowledge reuse and on its readability, respectively, while in the last part we describe related work, then we draw some concluding remarks and propose some future work.

II. MIZARING AFFINE GEOMETRY

In Tarski’s system of axioms [44] the only primitive geometrical notions are points, the ternary relation $B$ of “soft betweenness” and quaternary relation $\equiv$ of “equidistance” or “congruence of segments”. The axioms are reflexivity, transitivity, and identity axioms for equidistance; the axiom of segment construction; reflexivity, symmetry, inner and outer transitivity axioms for betweenness; the axiom of continuity, and some others. The original set consisted of 20 axioms for two-dimensional Euclidean geometry and was constructed in 1926-27, submitted for publication in 1940, and finally appeared in 1967 in a limited number of copies. There are many modifications of this system, and Gupta’s work in this area [20] offers an important simplification. The strict betweenness was studied even before: it gave rise to “betweenness geometry” by Veblen in 1904.

Another notable axiomatization, proposed by Hilbert [21] in 1899, has three sorts: planes, points, and lines, and three relations: betweenness, containment, and congruence. In this sense it is a little bit more complex than Tarski’s (but not necessarily in terms of numbers of axioms as it has also 20 of these). The two approaches establish a geometrical framework, in which theorems can be proven logically (remember Euclid’s Elements proofs are mainly pictures or graphical constructions and rely heavily on the intuition). This allows to use a computerized theorem prover in order to find the proof or proof checker to check the theory for its correctness. In the paper, we deal with the proof checker Mizar, based on classical first order logic and Tarski-Grothendieck set theory (a variant of Zermelo-Fraenkel). Using this tool we describe, how Tarski’s theory was built formally.

There are two significant connections of Andrzej Trybulec, the founder of the Mizar project, with persons involved in the area of Tarski’s geometry. The first one and very influential was the cooperation with Leslaw W. Szczerba, the author of [42], in the early 80s of the previous century. Szczerba, who also submitted to the Mizar Mathematical Library twice, was at that time a head of the Institute of Mathematics in Białystok, Poland; the place the Mizar system was mainly developed (and that was also the affiliation of Trybulec). These contacts resulted in the research on the theory of interpretation and semantic foundations of logic in the sense of Epstein. At that time, Trybulec himself was not very active in formalizing geometry. The other connection was that after finishing his study in mathematics at the University of Warsaw under the guidance of Karol Borsuk (famous Polish topologist), Andrzej Trybulec took the position of an assistant in the Chair of Geometry, where Wanda Szmielew was a professor.

Although the very first approach to formal geometries we can consider the work of Wojciech A. Trybulec INCSP_1 [45], at the state of its writing it was not tightly connected with the rest of the formal appproach to geometry in Mizar. Krzysztof Prażmowski (who is currently the head of the Institute of Mathematics, University of Białystok, Poland) created quite an active research group of fifteen people in the field of automated deduction in geometry, with the extensive use of the Mizar system. Main authors of these contributions were Krzysztof Prażmowski, Henryk Oryszczyszyn, and Wojciech Leonczuk, all from former University of Warsaw, Białystok Branch. Together with the other authors, e.g., Kusak, Skaba, Muzalewski, and others, they wrote 43 Mizar articles on geometry (5 were removed later in the process of revisions). At the very beginning, there were many independent paths of formal development of various geometries (which expressed in various Mizar structures: directed vs. undirected parallelity relation, orthogonality, etc.).

Statistical data from Table I are not very impressive with respect to the current state of MML. The number of authors is quite big (six percent of all the authors of MML), hence the style of geometry in Mizar is not very uniform. The writing style can be measured by the percentage of zipped kBytes, which is higher than for the whole MML. This specific ratio (zipped instead of unpacked bytes) is usually taken when computing the so-called de Bruijn factor, showing how much additional code we should write comparing with informal proof to be fully understandable by computers. Furthermore, hierarchy of geometric objects is based on eight various structures, so it raises communication issues between various
approaches. The last article was PROJPL_1 dated back to 1994, and the series was not very actively developed (with the exception of the paper of the combinatorial Grassmannians COMBGRAS). But in 1990 Mizar articles on geometry were about 30% of the whole Mizar repository (out of 140 files). Of course, after that time revisions of this specific area were quite active: one of the main streams (done also by the current author) was to get separate axioms of selected properties instead of a large block for the mode (i.e., the constructor of the type in Mizar). As we can read from the table, the use of clusters (relatively new feature of Mizar language) is still very low comparing with the rest of MML, so there is a lot of work to be done. Affine approach to geometry was less important as there was another big challenge which for fifteen years stimulated geometry (in analytical setting, however): the proof of the Jordan Curve Theorem [23], which will be recalled in Section V.

As notable affine geometrical facts already formalized in Mizar we can enumerate:

- Hessenberg’s theorem – HESSENB;
- Desargues theorem (present in “Top 100 mathematical theorems”) – ANPRO3_2;
- Pasch configuration axioms – PASCH;
- Fano projective spaces – PROJRED1;
- Desarguesian projective planes – PROJRED2;
- Pappus, Minor, Major and Trapezium Desargues axioms – AFF_2;
- Minkowskian geometry – ANALORT.

The “Top 100 mathematical theorems” list of important theorems in mathematics, proposed by Paul and Jack Abad at the end of previous century, is the popular collection of challenges for contemporary computerized proof-assistant systems; the list maintained by Freek Wiedijk described in [48] is available at http://www.cs.ru.nl/~freek/100/. Currently, the Mizar system holds the third position with 64 items formalized so far.

In our opinion, the unifying approach in Tarski’s spirit could be quite useful to bind all of these geometrical results together. Among another significant facts in geometry we can point out Morley trisector theorem [8], Ceva and Menelaus theorem [41]. These facts however deal with Euclidean plane, so the proofs are in the area of analytic geometry; they were developed more than ten years later than the foundations of geometry in Mizar, when Euclidean spaces were more thoroughly explored in MML.

III. THE CHOICE OF FORMAL FRAMEWORK: CLASSICAL VS. ABSTRACT MATHEMATICS

The distinction between classical and abstract mathematics (i.e. the one based on ordinary axioms of set theory, and all those using the notion of a structure, respectively) is important from the viewpoint of the organization of the Mizar repository. We had to choose between two paths:

- it is possible to formulate Tarski’s axioms without the use of a structure, and also set theory could be meaningless for that framework, only the classical logic with Mizar predicates is enough (equality plays a special role in the system based on set theory [18]);
- the use of Mizar structures forces us paradoxically to use basics of set theory – defining a signature of Tarski’s plane needed to give a type of congruence of segments and betweenness relation, which was set-theoretic (Mizar language is typed, and in the earlier case one should also give a type at least to points, but it can be defined as Mizar object).

The latter was also chosen by us as the whole geometry in MML is written in abstract style (as the majority of MML, as you can read from Table II) as structures in Mizar are present for a long time. Even if in ordinary mathematical tradition they are considered as ordered tuples, in the implementation in Mizar they are treated rather as partial functions, with selectors as arguments, and ordinary inheritance mechanism (with polymorphic enabled, which will be extensively used in our formalizations). The details of the implementation can be found in [16], we give here only general syntax of declaring Mizar structure:

```
struct (Predecessor_List) Structure_Name
  (# selector_1 -> type_1,
   selector_2 -> type_2,
   ...
   selector_n -> type_n #);
```

To every argument, its type should be declared, which corresponds to ordinary definition of the signature of an algebra.

In the contemporary MML, the basic Mizar article devoted to structures is [26]; it is dated as for 1995, earlier than the first article from MML on structures [45], i.e. 1989, because it was created much later as a result of revision. Its main step was introducing common predecessor of all structures – 1-sorted, and the name of the selector carrier was

---

### TABLE I

<table>
<thead>
<tr>
<th>Geometry</th>
<th>MML</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>files</td>
<td>38</td>
<td>1,254</td>
</tr>
<tr>
<td>authors</td>
<td>15</td>
<td>255</td>
</tr>
<tr>
<td>kBytes</td>
<td>1.981</td>
<td>93,324</td>
</tr>
<tr>
<td>definitions</td>
<td>294</td>
<td>11,606</td>
</tr>
<tr>
<td>theorems</td>
<td>1.319</td>
<td>56,547</td>
</tr>
<tr>
<td>attributes</td>
<td>135</td>
<td>3,079</td>
</tr>
<tr>
<td>clusters</td>
<td>113</td>
<td>13,071</td>
</tr>
<tr>
<td>structures</td>
<td>8</td>
<td>157</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Part of MML</th>
<th>Files</th>
<th>%</th>
<th>kBytes</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>classical</td>
<td>325</td>
<td>25.3</td>
<td>20,015</td>
<td>21.8</td>
</tr>
<tr>
<td>abstract</td>
<td>866</td>
<td>69.0</td>
<td>67,996</td>
<td>74.0</td>
</tr>
<tr>
<td>SCM</td>
<td>65</td>
<td>5.2</td>
<td>3,837</td>
<td>4.2</td>
</tr>
<tr>
<td>Total</td>
<td>1,256</td>
<td>100.0</td>
<td>91,846</td>
<td>100.0</td>
</tr>
</tbody>
</table>
chosen. Wojciech A. Trybulec proposed in [45] the formalization of Hilbert axioms (hence we have three sorts: points, lines and planes). Interestingly, the original name Points remained untouched (although many similar approaches were later unified).

\textbf{definition}

\begin{verbatim}
struct IncProjStr
  (# Points, Lines, non empty set, Inc -> Relation of the Points, the Lines #);
end;
\end{verbatim}

\textbf{definition}

\begin{verbatim}
struct (IncProjStr) IncStruct
  (# Points, Lines, non empty set, Inc -> Relation of the Points, the Lines, Inc3 -> Relation of the Lines, the Planes #);
end;
\end{verbatim}

\textbf{definition}

\begin{verbatim}
let S be IncProjStr;
mode POINT of S is Element of the Points of S;
mode LINE of S is Element of the Lines of S;
end;
\end{verbatim}

Introducing two different structures to host only points and lines in the first case was a result of revision allowing to use simpler structures to cope with planar geometry. Note however, that this disagrees with Tarski’s single sort universe (of points); and this is quite a basic structure in MML, \textit{i}-sorted, as we already mentioned. Based on this, other descendant objects can be defined:

\textbf{definition}

\begin{verbatim}
struct (1-sorted) AffinStruct
  (# carrier \rightarrow set, CONGR \rightarrow Relation of [:the carrier, the carrier:], orthogonality \rightarrow Relation of [:the carrier, the carrier:], the carrier, CONGR, orthogonality \rightarrow Relation of [:the carrier, the carrier:], the carrier, orthogonality -> Relation of [:the carrier, the carrier:] #);
end;
\end{verbatim}

This was the very first approach, and in fact the article with MML identifier ANALOAF offered quite simple structure; here, \textbf{CONGR} is a relation on the Cartesian square of the carrier, and it is used mainly in the context of parallelity predicate. Merging it with another relation, the orthogonality, MML offers a variety of affine geometries. The outline of this universe is shown in Figure 1. It can be observed that the hierarchy is not very deep, as many approaches were done originally in parallel, without reusing notions or theorems between various paths of development. Furthermore, incidence structures are not descendants of \textit{i}-sorted, which should be definitely corrected in the future.

\textbf{definition}

\begin{verbatim}
struct (AffinStruct, OrtStr) ParOrtStr
  (# carrier \rightarrow set, CONGR, orthogonality \rightarrow Relation of [:the carrier, the carrier:] #);
end;
\end{verbatim}

In the original form of [45], the number of axioms was introduced in the form of a single big formula introducing mode IncSpace. What is interesting, after the revision, and evolution of the Mizar system, the file is 10 kB smaller.

\textbf{definition}

\begin{verbatim}
struct (1-sorted) TarskiPlane
  (# carrier \rightarrow set, Betweenness \rightarrow Relation of [:the carrier, the carrier:], the carrier, Equidistance \rightarrow Relation of [:the carrier, the carrier:], the carrier, orthogonality -> Relation of [:the carrier, the carrier:] #);
end;
\end{verbatim}

Observe that the choice of the arity of the relation is really meaningless here: the betweenness relation can be treated as a ternary relation; but the choice of this concrete model was quite arbitrary as the difference between dealing with ternary relations and relations between ordered pairs and elements will not cause any major problems later (we use mainly predicates).

\textbf{definition}

\begin{verbatim}
let S be TarskiPlane;
mode POINT of S is Element of S;
end;
\end{verbatim}

\textbf{definition}

\begin{verbatim}
let S be TarskiPlane;
let a, b, c be POINT of S;
pred between a,b,c means :: GTARSKI1:def 1
  [[a,b],[c]] in the Betweenness of S;
end;
\end{verbatim}

\textbf{definition}

\begin{verbatim}
let S be TarskiPlane;
let a, b, c, d be POINT of S;
pred a,b equiv c,d means :: GTARSKI1:def 2
  [[a,b],[c,d]] in the Equidistance of S;
end;
\end{verbatim}

One can mention possibly misleading type definitions for the betweenness relation (it can be considered as three-argument relation than as it is now, i.e. relation between an ordered pair and an element), and also – pretty technical – predicate between \textit{a}, \textit{b}, \textit{c} for arbitrary points \textit{a}, \textit{b}, \textit{c}. Of course, the notation could be changed easily into well-readable form, but we have chosen this notation to be closer to SST. Brackets can be used as \textit{between \textit{(a, b, c)}}, but they can also be omitted, there is no strict obligation for using them.

\textbf{IV. THE ORIGINAL SELF-CONTAINED APPROACH}

In the very first version of Mizar formalization of Tarski’s axioms done by William Richter with the help of miz3, we can find the remark:

\begin{quote}
\textit{In Mizar it isn’t possible to define such a type (or model) without proving that some model exists. Trybulec’s existence proofs runs over 450 lines. So we define a predicate ‘\textit{S Tarski-model}’ which means that the plane \textit{S} satisfies the axioms A1–A7, and}
\end{quote}
then prove trivial theorems A1–A7 which say that if \( S \) Tarski-model, then \( S \) satisfies an axiom A1–A7. The extra clutter involving the predicate Tarski-model, and the label TarskiModel which stands for the statement ‘\( S \) Tarski-model’ could be avoided by loading all our results into one gigantic theorem. Our approach seems preferable.

This motivation essentially caused the lack of the appropriate Mizar type. Indeed, Trybulec’s existence proof gets even more lines (over 500), but it should be taken into account that [45] was one of the very first Mizar articles submitted to MML (numbered #25) and auxiliary set of handy lemmas or models was really modest at that time.

One can consider having predicates, but attributes instead of them seems to be better idea: we can have modular building of a complex structure, all other can be reused; hence in our Mizar article we focus on pure betweenness-equidistance part, not really mentioning the question of dimensions. We prove 44 theorems (properties of the predicates), with the Gupta’s proof of Hilbert’s I1 axiom (that two distinct points determine a line).

**Theorem:** I1:

\[
\begin{align*}
& \text{a} \neq \text{b} \land \text{x} \neq \text{y} \land \\
& \text{a} \text{ on_line} \text{x, y} \land \text{b} \text{ on_line} \text{x, y} \\
& \text{x, y equal_line a, b} \\
\end{align*}
\]

**Proof:**

\[
\begin{align*}
& \text{assume} \\
& \text{H1: a} \neq \text{b} \land \text{x} \neq \text{y} \\
& \text{P2: b, a equal_line a, b by LineEqA1; assume} \\
& \text{H2: a on_line x, y} \land \text{b on_line x, y; per cases; suppose x = b; then} \\
& \text{x, y equal_line b, a by H1, H2, I1part2; hence thesis by P2; end;} \\
& \text{end;} \\
& \text{H2: a on_line x, y} \land \text{b on_line x, y; per cases; suppose x = b; then} \\
& \text{x, y equal_line b, a by H1, H2, I1part2; hence thesis by P2; end;} \\
& \text{end;} \\
\end{align*}
\]

**Definition:**

\[
\begin{align*}
& \text{let S be TarskiPlane;} \\
& \text{let a, b, c be POINT of S;} \\
& \text{pred a, b, c cong x, y, z means} \\
& \text{GTARSKI1: def 3} \\
& \text{a, b equiv x, y} \\
\end{align*}
\]

Final Gupta’s proof of I1 (GTARSKI1:46) above uses additional auxiliary predicates, e.g. on_line, which shortens the notation and provides future connections with Hilbert’s axioms. Of course, at the end we are left with the proofs that the set of formulas (obtained by the so-called *definitional expansions* [24]), chosen formula can be deducted, but our attribute-steered approach seems to be better, not in terms of the efficiency of proving, but readability and usefulness for human mathematician.

Our Mizar versions of Tarski’s axioms have descriptive names, and follow the ones from SST (using \( \equiv \) for congruence of segments and \( B \) for betweenness relation):

- **CongruenceSymmetry (A1):**
  \[ \forall a, b \ a b \equiv b a, \]
- **CongruenceEquivalenceRelation (A2):**
  \[ \forall a, b, p, q, r, s \ a b \equiv p q \land a b \equiv r s \Rightarrow p q \equiv r s, \]
- **CongruenceIdentity (A3):**
  \[ \forall a, b, c \ a b \equiv c c \Rightarrow a = b, \]
- **SegmentConstruction (A4):**
  \[ \forall a, q, b, c \exists x \ B(q, a, x) \land a x \equiv b c. \]
- **BetweennessIdentity (A6):**
  \[ \forall a, b \ B(a, b, a) \Rightarrow a = b, \]
- **and Pasch (A7):**
  \[ \forall a, b, q, z \ B(a, p, z) \land B(b, q, z) \Rightarrow \exists x \ B(p, x, b) \land B(q, x, a). \]

One attribute has the form which substantially differs from SST version: in order to shorten the notation, we introduced technical predicate

**Table III**

<table>
<thead>
<tr>
<th>Items</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>attributes</td>
<td>10</td>
</tr>
<tr>
<td>kBytes</td>
<td>1522</td>
</tr>
<tr>
<td>theorems</td>
<td>50</td>
</tr>
<tr>
<td>GTARSKI1:46</td>
<td>47</td>
</tr>
</tbody>
</table>

---

Fig. 1. Geometrical structures in the Mizar Mathematical Library.
denoting essentially SSS predicate for triangles. Using this notion, SST axiom (A5) could be encoded as follows:

```mizar
definition let S be TarskiPlane;
  attr S is satisfying_SAS means :: GTARSKI1:9
  for a, b, c, x, al, bl, cl, x1
  being POINT of S holds
  a <> b & a,b,c cong al,bl,cl &
  between a,b,x & between al,bl,xl &
  b,x equiv bl,x1 implies
  c,x equiv cl,x1;
end;
```

that is,

\[ \forall a, b, c, x, a', b', c', x' \ (a \neq b \land ab \equiv a'b' \land bc \equiv b'c' \land ac \equiv a'c' \land
\langle B(a, b, x) \land B(a', b', x') \land bx \equiv b'x' \Rightarrow cx \equiv c'x' \). \]

It should be noted that the sequence of internal Mizar utilities can be run on the code, and hence proofs can be modified or even shortened. The remarkable case are the three assumptions from auxiliary lemmas added in the original `miz3` code, which was automatically removed as unnecessary. The usual running cycle of auxiliary programs like `relprem`, `relinter`, `chklab`, and `inacc` is as follows: first, unnecessary premises are marked, then irrelevant (obvious for the Mizar checker) proof steps are marked as unused and eliminated, and finally the whole structure of the proof can be pretty-printed. Such “cleaning” cycle [16] caused the reduction of proofs of properties by more than 300 lines, not affecting readability that much. The net of connections between definitions, lemmas, and theorems obtained in this way can be further studied in order to get better refactoring of knowledge via dedicated techniques [17].

Having separate attributes for distinct axioms had already shown its usefulness in various geometrical settings. It could also allow later for defining equivalent axiom systems for Tarski geometry (and due to mechanism of clusters this equivalence will be obvious for the checker, once proven).

V. INTRODUCING METRIC STRUCTURE

It is well known fact that every metric space can be equipped with the natural topology. This informally obvious mathematical property brings some unexpected difficulties when dealing with structures if automated proof-assistants play a role. Namely then, if one considers topological spaces in a quite natural way, that is \((U, \tau)\), and metric space as \((U, d)\), respectively, one can rather naturally merge both structures into common \((U, \tau, d)\).

During the formalization of the Jordan Curve Theorem in Mizar [23], however, another approach was chosen (and pushed consequently until the successful finale): Euclid 2 denoted metric space concerned with the Euclidean plane, and then special functor converting any metric space into the topoogical space was applied to obtain `TOP-REAL 2` (of course the conversion can be made for arbitrary natural number \(n\), not necessarily 2, but Jordan curves deal with two-dimensional case). The basic signature for metric spaces are `MetrStruct`, where distance is a function defined on the Cartesian square of the carrier with the real values. Then, metrics (or pseudo-, quasi-, semimetrics, etc.) can be defined in terms of attributes [22], that is properties of the distance function.

```mizar
definition struct (MetrStruct,TarskiPlane) MetrTarskiStr
  (# carrier -> set, distance -> Function of [:the carrier, the carrier:], REAL, Betweenness -> Relation of [:the carrier, the carrier:], the carrier,
  Equidistance -> Relation of [:the carrier, the carrier:], [:the carrier, the carrier:] #)
end;
```

Then we have two worlds merged: affine, where we have two Tarski’s relations, and Euclidean, where in terms of distance function, we can have betweenness relation and the measure for segments. We argue that, regardless of all the complications caused by merging structures [12] (which increases the number of selectors, hence the chain of notions gets more complicated), such approach – not converting between two contexts, but rather to make reasoning in the world which is successor of both – allows for more flexible reuse of knowledge from two original areas.

```mizar
definition let M be MetrTarskiStr;
  attr M is naturally_generated means :: GTARSKI1:15
  (for a, b, c being POINT of M holds
   between a,b,c iff b is_Between a,c) &
  (for a, b, c, d being POINT of M holds
   a,b equiv c,d iff
   dist (a,b) = dist (c,d));
end;
```

In merged structure, we want to have two segments congruent, if they are equal in terms of distance, and betweenness relation uses the predicate `is_Between`, also given in terms of the sum of distances. To construct a model of the Tarski’s space, such “one gigantic theorem” mentioned by Bill Richter in the quotation from the previous section can be somehow avoided. In Trybulec’s paper [45], the massive construction of the appropriate space satisfying all incidence axioms was hidden under the existence proof of the following Mizar type:

```mizar
registration
  cluster strict IncSpace-like for IncStruct;
end;
```

Recalling the previous discussion on the structure merging, the construction of such a space from scratch (essentially more or less modified copy-and-paste work on the proof from [45]) can be avoided with the help of some useful tricks, investigating knowledge already present in MML with its possible reuse. For example, based on the geometry on the real
line, appropriate geometrical structure from metric structure can be just an extension with properly defined distance.

```plaintext
definition
  func TarskiSpace -> MetrTarskiStr equals :: GTARSKI1:22
  the naturally_generated TarskiExtension of RealSpace;
  coherence;
end;
```

Then, we can show that in such extension the metric is well defined, i.e. this space is reflexive, symmetric, and discerning. Furthermore, if we take into account “geometrical part”, the following axioms can be proven true:

```plaintext
registration
  cluster TarskiSpace ->
  satisfying_CongruenceSymmetry
  satisfying_CongruenceEquivalenceRelation
  satisfying_CongruenceIdentity
  satisfying_SegmentConstruction
  satisfying_BetweennessIdentity;
```

VI. HUMAN-ORIENTED REPRESENTATION OF KNOWLEDGE IN Formalized Mathematics

Of course, detailed proofs of all the work are already present in the Mizar Mathematical Library and were published in the special issue of Formalized Mathematics devoted to 25 years of MML. We tried to find subtle compromise between strict mathematical notation and a fluent text looking quite as good as that written by human – as the author has the opportunity of choosing the translation formats for newly introduced definitions (in XML stylesheet); the example of two automatically translated theorems are given on Figure 2 (versions straight from MML and FM).

```plaintext
theorem :: GTARSKI1:31 :::: GuptaEasy:
  a <> b & between a,b,c & between a,b,d &
  b <> c & b <> d implies not between c,b,d;
```

```plaintext
theorem :: GTARSKI1:32
  a,b,c cong a9,b9,c9 &
  between a,x,c & between a9,x9,c9 &
  c,x equiv c9,x9 implies b,x equiv b9,x9;
```

VII. RELATED WORK

Although the history of the development of the axiom system for geometry by Tarski is not very clear from the beginnings (as the early works by Tarski seem to be postponed by the World War II), and even if the ultimate source of information is SST which was badly printed (the book was recently reissued with the foreword of Michael Beeson), now it attracted a lot of focus from automated deduction systems.

The remarkable item here is of course Julien Narboux’s formal development of Tarski’s system with the use of Coq [33]. We are planning to include some interesting results from GeoCoq in the Mizar system: Nakasho’s et al. MML symbol reference system [32] offers quite user-friendly interface for browsing appropriate content. Of course, GeoCoq provides ready-to-use list of notions, which are connected only with the Tarski’s system – that makes the browsing more convenient. Of course, after rescaling all definitions and theorems can be browsed within MML providing a look in the style of GeoCoq project.

Similar web-browsing system giving practical insight into Tarski’s geometry is offered by the aforementioned Michael Beeson’s Tarski Formalization Project. It offers linkages with underlying items from SST; the correctness relies on the Otter prover. Here the readability is not the main issue, however a few open questions was answered. Tim Makarios used Isabelle to formalize elliptic geometry in order to provide independence results for the parallel postulate [28]. Accidentally, this is one the items from the “Top 100 mathematical theorems”, which is also challenging for us. It can be treated as a further development of axiomatical approach to geometry in Isabelle started by Meikle [31] (in Hilbert’s Foundations of Geometry [21] style).

As we are concerned with the integrity issues for the Mizar Mathematical Library, we do not want to make basics from scratch, especially if the strong fundamentals are already done. There a need for further careful study of how much can be done in the direction of unveiling the knowledge included in the repositories of the Mizar system. Due to mechanism of revisions it is not the case that this work is just useless as it is very old. Mizar geometry just used the other way.

There are many simplifications of the original system by Tarski; e.g. by Tarski himself and his collaborators, Gupta’s [20], or Makarios [28]. Also showing the correspondence between various axiom systems (with Hilbert’s at the very beginning) for geometry is quite influential and here provers can be quite useful. Of course, one of the well-advertised areas is the topic of axiom system for various equationally-defined classes of algebras, with the leading problem by Robbins and its solution by William McCune obtained in 1996 with the help of EQP/Otter equational theorem prover. But the question remains, how to cope with the space between obviousness for the human and for the machine, in the time before QED Singularity, as Michael Beeson (at QED+20 workshop in Vienna, July 18, 2014 [4]) called this time when formal proofs will be the norm in mathematics.

VIII. CONCLUSIONS AND FUTURE WORK

In the paper, we have shown how already quite well established repository can be enhanced to cope with new capabilities of the Mizar system. We mention here a new approach to structures, including their merging, extensive use of attributes, and implemented automatization of definitional expansions. Also the issues of the integration with external provers should be taken into account.

We have created in [38] (and recent GTARSKI2 [9]) complete formal axiomatization of Tarski’s geometry which, at least in our opinion, has the advantage of higher readability for ordinary mathematicians than, e.g., Coq or Prover9 proof objects. In the same it is tightly connected with another
axiomatization of Euclidean plane, due to Hilbert, already available in MML. We have shown also that the real Euclidean plane satisfies all Tarski’s axioms.

Of course, one of our aims is to do similar work to that of Michael Beeson’s – the use of Prover9 to formalize practically everything from SST. But taking into account that Prover9 proof object can be relatively easily converted into working (and correct) Mizar proofs, it is important to construct appropriate background in order to have something which can offer a kind of help for a mathematician by the following requirements:

- it will reflect all theorems from SST;
- it will offer relatively high readability;
- the proofs can help to catch the idea of a proof, not necessarily will be just l’art pour l’art.

Translations from OTTER (at that time, currently Prover9) were helpful in the process of building various complemented lattices: Sheffer-stroke based and those needed in the Robbins algebras [13]. Also encodings of various short axiomatizations for Boolean algebras were easier with that tool; also in the area of rough sets [14] some results were obtained in that way [11]. On the other hand, fuzzy sets, which are much closer to set theory than rough sets, can be also nicely formalized [15].

We are also interested in building a Mizar model of elliptic geometry; Japanese team did some introductory work in [10], but it is not quite feasible now. This could help in showing that parallel postulate is independent from the other ones, which will solve another item from “Top 100 mathematical theorems”, which is also an important issue. Further research on logical reasoning systems (as in the case of Tarski’s system formulable in first-order logic with identity, set theory is not required) formalized by means of automated proof-assistants can be fruitful not only in the area of pure or applied mathematics, but also, e.g., in the area of argumentation theory, including legal expert systems [49].

We should definitely also have in mind the usefulness of the approach in the context of didactic use of the Mizar system. In order to achieve this goal, the existing state of geometry in MML should be made definitely more coherent, without the need of the creation of new special encyclopaedic articles which could serve better for students.
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Abstract—In natural language face to face communication interlocutors exploit manifold non-verbal information resources, most notably hand and arm movements, i.e. gestures. In this paper, a type-theoretical approach using Type Theory with Records is introduced which accounts for iconic gestures within an information state update semantics. Iconic gestures are semantically exploited in two steps: firstly, their kinetic representations are mapped onto vector sequence representations from vector space semantics, modeling a perceptual gesture classification; secondly, these vectorial representations are linked to linguistic predicates, giving rise to a computational account to semantic-kinematic interfaces. Each of the steps involves reasoning processes, which are made explicit. The resulting framework shows how various resources have to be integrated in the update mechanism in order to deal with apparently simple multimodal utterances.

I. INTRODUCTION

Semantic theories, artificial intelligence and robotic systems developed for spoken face-to-face interaction eventually have to deal with non-verbal communication means like facial expressions, prosodic features, hand and arm gestures, or proxemic relations. This is because verbal and non-verbal means constitute an integrated communication system [1], [2]. Their tight coupling shows up strikingly in cases where non-verbal means are semantically significant, i.e. when they provide information beyond or even instead of the verbal one – respective data is given in Section II. We are concerned with iconic gestures in the sense of representational hand and arm movements in this paper, gestures which, roughly speaking, depict aspects of the scene talked about [3] (for an automatic gesture classification involving iconic ones see e.g. [4]). Such gestures are performed rather spontaneously and presumably do not obey formal constraints [2]. For this reason, they cannot be interpreted according to pre-defined lexical entries, contrary to emblematic gestures as, say, the thumbs-up symbol for indicating positive evaluation or agreement, or Karate postures [5] in physical instructions. Rather, the interpretation of such gestures is a challenge that is related to spatial perception [6]. Accordingly, a perceptually oriented iconic gesture classification is proposed which rests on an integration of various semantic resources, as envisaged by, e.g., [7]. The formal framework that provides a unified representational “home” for these resources is Type Theory with Records (TTR) [8]. In the following, TTR is applied to capture the semantic impact of co-verbal gestures by combining the following ingredients:

- a detailed kinematic gesture representation [9] – Section III-A;
- the gesture representation is mapped onto vector sequences from vector space semantics [10] – Section III-B;
- vector sequences are linked to the intensions of linguistic predicates along the lines of a formal semantics for perceptual classification [11], [12] – Section III-C;
- perceptual classification and linguistic semantics are finally related within a dynamic information state update semantics [11], [13] – Section III-C.

Finally, in Section IV the account is applied to the benchmark phenomena identified in Section II.

II. SOME DATA

The integration of speech and co-verbal gesture has been investigated, inter alia, by means of the (German) Speech and Gesture Alignment Corpus (SaGA) [9], from which the following examples are drawn. Examples are quoted according to their dialog number and start time (e.g. “V13, 3:36” means that the datum can be found in dialog V13 at minute 3:36 within the corresponding video file). Note that only the so-called stroke phase of gestures is considered here: it is assumed to be the “meaningful” part of a gestural movement, distinguished from a pre-stroke preparatory movement as well as from a post-stroke retraction movement, which may be required in order to bring hand and arms from an inactive rest position into an active position and back, respectively [14], [2]. The decorated screenshots are all taken from [12].

Fig. 1. Staircases (V10, 3:19)
In the first example – given in (1) –, which can be found in V10, 3:19, the speaker speaks about circular staircases. However, in her verbal description she just uses the hypernym staircases. The more specific circular information is provided by the affiliated gesture, which is shown in Fig. 1. The part of speech which roughly co-occurs with the gesture is indicated by brackets. Since the first syllable from the noun Treppen is not only part of the portion of speech which co-occurs with gesture but also has primary stress (indicated by capital letters), it is the first candidate for providing an integration point for gesture information [15], [12].

\[\text{Ich glaube das sollen TREPPen sein}
\]
\[\begin{array}{c}
\text{I think that should staircases be}
\end{array}\]

‘I think that should be staircases’ + Fig. 1

Thus, gestures can be used to specify linguistic expressions to their hyponym meanings.

In a similar manner, the gesture shown in Fig. 2 indicates the shape of a concrete base, which is introduced into dialog in the following way:

\[\text{die Skulptur die hat ’n [BeTOnsockel]}
\]
\[\begin{array}{c}
\text{the sculpture it has a concrete base}
\end{array}\]

‘the sculpture has a concrete base’ + Fig. 2

From the gesture, but not from speech, we get that the concrete base of the sculpture has the shape of a flat cylinder – the gesture acts as a nominal modifier. Note, however, that the gesture is incomplete since it only depicts about half of a cylinder [16]. Thus, its interpretation interacts with a good continuation extension known from gestalt theory.

In the datum given in (3), the speaker speaks about a U-shaped building. However, no shape predicate is given verbally, instead the full shape-representing burden is delegated to the gesture. The gesture in turn is produced within the scope of a verbal demonstrative, which induces a shift in focus to the speaker’s gesture. In contrast to examples (1) and (2), the utterance in (3) is not even interpretable without the gesture.

\[\text{dann ist das Haus halt so [ ]}
\]
\[\begin{array}{c}
\text{then is the house just this [ ]}
\end{array}\]

‘then the house is like this’ + Fig. 3

These examples illustrate that the informational enrichment by gestures includes

- invoking hyponymic meanings of affiliated expressions,
- indicating linguistically unexpressed properties,
- providing complete demonstrations.

In the following sections, a type-theoretical model is given that aims at accounting for these gestural enrichments. This account extends previous accounts (most notably [12]) in that it implements a connection to dynamic semantic theories and provides a means for dealing with good continuations in formal analyses of co-verbal gestures for the first time. The focus on spontaneous iconic gestures goes beyond functionally restricted click or draw gestures as predefined in multimodal grammars or dialog systems [17], [18], [19] – see [20] for a comparison of various multimodal approaches.

III. A TYPE-THEORETICAL ACCOUNT TO GESTURES

Type Theory with Records (TTR) [8] has been developed as a formal framework for natural language semantics which integrates insights from situation semantics [21], Discourse Representation Theory [22] and Montagovian \(\lambda\)-calculus [23]. The basic notion of TTR is a judgment of the form \(a : T\), meaning that object \(a\) is of type \(T\). In order to account for more complex kinds of judgments, TTR develops the notions of record and record type. The former are matrices of labels and objects, the latter are matrices of labels and types. Record types can be used to regiment records: a record \(r\) is of record type \(RT\), \(r : RT\), just in case each label of the record type also occurs in the record (the record may contain more fields, though) and the label assignments from the record obey the type constraints imposed by the record type, as schematically exemplified in (4).

\[
\begin{bmatrix}
\ell_1 &=& o_1 \\
\ell_2 &=& o_2 \\
\ell_3 &=& o_3 \\
\end{bmatrix}
\quad:
\begin{bmatrix}
\ell_1 & : & T_1 \\
\ell_2 & : & T_2(o_1) \\
\end{bmatrix}
\]

just in case \(o_1 : T_1\) and \(o_2 : T_2(o_1)\).

Record types may depend on other records or record types. For example, type \(T_2\) in (4) depends on object \(o_1\). Dependent types can be used in semantics, for instance, to capture existence
presuppositions imposed by proper names, as illustrated in (5) by example of the name “Max”:

\[
\lambda r : [x : \text{Ind}] \cdot \text{name}(r, x, "\text{Max}"")
\]

The type in (5) is a functional type in which the value of the range depends on the value of the domain (which in turn is constrained to be of type \text{Ind(idividual)\} – see \cite{8} for this and various other formal TTR notions.

A. A String Theory of Gesture Events

TTR comes with a string theory of events based on work by \cite{24}. Basically, an (n) (complex) event is segmented into sub-events. For example, the event \( e \) of opening a door involves the sequence of an agent \( x \) gripping the door handle \( a \), pressing the handle and pushing the door \( b \):

\[
\{e : \text{grip}(x, a)[e : \text{press}(x, a)][e : \text{push}(x, b)]
\]

Now, gestures can be considered to be events \cite{12}. To begin with, a simple gesture can be represented as a record straightforwardly, as in (7):

\[
(\text{hand} \equiv \text{right}) \quad \text{hs} \equiv \text{claw}
\]

The record in (7) represents the gesture shown in Fig. 3 (‘claw’ is used to label the American Sign Language (ASL) hand-shape \text{bent} 5). The values from (7) come from gesture annotation and are imported into TTR as objects of type \text{annotation predicate} (AP) – see \cite{9} for an overview of a kinetic gesture annotation of this kind. In order to prevent value mismatches like hand-shapes occurring as directions, respective sub-typing of annotation predicates may be employed. For instance, using a type hierarchy from unification-based grammars, the type \text{AP} can be extended in terms of several sub-types, corresponding to the different kinds of values \cite{12}. By this means, the gesture record entries can be regimented quite specifically, for instance, all \text{carrier} fields can be required to consist only of movement predicates. However, this rather technical detail is ignored in the following for the sake of brevity and the general type \text{AP} is used throughout.

The mnemonic labels introduce values for the handedness (‘hand’; left, right or both), hand-shape (‘hs’ according to the American Sign Language alphabet), the movement path (where the movement is carried out by one or more ‘carriers’ \cite{26}) and the relation to the other hand (‘rel’) as well as the temporal and locational properties (‘sync’), where locations follow the gesture space model from Fig. 4.

Gestural movement can be brought about by one or more of three possible movement carriers: back-of-hand (boh), palm (plm) or wrist (wrt). A movement is captured in terms of a direction seen from the speaker (e.g. move forward (MF)) and a concatenation type which distinguishes straight (‘line’) from roundish (‘arc’) trajectories. For example, the same sequence of direction labels, MF>M>M, can give rise to an open rectangle or a semicircle, depending on the type of concatenation, as illustrated in (8):

\[
\text{(8) } \begin{array}{ccc}
\text{MF} & \text{MB} & \text{MF} \\
\text{line} & \text{line} & \text{arc} \\
\text{MB} & \text{MB} & \\
\end{array}
\]

Note that the \text{sync}-feature’s values allow to discriminate closed from incomplete shapes, which will be important for capturing gestalt properties (see Sec. IV below). For instance, the movement in (9) is underspecified with regard to the respective lengths of the movement parts. It can therefore represent both of the shapes illustrated in (10).

\[
\text{(9) } \begin{array}{ccc}
\text{wrt} = \text{MF} & \text{MR} & \text{MB} \\
\text{move} = \text{line} & \text{line} & \text{line} \\
\end{array}
\]

The incomplete and the closed shape from (10) are distinguished in terms of their \text{sync} properties: closedness is defined as start (\text{sloc}) and end location (\text{eloc}) being the same, as expressed in the closeness condition \text{C-clos}.

\text{C-clos} A gesture trajectory is closed iff start and end location are the same. The closure constraint has to distinguish one-handed from two-handed gestures:

- One-handed gesture: \text{sloc} = \text{AP}\)
- Two-handed gesture: \text{eloc} = \text{AP}\]

The basic representation format introduced above describes gesture events in terms of their kinetic sub-events and can be hooked to the “string theory of gesture events” straightforwardly. The outright string representation for the closed path gesture from (9), for example, is given in (11), where the gesture gets the event variable \( e \):
\[(11) \quad e : \begin{bmatrix} \text{wrst} = \text{MF} \\ \text{sync} = \begin{cases} \text{sloc} = p_1 \\ \text{eloc} = p_2 \end{cases} \end{bmatrix} \rightarrow \begin{bmatrix} \text{wrst} = \text{MR} \\ \text{sync} = \begin{cases} \text{sloc} = p_3 = p_2 \\ \text{eloc} = p_4 \end{cases} \end{bmatrix} \rightarrow \begin{bmatrix} \text{wrst} = \text{ML} \\ \text{sync} = \begin{cases} \text{sloc} = p_7 = p_6 \\ \text{eloc} = p_6 \end{cases} \end{bmatrix} \rightarrow \begin{bmatrix} \text{wrst} = \text{ML} \end{bmatrix} \]

By and large, the string notation using ‘+’ and the gesture annotation using ‘>’ are equivalent. That is, any record of the form shown in (7) can be translated into the string format illustrated in (11) without loss of information. In order to account for straight and bend movements, however, a small modification to string concatenation has to be made, however: the (temporal) string concatenation ‘+’ is bifurcated into two spatial variants, ‘line’ and ‘arc’. The string representation of gestures facilitates a rather detailed descriptive resolution. For instance, in order to decide whether movements fragments compose into one gesture event or belong to different gestures, convention C-loc can be employed:²

C-loc: If the start location of a movement part is identical to the end location of the previous movement part, both movement parts are concatenated within one gesture.

If C-loc is fulfilled, the more compact representation in (12) is preferred over the more detailed string representation (11), however:

\[(12) \quad \begin{bmatrix} \text{wrst} = \text{MF} > \text{MR} > \text{MB} > \text{ML} \\ \text{move} = \text{line} > \text{line} > \text{line} > \text{line} \\ \text{sync} = \text{sloc} = p_1 \end{bmatrix} \rightarrow \begin{bmatrix} \text{wrst} = \text{ML} \\ \text{move} = \text{line} > \text{line} \\ \text{sync} = \text{sloc} = \text{eloc} = p_1 \end{bmatrix} \]

B. Trajectories within Vector Space

Given a kinetic representation format for gesture events, we need to spell out a semantic interpretation thereof in order to get access to the informativity of co-verbal gestures. To this end, a record type Vector (or) is introduced, which provides an abstract model for configurations or trajectories. Via Vec, gesture representations are linked to a vector space semantics as developed by [28], [10]. The linking element in this mapping is the notion of a gesture vectorization function [2], which refers to an inherently oriented space delimited by the reach of the speaker’s arms. A respective gesture space model is illustrated in Fig. 4. The central anterior cube of this \(3 \times 3 \times 3\)-grid of cubes, which is labeled ‘CC’, is located right in front of the speaker’s stomach. Each part of the space can be addressed by a name, which consists of a positioning plus a distance label. For instance, ‘CUR-F’ (central upper right far) is the topmost cube on the right, following the perspective employed in Fig. 4. These names can be used in order to provide values for the locational gesture representation fields conventionally labeled ‘sloc’ and ‘eloc’ – see example (7) above. The cube model also provides a regulating screw for the spatial granularity of the gesture space: the more cubes are employed, the higher the spatial resolution. The 27 different regions from the model in Fig. 4 are quite detailed already and are sufficient for present purposes.

The gesture model spans along the three body planes, transverse (up-down), sagittal (left-right) and frontal (front-back). For each plane, rules for inferring vectorial constraints from kinetic gesture representations can be formulated. Additionally, some hand shapes function as “line-thickness modifiers” of the gesture trajectory, giving rise to a three-dimensional body rather than to a two-dimensional sketch (cf. the work of [29]). Some rules that will be used below are collected in Table 1 by example of the sagittal plane. The rules are the back-bone of the gesture vectorization function \(\pi\) – see (14) below.

The primitive mathematical notion of a vector is used to model paths, where a path is a function \(p : [0, 1] \rightarrow V\). \(V\) being a three-dimensional vector space (for reasons of

2For a more sophisticated identity condition for gesture events see the criterion of [12], drawing on the event metaphysics of [27].
simplicity we constrain ourselves to a purely spatial model; accounting also for temporal aspects would require \( \mathbf{V} \) to be four-dimensional). Simple paths (i.e., lines) can be described by one vector, more complex paths arise out of vector sequences (like MF>MR>MB, respectively its vectorization). Each single vector \( \mathbf{u} \) from a vector sequence has its own length in [0, 1], ranging from the origin \( \mathbf{u}(0) \) to the end \( \mathbf{u}(1) \) \( (\mathbf{u}(0.5) \) denotes the half of \( \| \mathbf{u} \| \)). In a vector sequence like \( \mathbf{u} \perp \mathbf{v} \) it holds that \( \mathbf{u}(1) = \mathbf{v}(0) \), that is, the described path is consecutively. Additionally, there are various kinds of vectors, discriminating, amongst others, vectorial representations of locations (needed for example for prepositional modifications like “3 cm above \( x' \)”) and of shapes (figuring as spatial denotations of predicates like “round”) [30]. Finally, the core vectorial representations are extended with some shape-related features like being translational or circular. These features are due to the work of [31] (who uses partly differently named features, though), where they are used as lexical constraints on path shapes of (mainly) motion verbs. Accordingly, \( \mathbf{Vec} \) consists of three basic fields: \( \mathbf{Vtype} \) determines the kind of vector sequence in question (i.e., axis, path, …), \( \mathbf{Vpath} \) stores the path’s shape and \( \mathbf{Vshape} \) introduces shape-related constraints. For two-handed gestures, each hand gives rise to a record of type \( \mathbf{Vec} \). In that case, an additional field (conventionally labeled “comb”) also of type \( \mathbf{Vec} \) is introduced, which captures hand-crossing, combined information (a simple example is given in Sec. IV by means of the concrete base-gesture from Fig. 2).

\[
\begin{align*}
\text{(13)} \quad \mathbf{Vec} & \equiv \\
& \begin{bmatrix}
\mathbf{vt} : & \mathbf{Vtype} \\
\text{pt} : & \mathbf{Vpath} \\
\text{sh} : & \text{set} (\mathbf{Vshape})
\end{bmatrix}
\end{align*}
\]

There is a functional type \( \pi \) which maps records of annotations (i.e., records with entries of type \( \mathbf{AP} \)) – labeled \( \text{Rec}^{\mathbf{AP}} \) for short – onto vectors (\( \mathbf{Vec} \)). According to the division of labor between vectorization and representational feature decomposition (cf. Table I and the above-given explanation), \( \pi \) consists of two sub-types, \( \pi_v \) and \( \pi_{v,c} \):

\[
\begin{align*}
(14) \quad \pi : & \begin{bmatrix}
\pi_v : & \text{Rec}^{\mathbf{AP}} \to \mathbf{Vpath} \\
\pi_{v,c} : & \mathbf{Vpath} \to \text{set} (\mathbf{Vshape})
\end{bmatrix} \\
& \to \mathbf{Vec}
\end{align*}
\]

Keeping vectorization and feature decomposition apart will also play a role in accounting for the good continuation in Sec. IV below.

The vector function \( \pi \) exploits the constrains from Table I and works schematically as follows:

\[
\begin{align*}
\text{(15)} \quad \text{if } \mathbf{r} : & \begin{bmatrix}
\text{hand} : & \mathbf{AP} \\
\text{hs} : & \mathbf{AP} \\
\text{carrier} : & \begin{bmatrix}
\text{boh} : & \mathbf{AP} \\
\text{plm} : & \mathbf{AP} \\
\text{wrst} : & \mathbf{AP} \\
\text{move} : & \mathbf{AP}
\end{bmatrix} \\
\text{sync} : & \begin{bmatrix}
\text{sloc} : & \mathbf{AP} \\
\text{eloc} : & \mathbf{AP}
\end{bmatrix}
\end{bmatrix} \\
\text{then } \pi_v (\mathbf{r}) = & \begin{bmatrix}
\mathbf{pt1} = & (v(r, \text{wrst}, r, \text{move} (v(\text{eloc}, \text{eloc}))) & \mathbf{Vpath} \text{ if } r, \text{wrst} \neq \emptyset \\
\mathbf{pt2} = & (v(r, \text{plm}, r, \text{move} (v(\text{eloc}, \text{eloc}))) & \mathbf{Vpath} \text{ if } r, \text{plm} \neq \emptyset \\
\mathbf{pt3} = & (v(r, \text{boh}, r, \text{move} (v(\text{eloc}, \text{eloc}))) & \mathbf{Vpath} \text{ if } r, \text{boh} \neq \emptyset
\end{bmatrix}
\end{align*}
\]

Since a single gesture may involve more than one movement path – an example is given in Sec. IV below – \( \pi_v \) justnumbers the ‘\( \mathbf{pt} \)’ values from the possible movement carriers. The procedure is incremental in that immediate pairs as well as skip pairs of directional APs are considered and compared to the table entries above: that is, neighboring APs are evaluated in terms of being quadrant or orthogonal, longer sequences of APs are inspected for fulfilling inversion. The features collected in the constraints of Table I then give rise to shape descriptions. For instance, by dint of the cooperation of Table I and \( \pi \), the sample gesture from (7) is translated into the following perpendicular vector sequence:

\[
\begin{align*}
(16) \quad \text{a.} \quad & \pi_v \begin{bmatrix}
\text{wrst} = \text{MR}\rightarrow \text{MB}\rightarrow \text{ML} \\
\text{move} = \text{line}\rightarrow \text{line}\rightarrow \text{line} \\
\text{sync} = \begin{bmatrix}
\text{sloc} = \text{pl1} \\
\text{eloc} = \text{pl2} \neq \text{pl1}
\end{bmatrix}
\end{bmatrix} \\
& = \begin{bmatrix}
\mathbf{pt1} : & \mathbf{u} \perp \mathbf{w} \neq \mathbf{w}(1) \\
\mathbf{u}(0) = \mathbf{w}(1)
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
(16) \quad \text{b.} \quad & \pi_{v,c} \begin{bmatrix}
\mathbf{pt1} : & \mathbf{u} \perp \mathbf{w} \neq \mathbf{w}(1) \\
\mathbf{u}(0) = \mathbf{w}(1)
\end{bmatrix} \\
& = \begin{bmatrix}
\text{sh} = \{ \text{rectangular}, \text{open} \}
\end{bmatrix}
\end{align*}
\]

Note that the \( \mathbf{Vtype} \) field is underspecified in (16) – there is nothing within the kinetic gesture representation that determines the kind of the vector. Vector types can be instantiated in interaction with the linguistic lexicon when combined with speech.

C. Linking Gesture Perception to Reasoning

In representing meaning, a dynamic information state update semantics as developed in [11] is used. There, the context (e.g., presuppositions) is explicitly separated from the content of linguistic expressions in terms of backgrounded (bg) and foregrounded (f) information. For instance, the proper name example “Max” from (5) above is recaptured as follows:

\[
(17) \quad [\text{Max}] = \begin{bmatrix}
\text{bg} = [x : \text{Im}](\text{f} = \lambda x : \text{bg}(\text{em} : \text{named(r, x, “Max”})))
\end{bmatrix}
\]

In order to implement the dynamic update of information, the functional type exemplified in (17) has to “accumulate” backgrounded information. This is expressed in terms of a fixed point type [8] – cf. also [11]. The fixed point type \( \mathcal{F} \) corresponds to the unification of the domain and the range of a functional type. For instance, the fixed point type for the foregrounded meaning of “Max” from (17) is shown in (18):
In general, context update proceeds as formulated in \textbf{C-upc}, where agents’ contributions extend their current information state (i.e. their “take of the situation” – see [11, p. 8]):

\textbf{C-upc(\textit{preliminary version})} If the current information state \(s_t\) is compatible to the background information of expression \(e\), then \([e]\) can be added to \(s_t\) to form information state \(s_{t+1}\):

\[
\text{If } s_t \models [e]bg \text{ then } s_{t+1} = s_t \triangleleft \mathcal{F}([e].f)
\]

Operation ‘\(\triangleleft\)’ in (18) is the type-theoretic analog to unification – see [8] for details. Gestures constitute a \textit{display situation} (DP) [32] and as such are part of the publicly available information state. The value of DP is a list: every newly produced gesture is put into initial position while all possibly already present gestures are stacked and remain available for eventual repair or clarification.

\textbf{C-upc(\textit{final version})} If \(G = [s : \text{Vec}]\) is the vector interpretation of a gesture \(g\) produced at state \(s_t\), the display situation list of \(s_t\) gets updated with \(G\):

\[
\text{If } \pi(g) = G \text{ at } s_t, \text{ then } s_{t+1}.dp.rest = s_t.dp \text{ and } s_{t+1}.dp.first = G
\]

How is the link between display situations and dynamic meaning implemented? Following the exemplification [33] account of [12], space-related predicates are equipped with a \textit{conceptual vector meaning} (CVM) which extends their intensions by means of vectorial constraints (cf. also the classification approach of [11] and the lexical decomposition approach of [34]). In particular, CVM information uses representations that are of type \(\text{Vec}\). A spatial predicate like \textit{U-shaped}, for instance, has the following extended dynamic meaning:

\[
[U\text{-}\text{shaped}] = \begin{bmatrix}
\text{bg} = [x : \text{Ind}]
\end{bmatrix}_{\text{fg}} = \lambda r : \text{bg} \left[\begin{array}{c}
\left\{u : \text{U-shaped}(r.x)\right\} \\
\left\{v : \text{axis-path}(r.x, pt)\right\} \\
\left\{p : \text{rectangular, open}\right\} \\
\left\{s : \text{shape}(r.x, \text{cvm})\right\}
\end{array}\right]
\]

That is, part of the descriptive meaning of ‘U-shaped’ is that its argument has a certain perceived shape, namely an axis that is of a particular rectangular configuration. Spatial representations like those in (19) are related to \textit{imagistic description trees} employed in [35] in order to facilitate online recognition of iconic gestures within an artificial intelligence application. There, gesture tracking data is mapped onto (parts of) prototypical object shapes. A similar set of features from a three-axial system has also been employed in [36]. In contrast to such AI recognition approaches, the focus here is on linking multimodal utterances to linguistics and dialog theory.

The occurrence of an iconic gesture adds respective information to the DP of the current information state. Although it is clear that there is an informational interaction between CVM and DP to the effect that the merge operation (‘\(\triangleright\)’) rules out combinations of predicates and gesture trajectories that are conflicting with regard to their respective \(\text{Vec}\) type information, this is not yet covered by the general context update \textbf{C-upc}. Due to the differences of labeling, the revised and final formulation explicitly has to take care of relating “dp” to “cvm”:

\textbf{C-upc(\textit{final version})} The display situation punctually affects the update mechanism in that DP information has to be merged with linguistic information:

\[
\text{If } \mathcal{F}(s_{t+1}.dp.first \triangleleft \text{cvm}) \equiv [e].bg \text{ then } s_{t+1} = s_t \triangleleft \mathcal{F}([e].f)
\]

\textbf{C-upc} now correctly predicts that it is not well-formed to co-produce, say, a rectangular gesture and an adjective denoting roundness. The update mechanism is clocked by events: occurrences of speech (words) as well as of gestures trigger \textbf{C-upc}. Co-verbal gestures are integrated to the co-occurring linguistic expressions. This provides a co-occurrence based association between gesture and speech events that is not prone to functional ambiguities of the system in [19]. Such ambiguities arise if there are two possible attachment points in speech (say, due to signals involving deictic \textit{here}) but only one attaching (pointing) gesture. Although \textbf{C-upc} goes beyond functional systems, it fails to do justice to the temporal and coherence relations that govern speech-gesture integration, in particular with regard to \textit{hold} gestures [37], that are “frozen” gestural configurations that persist beyond the short life of affiliated verbal utterances. In order to provide a more sophisticated account to multimodal integration, event-based information state update mechanisms have to be extended by more detailed grammatical constraints incorporating temporal, intonational and semantic information [38], [12].

\section{IV. Hyponymy, Good Continuation, and Demonstration}

The TTR framework for iconic gestures sketched in the previous sections is in the following sections applied to the phenomena from Sec. II, which motivated the semantic integration of gestures in the first place.

The first example in (20), which is repeated from (1), introduces a spiral trajectory into the current information state.

(20) \textit{Ich glaube das sollen }\textit{TREP}\textit{pen sein}

\textit{I think that should be staircases} + Fig. 1

The gesture event is represented as follows:

\[
\begin{bmatrix}
\text{hand} = \text{right} \\
\text{hs} = G \\
\text{carrier} = \begin{bmatrix}
\text{wrist} = \text{MU} \\
\text{boh} = \text{MR} > \text{MF} > \text{ML} > \text{MB} > \text{MR} \\
\text{move} = \text{arc} \triangleright \text{arc} \triangleright \text{arc} \triangleright \text{arc}
\end{bmatrix} \\
\text{sync} = \begin{bmatrix}
\text{sloc} = \text{CR} - \text{N} \\
\text{eloc} = \text{CUR} - \text{N}
\end{bmatrix}
\end{bmatrix}
\]
The spiral gesture has two motion aspects: a rotation carried out in the back of the hand and a translation performed by lifting the hand (i.e. wrist) – cf. the decomposition of ‘spiraliness’ given in [31, p. 411] and of the spiral gesture in [12, p. 238]. The vector interpretation thus returns the following record of type Vec, where any segment ‘u ∗ v’ indicates that the vector sequence in question describes the fourth of a circle (cf. Table I):

\[
\begin{align*}
pt1 & : \left[ \begin{array}{c} u \circ v \circ w \circ z \circ y \\ u(0) \neq y(1) \end{array} \right] \\
pt2 & : a \\
sh & : \{\text{translational, circle, open}\}
\end{align*}
\]

Note that the translational component introduced by pt2 distinguishes spirals from circles. The current context thus provides a gesticated witness for the spiral type within the display situation:

\[
s_t = \left[ \begin{array}{c} \text{dp} = \left[ \begin{array}{c} pt1 \left[ \begin{array}{c} u \circ v \circ w \circ z \circ y \\ u(0) \neq y(1) \end{array} \right] \\
pt2 : a \\
sh : \{\text{translational, circle, open}\} \end{array} \right] \\
\end{array} \right]
\]

The noun “Treppen” (staircases) is unspecific with respect to kind and shape. It has a number of sub-kinds, however, that are distinguished according to their layout. This hyponymic relationship is captured within the inheritance type hierarchy in Fig. 5, where descendants provide the information difference to their parent.

Given \( s_t \) from (23) and given the hyponymic relationships in Fig. 5, there are two possible updates to reach state \( s_{t+1} \): one update uses the literally uttered hypernym staircases, the other the more specific spiral staircases, for which the context provides information due to the iconic gesture (updating with straight staircases is blocked, however, due to incompatible CVM constraints). Since more specific updates are generally preferred, the gesture allows us to infer the kind of staircases talked about. After applying C-upc, information state \( s_{t+1} \) looks as follows:

\[
\begin{align*}
\text{cvn=dp} & : \text{Vec} \\
\text{c_u} & : \text{spiral-staircases}(s) \\
\text{c_shape} & : \text{shape}(s, \text{cvn})
\end{align*}
\]

In example (2), re-drawn in (25), we observe a use of hand-shape that cuts out a volume rather than draws a trajectory on a plane (due to the “voluminous” hand shape ‘C’).

\[
\begin{align*}
\text{hand} & = \text{right} \\
\text{hs} & = C \\
\text{rh} & = \text{carrier} = \{\text{wrist} = MR>MF\} \\
\text{move} & = \text{arc} \\
\text{sync} & = \{\text{loc=fh sync} = \text{loc} = \text{SC-N}\} \\
\text{eloc} & = \text{CR-M} \\
\text{hand} & = \text{left} \\
\text{hs} & = C \\
\text{lh} & = \text{carrier} = \{\text{wrist} = ML>MF\} \\
\text{move} & = \text{arc} \\
\text{sync} & = \{\text{loc} = \text{SC-N}\} \\
\text{eloc} & = \text{CL-M} \\
\text{rel} & = \text{axisymmetric}
\end{align*}
\]

The vector representation in the ‘comb’-field introduces combined path information for both hands. In the example above, the two quartercircles from the axisymmetrical movement of the hands combine to a semicircle. Modeling two-handed gestures thus adds another level of complexity which can only be mentioned here (with the exception of the closure constraint in C-clos – see also Table I).

The lexical entry for concrete-base is underspecified with respect to shape and does not have any shape-related hyponyms:

\[
\begin{align*}
\text{bg} & = \{\text{x} : \text{Ind}\} \\
f & = \lambda r : \text{bg}(c_{rh} : \text{concrete-base}(r \cdot x))
\end{align*}
\]

The descriptive meaning in (28) imposes no top-down constraints on CVM or DP. Additionally, the gesture path violates the closure constraint C-clos. For these reasons, it is likely
that the gesture path is elliptical. There are several (in fact, infinitely many) ways to close the path so that the vector sequence has at least two vectors whose coordinates coincide. Out if these options only one is a good continuation, namely that one which brings about the shortest closure while maintaining the concatenation type (arc, in this case). In other words, ‘good continuation’, GoCont, is a function mapping record types Vec to record types Vec, i.e. GoCont : Vec → Vec. Since GoCont changes the vector sequence representation (but not the movement annotation, of course) of a gesture, it gives rise to a re-labeling by means of πd (cf. (14) above). The above-given features of GoCont can be formulated as constraints over an input display situation ‘dpin’ and an output display situation ‘dpon’, both being of type Vec.

(29) \[ GoCont \text{ } \overset{\text{def}}{=} \begin{cases} \text{ap1} & \text{open} : \text{AP} \\
\text{cc} & \{ \cdot, \land \} : \text{Vpath} \\
\text{dpin} & : \text{Vpath} \\
\text{comb} & : \text{member(ap1, dpin, sh)} \\
\text{conc} & : \text{member(cc, dpin, pt)} \\
\text{cvm} & : \emptyset \\
\text{spt} & : \text{Vpath} \\
\text{dpon} & : \text{Vpath} \\
\end{cases} \]

\[
\begin{align*}
\lambda r : & \begin{cases} 
\text{dpin} & : \text{Vpath} \\
\text{comb} & : \text{member(r, cc, spt)} \\
\text{conc} & : \text{member(r, cc, spt)} \\
\text{cvm} & : \emptyset \\
\end{cases} \\
\text{T} = & \begin{cases} 
\text{dpon} & : \text{Vpath} \\
\text{dpon} & : \text{Vpath} \\
\end{cases} \\
\end{align*}
\]

where “\{ \cdot, \land, \}\” means that the concatenation type is either arc-like (\(\overline{\omega}_{\text{arc}}\)) or straight (\(\overline{\omega}_{\text{str}}\)).

Applying (the two-handed extension of) GoCont to the path from (28) gives rise to a voluminous circle, that is, a cylinder:

\[
\begin{align*}
\text{vec} & = \begin{cases} 
\text{pt1h} & = \begin{cases} 
\text{u} & \begin{cases} \text{translation, diagonal} \\
\text{r(0)} \cdot \text{v(1)} \\
\end{cases} \\
\end{cases} \\
\text{pt1r} & = \begin{cases} 
\text{w} & \begin{cases} \text{translation, circle} \\
\text{r(0)} \cdot \text{x(1)} \\
\end{cases} \\
\end{cases} \\
\text{comb} & = \begin{cases} 
\text{pt} & \begin{cases} \text{translational} \\
\text{a \circ b \circ c \circ d \circ e} \\
\text{e(0)} \cdot \text{e(1)} \\
\end{cases} \\
\text{sh} & \begin{cases} \text{circle, volume, closed} \\
\text{u(0)} \cdot \text{w(0)} \\
\text{w(0)} \cdot \text{w(0)} \\
\end{cases} \\
\end{cases} \\
\text{cvm} & = \emptyset \\
\end{cases} \\
\end{align*}
\]

The good continuation is accomplished by the combined path of both hands.

Since a cylinder is a regular shape that has a lexicalized verbalization, its CVM makes the connection between the trajectory from (30) and the intension of cylinder explicit:

\[
\begin{align*}
\text{vec} & = \begin{cases} 
\text{pt1h} & = \begin{cases} 
\text{u} & \begin{cases} \text{translation, diagonal} \\
\text{r(0)} \cdot \text{v(1)} \\
\end{cases} \\
\end{cases} \\
\text{pt1r} & = \begin{cases} 
\text{w} & \begin{cases} \text{translation, circle} \\
\text{r(0)} \cdot \text{x(1)} \\
\end{cases} \\
\end{cases} \\
\text{comb} & = \begin{cases} 
\text{pt} & \begin{cases} \text{translational} \\
\text{a \circ b \circ c \circ d \circ e} \\
\text{e(0)} \cdot \text{e(1)} \\
\end{cases} \\
\text{sh} & \begin{cases} \text{circle, volume, closed} \\
\text{u(0)} \cdot \text{w(0)} \\
\text{w(0)} \cdot \text{w(0)} \\
\end{cases} \\
\text{cvm} & = \emptyset \\
\end{cases} \\
\end{align*}
\]

where “\(\circ \cdot \land \circ \)" means that the concatenation type is either arc-like (\(\overline{\omega}_{\text{arc}}\)) or straight (\(\overline{\omega}_{\text{str}}\)).
Given the good continuation and the DP triggering of the lexical resource from (31), the most informative information state update $\delta_{t+1}$ is the following (using only combined paths):

$$
\begin{aligned}
\delta_{t+1} &= \text{GoCont} \left( \begin{array}{c}
x \quad : \quad \text{Ind} \\
\text{dp} = \{ \text{shape-path}(x, \text{cvm}) \\
\text{pt} = \{ \text{a} \circ \text{b} \circ \text{c} \circ \text{d} \circ \text{e} \} \\
\text{sh} = \{ \text{semicircle, volume, open} \} \\
c_{\text{cvm}} = \text{Vec} \\
c_{\text{dp}} = \text{Vec} \\
c_{\text{shape}} = \text{shape}(x, \text{cvm})
\end{array} \right)
\end{aligned}
$$

The final example also concerns the depiction of shape that is not realized in speech. The difference, however, being that in the datum given in (33), replicating example (3), the shape of the house talked about is explicitly delegated to the co-verbal gesture due to the demonstrative “so”:

$$
\text{dann ist das Haus halt so} / [1] \\
\text{then is the house just this} / []
$$

‘then the house is like this’ + Fig. 3

For this reason, the DP triggers the (initially empty) shape field of the target noun house directly, rather then detouring via a collateral expression as in (32), although the resulting information state does not reflect this subtle difference any more.

The lexical entry for house is a standard one-place predicate whose shape-field is unfilled:

$$
\begin{aligned}
\text{[house]} &= \text{GoCont} \left( \begin{array}{c}
b_{\text{bg}} = \{ x : \text{Ind} \} \\
f = \lambda r : b_{\text{bg}} \left( \begin{array}{c}
c_{\text{hs}} = \text{house}(r, x) \\
c_{\text{cvm}} = \text{Vec} \\
c_{\text{shape}} = \text{shape}(r, x, \text{cvm})
\end{array} \right)
\end{array} \right)
\end{aligned}
$$

The information state after processing the noun has the following public information:

$$
\begin{aligned}
\delta_{t+1} &= \text{GoCont} \left( \begin{array}{c}
x \quad : \quad \text{Ind} \\
c_{\text{hs}} = \text{house}(x) \\
c_{\text{cvm}} = \text{Vec} \\
c_{\text{shape}} = \text{shape}(x, \text{cvm})
\end{array} \right)
\end{aligned}
$$

The gesture, which has been described and related to the predicate $U$-shaped in (16) and (19) above triggers a further update C-uncp, leading to identifying the gesture’s trajectory and the exemplified predicate with the shape description of the house. The resulting state $\delta_{t+2}$ is shown in (36):

$$
\begin{aligned}
\delta_{t+2} &= \text{GoCont} \left( \begin{array}{c}
x \quad : \quad \text{Ind} \\
c_{\text{hs}} = \text{house}(x) \\
c_{\text{cvm}} = \text{Vec} \\
c_{\text{shape}} = \text{shape}(x, \text{cvm})
\end{array} \right)
\end{aligned}
$$

Note, however, that the type of the vector (the field labeled ‘vt’) with regard to the shape of the house is not specified. Since the lexical entry for house leaves shape information underspecified and the trajectory is neutral about its type, no type information is available from these resource. The most likely type ‘axis-path’ has to be inferred once again, but this inference is beyond the descriptive coverage of this paper.

V. CONCLUSION

A formal model has been sketched for relating the perception of iconic gestures to language within an artificial intelligence-oriented information state update framework. The interface between lower-level perceptual features and semantic predicates is spelled out in terms of TTR, a large-scale formal theory for language, perception and interaction [39], [40]. The model accounts for semantic key phenomena of multimodal discourse by example of speech-gesture integration like meaning specification, speech-gesture mismatches and semantic enrichments. Following the general framework of [12], a characteristics is that iconic gestures are not interpreted extensionally directly, but rather related to percepts and intensional features of natural language predicates. As the dialog proceeds, gestures are stacked onto the “gesture storage”, which allows to approximate the temporal interplay of speech and gesture. Contrary to spoken language, gestures can be “frozen” and kept persistent over a period of talking. Relating both communication means via dynamic information state update mechanisms paves the way for integrating a more detailed time-based notion like that of “communication channels” [37]. Further extensions include the integration of grammatical and dialog-interactive representations of information states as well as a broadened empirical range of non-verbal behavior. In particular two-handed gestures and the combined paths they give rise to need special treatment. Further descriptive extensions might involve methodological extensions as well: the gesture perception part is a typical application area for machine learning approaches.
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Abstract—The main aim of this work is to formalize the mechanism of resolving conflicts between statutory legal rules with a view to implementing them into a legal advisory system. The model is build on the basis of the ASPIC+ argument modeling framework. The paper presents a discussion and a formal model of the mechanism of conflict recognition as well as models of three different mechanisms of conflict solving and a discussion of the relations between them.

I. INTRODUCTION

TYPICAL rule-based expert systems reasoning mechanisms require knowledge bases which are created upon a few spoken and unspoken features and assumptions, such as the closed world assumption, the lack of inconsistencies and circularities in the knowledge base, etc. All of these features allow for the utilization of simple and fast modus ponens-based forward and backward chaining mechanisms. Unfortunately, there are numerous expertise areas for which many of these assumptions cannot be implemented.

One of these areas is law. There certainly have been some experiments whose authors attempted to create legal expert systems, but only a very narrow portion of statutory administrative law appears suitable for implementation in a legal expert system [1], [2]; most of these implementations have also been widely criticized [3]. The main problem of the utilization of classical expert systems in legal expertise lies in the specificity of legal knowledge and a significant presence of commonsense knowledge in legal reasoning. Additionally, legal knowledge (and commonsense knowledge connected with it) very often cannot fulfill the above-mentioned features and assumptions of a properly constructed knowledge base: legal knowledge can be inconsistent, conflicting, imprecise, and there may always appear new circumstances which may change case evaluation. Law is not a perfect and complete system. Legislators cannot foresee all possible situations which should be regulated by law; legal norms may be conflicting, they may lead to unfair conclusions, they require interpretation because it is unclear if the conditions are satisfied, etc. All these reasons hinder the simulation of legal reasoning and creation legal expert systems. A number of models of legal reasoning allowing for the representation of some aspects of legal expertise have been developed, but none of them can be regarded as complete. Practical experience reveals that legal reasoning often makes use of very “peculiar” means of inference, going far beyond the standard modus ponens principle employed in expert systems. Most of these methods are very challenging to formalize; they also are defeasible and do not guarantee correct conclusions. On the basis of the above one may notice that modeling inference processes as performed by lawyers can be perceived as a way to create an advisory legal system. The range of issues connected with modeling legal reasoning includes the problem of resolving conflicts between statutory legal rules. Legal theory and practice have worked out some methods of resolving such conflicts, yet many of them are based on commonsense knowledge, which is extremaly difficult to formalize.

The main aim of this work is to formalize a mechanism of resolving conflicts between statutory legal rules with a view to implementing it into a legal advisory system. Another aim is to incorporate the model into ASPIC+, one of the most comprehensive argumentation modeling frameworks, thanks to which the model can be applied to a wide range of real-life legal cases.

In order to create such a model as accurately as possible, it is necessary to make some assumptions. The first one is connected with focusing on statutory legal rules. Many authors (e.g. [4]) point out important distinctions between legal principles and legal rules, where principles are statements which may be applied to various degrees (especially in the case of a conflict), but rules may be either applied or not. If there is a conflict between two or more rules, only one of them may be applied; if there is a conflict between two or more principles, the degrees of how much each may be applied are weighted. In this work I am going to focus on resolving conflicts between legal rules only. The second assumption stems from the fact that to provide a legal opinion, a lawyer usually requires not only legal knowledge (legal rules, principles which are taken from statutes), but also commonsense knowledge and knowledge about mechanisms of legal interpretation and reasoning.

In order to simulate such a process as accurately as possible, it is indispensable to make a clear-cut distinction between the provision itself, its interpretation, inference mechanisms, as well as commonsense knowledge required to implement legal provisions. This distinction would allow for preserving both the universal character of the provision and its applicability to various legal problems. The third assumption is connected with the second one: the model should precisely represent the wording of the legal act and as such should contain any provision-specific imperfections, including imprecision, undefined assumptions, loopholes, ambiguity, etc. Inference and interpretation engines should be endowed with mecha-
nisms allowing for overcoming legal knowledge imperfections. Such procedures should mirror mechanisms which are used by human lawyers in such situations.

Legal theory and practice worked out a group of mechanisms which allow for resolving conflicts between rules. Most of these methods are independent of the circumstances of a given case, yet one of them is based on commonsense relations between conflicting rules and another is based on the axiological estimation of a case. It is important to notice that conflicts may appear not only between literal interpretations of statutory norms. Legal theory says that such conflicts may appear between norms reconstructed by the utilization of any inference rules (per analogiam, a'fortiori, etc.) or interpretation mechanisms.

There are four methods of conflict solving:

- **lex superior derogat legi inferiori,**
- **lex posterior derogat legi priori,**
- **lex specialis derogat legi generali,**
- **an axiological method: argument from social importance.**

The methods do not have equal power: the weaker one is used only if the stronger one does not allow for solving the conflict. The first three methods will be discussed in section III but the fourth (and the weakest) one is presented and modeled in [5], hence the model of the argument from social importance will not be presented here, though it can be easily adopted into the model presented in this paper.

II. THE NOTION OF CONFLICT BETWEEN LEGAL RULES

In legal theory there are numerous doubts about the problem of deciding who is able to state the existence of a conflict between legal rules. This is also the crucial aspect of this study.

A. The notion of conflict in the literature

A detailed discussion of the problem of the notion of conflict between legal rules is presented in [5].

Usually, a conflict between the rules of the law is treated as a clash between two distinct arguments (or their subsets) leading to two mutually exclusive conclusions [6], [7], [8]. In [9] rules are deemed conflicting when one of them “attacks” the other one, i.e. when the conclusion of one rule is complementary to the conclusion or condition of the other one. The conflict model proposed by J. Hage [10] is relatively complex. It is based on the assumption that a conflict occurs only if the conclusion from one rule implies A and the conclusion from the other one implies non-A, though it may result from the commonsense-based limitations related to the circumstances analyzed. Comparing the model of conflict from [10] (Chapter 5 concerning the rule coherence) to other models presented in [7], [8], and [11], the author points out, inter alia, that the source of conflicts may not stem only from the complementary nature of the conclusions (P and non-P, referred to as a logical conflict), but also from the incompatibility of the factual states they describe. The compatibility (or incompatibility) of the factual states may be evaluated through additional constraints (the rules may be incompatible with respect to certain constraints) and rules, which may come from commonsense knowledge.

In my opinion the key point of the discussion of the problem of conflict between statutory legal rules lies in the impossibility to detect such a conflict without considering arguments in which such rules appear. Legal rules very seldom exist separately since they are usually used as a part of the whole argument in which other kinds of rules (mainly commonsense ones) also appear. I believe that a real conflict between rules can be discovered by taking into consideration the whole argumentation process.

One of the most recent and important approaches to modeling legal argumentation is **ASPIC**+ presented (among others) in [12]. **ASPIC**+ is a complete framework allowing for the modeling of legal argumentation, one of whose elements is a model of the relation of an attack of one argument on another. The issue of attacks on arguments was described in [13]. The authors of the paper distinguish and define three ways by which one argument can attack another: An undermining attack is an attack on the premises of an argument, an undercutting attack is an attack on the inference step and is a way to provide “exceptions to the rule,” and finally, a rebutting attack is performed by constructing a contrary or contradictory conclusion for an attacked argument’s (sub)conclusion.

This definition allows for a distinction between direct and indirect attacks: an argument can be indirectly attacked by directly attacking one of its proper subarguments.

The attack relation tells us which arguments are in conflict with each other: if two arguments are in conflict, then they cannot both be accepted. The resolution of such a conflict requires the declaration of additional knowledge. The authors of [12], [13], like many others, assume a binary ordering ≠ on the set of all arguments that can be constructed on the basis of the argumentation theory. On the basis of such orders, they define a relation of defeat:

- **A successfully rebuts B** if A rebuts B on B' and A ≠ B';
- **A successfully undermines B** if A undermines B on φ and A ≠ φ;
- **A defeats B** if A undercut or successfully rebuts or successfully undermines B;

where A, B, B' are arguments, φ is a one of the premises of argument B.

The issue of conflicts in a knowledge base appears not only in legal decision support systems. For example, the authors of [14] discuss the mechanism of conflict detection in business intelligence systems.

B. **ASPIC**+ argumentation framework

Since the **ASPIC**+ framework is a very powerful and useful tool for legal argumentation modeling, I am going to build the model of legal rules’ conflict resolution on the basis of this framework. An **ASPIC**+ based model of conflict detection is presented in [5]; here I am going to sketch a few important aspects of the model.

Due to the length limitation, **ASPIC**+ will not be presented here in detail. I am only going to discuss some basic defini-
tions, which may lead to a better understanding of my idea; a more detailed discussion of the framework can be found in [12], [13], and others.

Generally speaking, ASPIC+ is a framework for structured argumentation representation. It is important to emphasize that it is not a system but a framework for specifying systems, hence it does not specify any logical language to represent arguments.

ASPIC+ allows for the definition of the specific logical language $\mathcal{L}$ for the representation of an argument. Arguments are constructed from a knowledge base [12], [13]:

A knowledge base in an argumentation system is a pair $(K, \preceq')$ where $K \subseteq \mathcal{L}$ and $\preceq'$ is a partial preorder on $K \setminus K_r$. Here $K = K_a \cup K_p \cup K_u \cup K_l$ where these subsets of $K$ are disjoint and there are (unattackable) premises called necessary axioms ($K_a$), (attackable) ordinary premises ($K_p$), assumptions ($K_u$) – which are a weak type of premise always defeated by an attack – and issues ($K_l$) which are premises that are not acceptable unless backed by further argument.

Below are presented some basics of the framework:

An argumentation system is a tuple $AS = (\mathcal{L}, \mathcal{R}, n)$, where [12]:

- $\mathcal{L}$ is a logical language closed under negation;
- $\mathcal{R} = \mathcal{R}_a \cup \mathcal{R}_d$ is a set of strict ($\mathcal{R}_s$) and defeasible ($\mathcal{R}_d$) inference rules of the form $\phi_1, \ldots, \phi_n \rightarrow \phi$ and $\phi_1, \ldots, \phi_n \Rightarrow \phi$, respectively (where $\phi, \phi'$ are meta-variables ranging over wff in $\mathcal{L}$) and $\mathcal{R}_s \cap \mathcal{R}_d = \emptyset$;
- $n$ is a naming convention ($n : \mathcal{R} \rightarrow \mathcal{L}$).

An argument in ASPIC+ is one of the following constructs:

- $\phi$ if $\phi \in K_a \cup K_p$;
- $A_1, \ldots, A_n \rightarrow \psi$ if $A_1, \ldots, A_n$ are arguments, $\text{Conc}(A_1), \ldots, \text{Conc}(A_n) \rightarrow \psi$ is a strict rule in $\mathcal{R}_s$ and $\text{Conc}(A_i)$ is a conclusion of an argument $A_i$;
- $A_1, \ldots, A_n \Rightarrow \psi$ if $A_1, \ldots, A_n$ are arguments, $\text{Conc}(A_1), \ldots, \text{Conc}(A_n) \Rightarrow \psi$ is a defeasible rule in $\mathcal{R}_d$, and $\text{Conc}(A_i)$ is a conclusion of an argument $A_i$.

A structured argumentation framework (SAF) is a triple $\langle \mathcal{A}, \mathcal{R}, \preceq \rangle$ where [12]:

- $\mathcal{A}$ is the smallest set of all finite arguments constructed from a knowledge base in AS;
- $\preceq$ is an ordering on $\mathcal{A}$;
- $(X, Y) \in \mathcal{E}$ iff $X$ attacks (is in conflict with) $Y$.

ASPIC+ also means to generate abstract argumentation frameworks in Dung’s understanding [15]. Such frameworks are simply directed graphs in which arguments (nodes) are related to other arguments by attack or defeat relations (arcs).

C. Model of conflict of legal rules

The most important assumption is a clear-cut distinction between legal rules and ordinary commonsense rules. Only the authors of [16] present an approach to formalize legal norms in ASPIC+, yet they miss the problem of conflicts between norms; also, their formalization of legal rules is different from the one presented in this paper. Distinguishing between legal and commonsense rules is important for several reasons: firstly, a model of statutory legal norms should mirror the wording of a legal act as precisely as possible and, secondly, the defeaters of legal rules should be, and usually are, precisely regulated by law. Therefore, they cannot be treated in the same way as ordinary commonsense arguments.

On the basis of the above we assume that a set $K_l \in K$ (ordinary premises) consists of two sets: $K_l$ and $K_r$, where $K_l$ is a set of legal knowledge and $K_r$ is a set of commonsense knowledge. $K_l$ and $K_r$ are separate: $K_l \cap K_r = \emptyset$.

Since a conflict may appear between legal rules, we have to allow to add to a set $K_l$ legal rules in the shape:

$$r : \text{Conditions} \rightarrow c$$

where $\text{Conditions}$ is a formula whose satisfaction causes truthfulness of a conclusion $c$. The binary connective $\rightarrow$ is used to represent a legal rule, since $K_l$ is in $K_m$, the legal rule can be defeated by other argument. The defeasibility characteristic of a legal rule differs from ordinary commonsense rules. For example, the authors of [12] discuss a new connective $\sim$ in $\mathcal{L}$ in which $p \sim q$ stands for “if $p$ then normally/typically/usually q.” Such a rule differs from the legal one in a few important points: firstly, a legal rule is valid not only “usually” or “typically,” but it is valid constantly until it is defeated. Secondly, the defeating mechanism of a legal rule is, in opposition to an ordinary commonsense rule (like $p \sim q$), precisely regulated by law and there is no other way to defeat it.

Since we are going to solve the problem of conflict between legal rules, we have to define what is understood as a conflict between legal rules: The authors of ASPIC+, on the basis of their previous works, identify three kinds of attack relation on an argument [13]: undercutting, rebutting, and undermining. Since undermining concerns an attack on a premise of an argument, it cannot be treated as an attack on a legal rule.

Undercutting and rebutting concern attacking an argument or its conclusion and if both conflicting arguments use legal rules (from a set $K_l$), then there may be a conflict between legal rules. If an undercutting attack concerns an inference step based on a legal rule from a set $K_l$ or a rebutting attack concerns a (sub)conclusion of a legal rule and an attacking argument uses at least one legal rule, then there is a conflict between legal rules. More formally, legal rules $r_1, r_2 \in K_l$ are potentially conflicting if:

- $A$ undercutting $B$ on $B'$, $r_1$ is used in argument $A$, $r_2$ is used in the top rule of $B'$ and $r_1 \neq r_2$ ($r_1$ and $r_2$ are different).
- $A$ rebutting $B$ on $B'$, $r_1$ is used in argument $A$, $r_2$ is used in argument $B'$ and $r_1 \neq r_2$ ($r_1$ and $r_2$ are different).

Without an in-depth analysis of the context and meaning of both arguments, it is very difficult to recognize beyond doubt whether such a conflict exists between legal rules or other subarguments. It is important to notice that conflicting legal rules do not have to be top rules of both arguments ($A$ and $B'$), except underlining argument $B'$, because such an attack should strictly address a rule which should be defeated. It is
much easier to discover such a conflict in the special situation when conflicting legal rules \( r_1, r_2 \) are the only defeasible rules in both arguments:

Legal rules \( r_1, r_2 \in \mathcal{L} \) are in conflict if:

- A undercuts argument \( B \) (on \( r' \)), \( \text{Defrules}(A) = A_1, \) argument \( r_1 \in \text{Prem}(A_1), r_1 \in \mathcal{L} \), there are no other defeasible rules in \( A, \text{Defrules}(B') = B_1, r_2 \in \text{Prem}(B_1), r_2 \subseteq \mathcal{L}, r_1 \not\equiv r_2 \) and \( r_2 \) is the top rule of \( B' \).
- A rebuts argument \( B \) (on \( r' \)), \( \text{Defrules}(A) = A_1, r_1 \in \text{Prem}(A_1), r_1 \in \mathcal{L} \), there are no other defeasible rules in \( A, \text{Defrules}(B') = B_1, r_2 \in \text{Prem}(B_1), r_2 \subseteq \mathcal{L}, r_1 \not\equiv r_2 \) and there are no other defeasible rules in \( B' \).

Where: \( \text{Prem}(A) \) is a function which returns the premises of an argument (by \( r \in \text{Prem}(A) \) we denote that a rule \( r \) is one of the premises of argument \( A \)), \( \text{Defrules}(A) \) is a function which returns defeasible inference rules used in argument \( A \).

It is important to notice that there will be a conflict between legal rules even if the attack relation is not symmetrical (argument \( A \) attacks argument \( B \) and argument \( B \) does not attack argument \( A \)). By \( \text{conflictingRules}(A, B) \) we denote that two arguments \( A \) and \( B \) contain conflicting legal rules.

### III. METHODS OF CONFLICT RESOLVING BETWEEN LEGAL RULES

Although in this work I am going to focus on the Polish legal system, the mechanisms which are described here may be adjusted to other statutory law systems in a relatively easy way.

At the beginning we have to look at the problem of conflict resolution from a more general point of view. If we have recognized that there is a conflict between two (or more) legal rules and we know that we cannot overcome the conflict by reconciling the conflicting norms using other legal norms, then we have to use one of the conflict resolution methods. All of these methods work in a similar way: in the case of a collision between legal rules, on the basis of some reasons listed below it is recognized which of the conflicting rules has a higher priority and all conflicting rules with lower priorities are then excluded from the reasoning process.

The theory of law distinguishes 4 main ways of resolving conflicts between legal rules [17]:

1) **Lex superior derogat legi inferiori**, based on the structural nature of law, where every legal act has its own position in the hierarchy. If one of the conflicting norms comes from the act which is at a higher position in the hierarchy, then such a norm prevails over the one from the act which is at a lower position in the hierarchy.

2) **Lex posterior derogat legi priori**, based on the time of establishing a given legal act. A legal act established later prevails over an act established earlier.

3) **Lex specialis derogat legi generali** in which a specific act (provision) derogates from (prevails over) a general regulation.

4) The final and most controversial method, known as an argument from social importance, where a rule which is more important from the axiological point of view prevails over a less important one.

Ad 1. Discussing the problem of hierarchy between legal norms requires some consideration of legal norms form several points of view:

- a the first one is based on a strict hierarchy of legal acts, the second one is based on the relation between general law and internal law,
- c the third one is based on the relation between a law which binds over the whole country and a law which binds over a part of the country,
- d the fourth one is based on the relation between national and international law.

ad [a] From the point of view of the strict hierarchy of legal acts, we may state that in Polish law the constitution prevails over a legal act, which prevails over a regulation (where a regulation is a normative act issued on the basis of a specific authorization contained in a legal act aiming to allow for the execution of the act).

ad [b] From the point of view of conflict between general and internal law, the theory of law states that general law prevails over internal law.

ad [c] From the territorial point of view, a law which binds over the whole country prevails over a law which binds over a part of the country.

ad [d] Relations between national and international law are not the topic of this paper because we are going to discuss only the relations between the norms of national law.

Ad 2. The **lex posterior** mechanism of conflict resolution is based on the analysis of the dates when legal acts were established: an act established earlier has a lower priority than an act established later. If there is a conflict between these acts, the second one prevails over the first one. It is important to notice that such a mechanism works only if both conflicting acts are at the same level in the hierarchy and it is not possible to determine whether either is more specific. In other words, the **lex posterior** mechanism has a lower priority than **lex superior**... or **lex specialis**... and it can only be employed if the utilization of **lex superior**... or **lex specialis**... cannot resolve the conflict.

Ad 3. **Lex specialis derogat legi generali** is a principle under which a specific act (provision) derogates from (prevails over) a general regulation. This mechanism is based on the analysis of the scope of conflicting legal rules and it allows for resolving conflicts which may appear, unlike in **lex posterior** or in **lex superior**, between the rules from the same legal act. This is a very strong mechanism which should be used very carefully because it may even change the conclusion made on the basis of the **lex superior** principle. There is a problem of superiority of **lex superior over lex specialis** of which legal literature does not include a clear view. In general, **lex superior** prevails over **lex specialis** (for example in [18] it is stated that **lex superior** is absolutely valid) but sometimes it may not work (following [17]): a legal act (as a more specific one) may be an exception to a constitutional norm or a local law (as a more
specific one) may prevail over a national one. Unfortunately, [17] does not explain clearly when or in what conditions such exceptions may occur.

Ad 4. An argument from social importance is the most controversial one and it should be used only if other ways of conflict resolution do not allow for resolving an existing conflict. This mechanism is based on the distinction between axiological contexts of conflicting norms. One of the norms may be more significant from the point of view of social importance and this norm should prevail over the less significant one. Unlike the abovementioned mechanisms, this mechanism is based on reasons which come from outside the law, making it more difficult to justify and apply. One of the main problems connected with this conflict resolution method is the uncertainty of interpretation and evaluation of social importance. One of the most clear (though rather seldom) situations may appear when one of the conflicting norms is strictly based on an expressly stated legal principle, which clearly states this norm’s social importance. In other situations it is very difficult to undoubtedly decide which of the analyzed norms is more significant from the point of view of social importance. This is the reason why such a method is used very seldom and usually only in higher courts. It is also important that an argument from social importance can be strengthened by supporting it by previously decided cases. A detailed discussion and the model of an argument from social importance can be found in [5].

IV. Model of conflict resolution

Since I am going to model conflicts between legal rules, it is necessary to make some assumptions with regard to modeling such rules. In order to keep the model simple, I am going to represent them using the propositional logic, but it is also possible to use more expressive logics (the example presented in the section VI will be extended with deontic modalities) as well as additional interpretation mechanisms (for example teleological, like in [19]) and inference mechanisms (like a’fortiori [20] or instrumental [21]). The utilization of such mechanisms is important because in the literature [17] it is emphasized that such conflicts may appear between the norms reconstructed by the utilization of any inference rules (per analogiam, a’fortiori, etc.) or interpretation mechanisms.

At the beginning we have to assume some elements of a language $\mathcal{L}$ which will allow for the representation of legal rules. We assume a set of operators $OP \subset \mathcal{L}$, where $OP = \{\neg, \sim, \lor, \land, \rightarrow, \supset\}$ which will be used to model legal rules.

- $\neg$ is classical (strong) negation;
- $\sim$ is negation as failure;
- $\lor$ is a disjunction;
- $\land$ is a conjunction;
- $\rightarrow$ is a binary connective which stands for a defeasible legal rule;
- $\supset$ is a classical (material) implication used in common-sense rules.

A language $\mathcal{L}$ can also include other operators (defeasible implication, etc.) which should allow for a more adequate representation of various kinds of commonsense arguments. Let $F = \{f_1, f_2, \ldots\}$ be a set of propositional atoms called facts. We assume that a legal rule is a formula in the form:

$$r_n \colon \text{Conditions} \rightarrow \text{Conclusion};$$

where:

- $n$ is a rule’s name;
- $\text{Conditions}$ is a (possibly empty) antecedent formula;
- $\text{Conclusion}$ is a rule’s non-empty conclusion in the form:

$$\text{Conclusion} = (l_1 \land l_2 \land \ldots),$$

where: $l_1, l_2$ are atomic conclusions which can be positive ($f$) or negative facts (negated by classical negation only $\neg f$).

An antecedent formula is a formula: $c_1 \text{func} c_2 \text{func} \ldots c_n$, where $\text{func}$ are the operators from the set $\{\lor, \land\}$ and $\{c_1, c_2, \ldots, c_n\}$ are atomic conditions, each being either a positive fact($f$) or one negated by classical negation ($\neg f$), negation as failure ($\sim f$), or both ($\sim \neg f$).

Legal reasoning uses various interpretation and reasoning mechanisms; however, the legal literature points out that the basic one is linguistic interpretation (a more detailed description of linguistic interpretation can be found in [19]). As an unstrict way satisfying a rule’s antecedent we understand the satisfaction of a rule’s condition by utilizing any non-standard (non-linguistic) interpretation mechanism, e.g. teleological (an example of a model of teleological interpretation can be found in [19]), systematic, etc. A detailed discussion of the issue of modeling legal interpretation can be found in [22], [23], and [24].

By $K \bullet \text{Conditions}$ we will denote that a knowledge base $K$ satisfies the conditions of a given legal rule.

On the basis of the above, a new defeasible inference rule should be added to a set $\mathcal{R}_d$:

$$r_n : \text{Conditions} \rightarrow \text{Conclusion} \land K \bullet \text{Conditions} \Rightarrow \text{conclusion}$$

Most authors working on modeling the resolution of conflicts between legal rules assume the existence of an order between rules or prioritising them ([9], [7], [1], [10], [25], etc.). Such an order allows to decide which of the conflicting rules is strongest and prevails over the weaker ones. Unfortunately, in real-life situations it is difficult to assume in advance that one rule is always stronger than another. It usually depends on many circumstances, which are sometimes difficult to express. To overcome this disadvantage, G. Sartor and H. Prakken ([9], [25]) propose defeasible priorities and rules which allow for inference about priorities.

A. Model of lex superior...

An interesting model of lex superior... is presented in [26], where the authors treat the level of authority which establishes a norm as a root of preference between norms. Unfortunately, such a conception does not fit the Polish legal system in which the hierarchy of legal acts is not strictly based on authority hierarchy, but is established by legal theory.

The lex superior... principle is based on a hierarchy of norms. It is obvious that formalization of a legal norm should
represent the meaning of this norm in a most accurate way, with all its features and imperfections. If we try to reconstruct the content of a legal rule from a legal text, it is important not to forget that not only the strict wording of the norm is important. There is also some relevant information connected with the norm from which a given legal rule comes from, like the position in the legal system, the date of issue, etc. Since the model of the lex superior... principle requires information about the position of the analyzed norms in the legal system hierarchy, such information has to be added to our model.

Let us assume that there are 2 conflicting legal rules:

\[ r_1 : \text{Conditions}_1 \rightarrow \text{Conclusion}_1 \]
\[ r_2 : \text{Conditions}_2 \rightarrow \text{Conclusion}_2 \]

It is clear that we have to add some information about the source of the rule, on the basis of which we can conclude the hierarchy between rules. We have three main levels of the legal norms hierarchy: the constitution, a legal act, and a regulation; however, apart from the general, national law there are other acts: internal legal norms, local norms, norms which conflicting rules are taken.

Let us assume that we have 2 conflicting legal rules:

\[ r_1 : \text{Conditions}_1 \rightarrow \text{Conclusion}_1 \]
\[ r_2 : \text{Conditions}_2 \rightarrow \text{Conclusion}_2 \]

By \( DATE \in K_n \) we denote a set of all dates of issue of all legal acts. A function \( D : ACT \rightarrow DATE \) assigns date of issue to a given act. By:

\[ D(act_m) = date_m \]

we denote that a norm included in \( act_m \) was issued on date \( date_m \). A strict order between the dates of issue of norms \( OD = (DATE, \succ_{time}) \in K_i \) reflects the later-sooner relation. By \( date_m \succ_{time} date_n \) we denote that \( date_m \) was earlier than \( date_n \).

If we recognize \( r_n \) and \( r_m \) as conflicting rules, then we may solve the conflict using the lex posterior... principle (\( lexPosterior \in \mathcal{A}_d \)):

\[ lexPosterior : (r_n \in act_l) \land (r_m \in act_l) \land (D(act_l) = date_l) \]
\[ \land (D(act_l) = date_l) \land (D(act_l) \succ_{time} date_l) \]
\[ \land (r_n \in \text{Prem}(A)) \land (r_m \in \text{Prem}(B)) \Rightarrow B \succeq A \]

where \( A, B \) are arguments built on conflicting legal rules. If both of the arguments attack each other (rebut or undercut) and it is possible to conclude (on the basis of \( lexPosterior \)) an order \( B \succeq A \), then argument \( B \) defeats argument \( A \).

C. Model of lex specialis...

Since lex superior... and lex posterior... are based on the knowledge which comes from legal sources, their models do not require any external sources of knowledge. Unlike them both, the lex specialis... principle is based on commonsense knowledge, which makes modeling this method much more challenging, because the representation and collection of commonsense knowledge is still one of the most complicated and difficult problems in the field of artificial intelligence.

Lex specialis... in the literature:

The lex specialis... principle has been mentioned in many papers concerning the problems of defeasible reasoning, argumentation, or normative conflicts, but in most of these papers the authors do not make attempts to formalize its nature. They usually assume an order declared in advance, which represents a relation of generality. Only in [27] a model of such a mechanism is presented:

A normative position \( np \) in an activity state \( q \) is more specific than \( np' \) (denoted as \( np \succ_{np} np' \)), if \( np \in N_q \) and \( np' \in N_q^{np} \) where: normative position is a deontic state of activity, \( N_q \) is a set of normative positions of an activity state \( q \), and \( N_q^{np} \) is a set of normative positions propagated from a state of a super activity to an activity state \( q \).

Unfortunately, it is unclear what the authors of the paper understand as a relation of activity – super activity. It may be understood as a superclass – subclass relation or an aggregation (a super activity consists of activities). Following the example presented in the paper, the relation should be understood as a kind of aggregation. It is, in my opinion, an oversimplification of the problem because not every relation
of being more or less specific can be described in such a way. I believe that such a way of modeling is appropriate for only relatively small and well-structured cases like, for example, small multi-agent systems (for which the model described in [27] was designed). Real-life legal cases are usually too fuzzy and ambiguous to let us assume without any doubt that activity q₁ is a super activity to q₂.

The model presented in [27] is an interesting approach to discuss lex specialis... but due to the abovementioned controversies, I am going to present my own version of the formalization of the principle, disregarding the already assumed relations of inheritance between activities.

The model

From the model presented in [27] we adopt the idea of utilization of a partial order representing the relation being more or less specific, but its origin will be different than in [27].

Let SPEC = (K₁, >_{SPEC}) will be a partial order representing a generality relation between legal rules.

Let us assume two conflicting legal rules:

\[ r₁ : \text{Conditions}₁ \rightarrow \text{Conclusion}₁ \]
\[ r₂ : \text{Conditions}₂ \rightarrow \text{Conclusion}₂ \]

We have to decide which of them is more specific. What does it mean? As stated earlier, this mechanism is based on the analysis of the scope of conflicting legal rules. A rule which is more specific (for example, r₁) regulates a group of cases which is a subgroup of cases regulated by a more general rule (for example, r₂). Basing on the above, we may state that the scope of a rule depends on the conditional (left-hand) part of the rule, because the decision which case can be classified within the range of the scope of the rule is based on this part of a given rule.

The issue of modeling of lex specialis... can be divided into two separate tasks: the first one is to recognize which (if any) of the rules is more specific; the second one is to model the process of defeating a more general rule. Firstly, I am going to focus on the first task and to look at the problem of lex specialis... from a purely theoretical point of view. If we are going to model the principle, then we have to investigate if a set of cases which satisfies the conditions of one of the conflicting rules subsumes a set of cases which satisfies the conditions of another one. More formally, the condition of subsumption of a rule’s antecedent can be modeled in such a way:

Where Conditions₁ and Conditions₂ are antecedents of the conflicting rules, and if for any possible to occur case P expressed by wff of $\mathcal{L}$:

\[ \forall p((P \bullet \text{Conditions}₁) \rightarrow (P \bullet \text{Conditions}₂)) \]

and,

\[ \exists p((P \bullet \text{Conditions}₂) \not\rightarrow (P \bullet \text{Conditions}₁)) \]

then we recognize that in a view of more restrictive character of a rule r₁ we may conclude that a rule r₁ is more specific than a rule r₂. The key challenge of such a model is an unrealistic assumption in which we have to list all cases which satisfy a rule’s conditions. Firstly, it is impossible to predict all possible real-life cases (except some trivial ones); secondly, how can we recognize if a given case can possibly occur?

Since we cannot foresee all possible real-life cases, our model does not allow for recognizing all general-specific relations between rules. The only thing we can do is analyze the antecedents of conflicting rules to discover whether the condition of subsumption is fulfilled. There are some kinds of specific situations which allow us to make inferences, for example:

- Restricting Rule:
  \[ \text{restrictingRule} : \]
  \[ (r₁ : \text{Conditions}₁ \rightarrow \text{Conclusion}₁) \land \]
  \[ (r₂ : \text{Conditions}₂ \land (\text{Conditions}₁) \rightarrow \text{Conclusions}) \land \]
  \[ (\text{Conditions}₁ \not\rightarrow \text{Conditions}₂) \Rightarrow \]
  \[ r₂ >_{SPEC} r₁ \]

If every case which satisfies the conditions of a legal rule r₂ also satisfies the conditions of r₁, then rule r₂ is more specific than r₁.

- Subsuming Rule:
  \[ \text{subsumingRule} : \]
  \[ (r₁ : \text{Conditions}₁ \rightarrow \text{Conclusion}₁) \land \]
  \[ (r₂ : (\text{Conditions}₁) \lor (\text{Conditions}₁) \rightarrow \text{Conclusion}₂) \land \]
  \[ (\text{Conditions}₁ \not\rightarrow \text{Conditions}₂) \Rightarrow \]
  \[ r₁ >_{SPEC} r₂ \]

A legal rule r₁ is more specific than a rule r₂, because every case which satisfies conditions of r₁ also satisfies conditions of r₂.

Both restricting and subsuming inference rules are a part of $\mathcal{R}_d$ (restrictingRule $\in \mathcal{R}_d$, subsumingRule $\in \mathcal{R}_d$).

Looking at the problem of lex specialis... in a more general way one can notice that the above mechanism does not allow for the recognition of all general-specific relations between legal rules. However, it is also worth to emphasize that in real legal practice it is also not easy to recognize them without any doubts.

Having the order $>$_{SPEC} representing the specificity-generality relation between legal rules, we can model lex specialis... if we recognize $r_n$ and $r_m$ as conflicting rules, then we may solve the above conflict on the basis of the lex specialis... principle (lexSpecialis $\in \mathcal{R}_d$):

\[ \text{lexSpecialis} : (r_n >_{SPEC} r_m) \land (r_n \in \text{Prem}(A)) \land (r_m \in \text{Prem}(B)) \Rightarrow A \succeq B \]

If A, B are arguments built on conflicting legal rules, both arguments attack one another (rebut or undercut), and it is possible to conclude (on the basis of lexSpecialis) an order $A \succeq B$, then argument A defeats argument B.

The lex specialis... principle is slightly different from the previous ones. The most important difference lies in the commonsense background of the method: both lex superior... and lex posterior... are based on purely legal knowledge taken from statutes, while lex specialis... is (similarly to argument from social importance [5]) based on commonsense knowledge.
V. ORDERING OF INFERENCE RULES

Legal practice and theory have developed a collection of methods of legal rules’ conflict resolution, but it is important to notice that their results do not have to be compatible in the sense that one of the methods can give preference to one rule and second method can give preference to another one. Generally speaking, if there is a conflict between two conflict resolution methods, the theory of law assumes the following order of methods: lex superior prevails over lex specialis... which prevails over lex posterior... which prevails over axiological methods. Unfortunately, it is not so obvious in real-life legal cases: sometimes, in specific cases, such an order does not work and, for example, lex specialis... Prakken and Sartor’s logic ([9], [25]) allows for reasoning about priorities between arguments and rules whose elements may be helpful in such conflict resolution.

However, for the sake of this study we assume that in the case of incompatibility of conflict resolution methods (two methods infer different results), the above order will be applied.

Although our conflict resolution inference rules can be seen as a kind of higher level inference rules, in the argumentation process they are treated in the same way as ordinary inference rules. Moreover, ASPIC⁺ does not distinguish any particular kinds of arguments except strict and defeasible ones. Hence arguments created on the basis of our inference rules can be attacked and defeated by other arguments whose strength can be regulated by the above order. How can it be applied in our framework? First of all, we have to notice that not all conflict resolution methods work in all cases. If conflicting norms are at the same level in the legal act hierarchy and were released at the same time, the other methods (for example, lex specialis...) can be applied. Also, if two methods can be applied and their results are not compatible, the order: lexSuperior ⪰ lexSpecialis ⪰ lexPosterior ⪰ axiological methods allows for defeating the conflicting arguments.

VI. EXAMPLE

Let us illustrate our ideas by a simple example. There are two legal defeasible rules:

\( r_1 : \text{vehicle} \rightarrow \neg \text{allow(enterThePark)} \)
\( r_2 : \text{vehicle} \land \text{emergency} \rightarrow \text{allow(enterThePark)} \)

as well as 3 necessary axioms:

\( r_3 : \text{ambulance} \supset \text{vehicle} \)
\( f_1 : \text{ambulance} \)
\( f_2 : \text{emergency} \)
\( r_1 \in \text{act}_1, r_2 \in \text{act}_1, \text{act}_1 \in K_l \)
\( r_3, f_1, f_2 \in K_a \)

On the basis of the above knowledge, we may build two argument chains A and B:

\( A_1 : f1 \)
\( A_2 : A_1, r_5 \rightarrow \text{vehicle} \)
\( A_3 : A_2, r_1 \rightarrow \neg \text{allow(enterThePark)} \)
\( B_1 : f1 \)
\( B_2 : f2 \)
\( B_3 : B_1, B_2, r_2 \rightarrow \text{allow(enterThePark)} \)

In the above example, argument \( A_3 \) attacks (rebuts) \( B_3 \) and \( B_3 \) attacks (rebuts) \( A_3 \). Since both arguments have only one defeasible rule (respectively \( r_1 \) and \( r_2 \)), \( r_1 \) and \( r_2 \) are legal rules and \( r_1 \neq r_2 \), then we may conclude that \( r_1 \) and \( r_2 \) are in conflict.

Let us assume that both \( r_1 \) and \( r_2 \) are taken from acts which are at the same level in the hierarchy and have the same date of release.

\( K_6 \vdash (H(\text{act}_1) \supset \text{HCH(\text{act}_1})) \land (H(\text{act}_2) \supset \text{HCH(\text{act}_2})). \)

The above knowledge does not allow us to solve the conflict on the basis of lex superior... or lex posterior... hence the possibility of using lex specialis... will be checked.

We do not have any additional knowledge about the case, but if we compare two conflicting rules:

\( r_1 : \text{vehicle} \rightarrow \neg \text{allow(enterThePark)} \)
\( r_2 : \text{vehicle} \land \text{emergency} \rightarrow \text{allow(enterThePark)} \)

we can notice that on the basis of the restrictingRule inference rule, argument \( B_4 \) can be constructed:

\( B_4 : r_1, r_2, \text{restrictingRule} \Rightarrow r_2 > \text{spec} r_1 \)

and, on the basis of lexSpecialis, argument \( B_5 \) can be constructed:

\( B_5 : B_4, r_2 \in \text{Prem(B)}, r_1 \in \text{Prem(A)} \Rightarrow B > A \)

then since we know that \( B \) attacks \( A \) (rebuttal on \( A_3 \)), \( B > A \) and the only defeasible steps in argument chains are rules based on \( r_1 \) and \( r_2 \), argument \( B \) defeats argument \( A \).

VII. CONCLUSIONS AND FUTURE WORK

Legal decision support systems as well as argumentation mining systems require an adequate and comprehensive formal model of various aspects of the argumentation process. AI and law researchers agree that legal reasoning cannot be seen as a simple, mechanical, deduction-based inference, like it was treated in classical expert systems. The key point lies in the issue of argumentation: Most legal decisions are, in fact, results of a trade-off between various arguments built on the basis of legal knowledge, commonsense knowledge, legal and non-legal inference rules. This is why formal modeling of argumentation is one of the crucial elements of legal advisory systems as well as argumentation mining systems (which are
probably the future of legal informatics and a tool which can help to search, analyze, and construct new arguments.

The problem of modeling of conflicting arguments has been widely discussed in the AI and law literature. A number of authors have presented their own models of the mechanisms of conflict resolution. However, most of the existing models do not distinguish between arguments based on legal statutes and ordinary commonsense reasoning, which, in my opinion, is an oversimplification. In legal reasoning, the issue of legal rules' conflict solving is very precisely regulated and cannot be treated the same way as it is in ordinary commonsense arguments.

The main aim of this work is to formalize the mechanism of resolving conflicts between statutory legal rules with a view to implementing it into the legal advisory system. The additional aim is to incorporate the model into ASPIC++, one of the most comprehensive argumentation modeling frameworks, thanks to which the model can be used to represent a wide range of complex real-life legal cases including various kinds of arguments. The model was created on the basis of Polish law, however, it can be easily adapted into most statutory legal systems.

In summing up the above, the most important contributions of this paper are as follows:

- a discussion of the nature of conflict between legal rules,
- a comprehensive formal model of such a conflict,
- the distinction between legal and commonsense rules,
- a formal model of three main methods of conflict solving,
- the incorporation of the model into the APSIC+ argumentation framework.

There are two important issues calling for further discussion which I am going to elaborate in my future work. The first one is the problem of modeling the strength of an argument and the balance between two conflicting commonsense arguments. Real-life arguments are very often evaluated in the light of their strength, rightfulness, adequacy, etc., which are challenging to estimate and compare. However, this is the basis on which commonsense arguments defeat one another and it is difficult to imagine a system modeling real-life argumentation without a possibility of reasoning about its strength, rightfulness, adequacy, etc. The model of the strength of an argument will be tested by the Mizar proof checker [28]. The second (parallel) direction of future work is implementation of the above model into a small decision support system similar to the ones presented in [29] or [30].
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Abstract—Mappings verification is a laborious task. The paper presents a Game with a Purpose based system for verification of automatically generated mappings. General description of idea standing behind the games with the purpose is given. Description of TGame system, a 2D platform mobile game with verification process included in the gameplay, is provided. Additional mechanisms for anti-cheating, increasing player's motivation and gathering feedback are also presented. Example of the system usage for verification of mappings between WordNet synsets and Wikipedia articles is presented. The evaluation of proposed solution and future work is also described.

I. INTRODUCTION

NOWADAYS people tend to spend a lot of time playing computer games. Increased availability of powerful mobile devices further increases time spend on this form of entertainment. In 2012 Samsung Electronics Polska performed a study among people in Poland on the time spend on video games [1]. Almost half of the population aged 27-35 spends 1 to 2 hours weekly playing games and 14% spends over 20 hours a week. High percentage of the players use mobile devices like smartphones (20%) and tablets (5%). It can be seen that in many cases playing games occupies the amount of time equal to at least a part-time job. On the other hand many nowadays problems still cannot be solved by a computer algorithm and assigning human resources to perform such tasks often economically inefficient.

The question arises what if we could use all that potential resources (time and knowledge of the users and hardware capabilities of their devices) to solve also non-algorithmic problems? One can imagine that if we would treat a group of users as a distributed system, then it is sufficient to divide a problem into small portions, distribute them to the players and finally aggregate achieved results. This however introduces some difficulties, from technical ones like how to divide a problem into sub-problems, how to distribute them and how to gather results, to more social oriented like how to trust the results and more importantly how to convince people to spend their time on solving our problem. Some research shows however that even educational games can be well perceived if constructed properly [2] so that an algorithm verification system within games seems plausible.

Numerically solvable problems adopted volunteer computing model [3] where the users donate the power of their machines when it is not needed (the calculations are done between the periods of active hardware usage). Using this model it is not possible to solve all type of problems, as some of them cannot be successfully turned into a computer algorithm [4]. We can use heuristics but than we still have to verify the results manually. In crowdsourcing [5] approach the user is encouraged to perform a task for some type of gratitude. The task can be both algorithmic and non-algorithmic.

It is also worth mentioning that the problems that are difficult for computers are usually quite easy for humans. Example of such problem is image recognition, image tagging, natural language understanding and processing or verification of results obtained by traditional heuristics. The results often very complicated algorithms are quite easy to grasp by an average human. Linking those two areas could prove to be useful for performing laborious tasks without a need of hiring additional workers especially that many research results needs some evaluation and sometimes it is the sole purpose of the research [6].

In this paper we focus on a so called human-based computation (HBC) [7] model. It is using human brain directly to solve a computational problem. The term was defined by Kosorukoff in 2001 in a paper about human enhanced genetic algorithm [8].

HBC can be viewed as similar to crowdsourcing. The later focuses solely on solving the problem by human, while in the former model part of the problem is solved by a computer. Usually the machine performs sub-problem organization, distribution and retrieval of results, sometimes some calculations are done using heuristics. The human part usually contains the verification of computer generated results or performing the calculations itself [9].

In our research we applied HBC-model for verification of mappings. As an example we used mappings between WordNet and Wikipedia [10], [11], [12], [13] that were obtained during Colabmap1 project and are a result of running heuristics on a computer. Currently we are working on generalization of the proposed solution hoping to provide a general framework suitable for solving different types of problems.

II. GAMES WITH A PURPOSE

In 2006 Luis von Ahn proposed usage of computer games as something more than pure entertainment and thus creating

1http://kask.eti.pg.gda.pl/colabmap
the idea of so called GWAP (Game With A Purpose) [4]. GWAPs are typical games that provide standard entertainment value that users expect but are designed in a way that allows generation of added value by solving a problem requiring intellectual activity. It is worth noticing that GWAPs does not allow financial gratification for the work. The will to continue playing should be treated as the only way of gratifying users [14].

Ahn defined three types of GWAPs:
- output-agreement game,
- inversion-problem game,
- input-agreement game.

In the first type of GWAPs two randomly selected players are presented with identical input data and each produces results only based on the available information. Both players should achieve identical results without any knowledge about the other player - they are awarded only when both will give identical answers. In this case an identical answer provided by both players is treated as highly probable to be correct as it comes from independent sources. Example of such game is The ESP Game [15], where users task was to tag images with keywords. The players were presented with an image and were given 2.5 minute to enter all keywords that are related to the image. The game proved to be very popular. During first few months authors managed to gather around 10 million tags with statistics showing many users playing for over 40 hours a week [4]. In 2006 Google released their own version of the game called Google Image Labeler (it was shut down in 2011) which was used to extend capabilities of Google Graphics.

The second type, the inversion-problem game, also selects players randomly. The players are however divided into two groups - describers and guessers. The describer is presented with input data and is responsible for creating tips allowing the guessing player to correctly point out the input data. The players are awarded points when the output given by the guesser is equal to the input. One of the examples of such game is Phetch [16]. One of the players is presented with a random image from the Internet. His or her task is to describe the image to other players. Other players task is to find an identical image. Other example is the Peekaboom game [17]. The task of the players is to guess words that are describing an image. The “boom” player is presented with image and its description in a few words. The “peek” player is presented with empty page on which the “boom” player gradually reveals parts of the image. The “peek” player have to guess, based on the revealed fragments, the exact words describing the image.

The third type, input agreement game, also selects players randomly. Both players have to achieve agreement on the input data. More precisely they have to guess whether the other player received the same or different input data. Each player describes what he or she sees on the screen and the other player have to state whether the input is similar to theirs or different. The example of such game is TagATune [18] where players should describe their feelings about a tune that is played. Based on the description the players have to decide whether they heard the same or different tune.

What is common for all above types of games is that the players unknowingly generate added value that is not possible to calculate using computers. The problem behind such games is a way to lure players - only very large user base can provide viable results. During implementation many techniques can be used to enrich the game and encourage more players, like time limits, awards in form of points and achievements, difficulty levels, leader boards or randomness of input data [14].

The quality of target game can be described by two parameters: average lifetime play (the time that average player spent playing the game) and throughput (average number of problems solved per hour of gameplay) [4]. Simko [19] also pointed out that GWAP should be characterized also by the total number of players that took part in the game.

III. WIKIPEDIA - WORDNET CONNECTIONS VALIDATION

During the Colabmap project we created a set of mappings between English Wikipedia articles and WordNet synsets. Sample mappings are presented in Table I. Each mapping consists of a WordNet synset, definition of the synset and the title of Wikipedia article with special characters coded using RFC 3986. Such mappings, when proved to be correct, will allow formalization of Wikipedia structure. The obtained set of mappings contained algorithmically created 54475 connections that required verification. Tempted by the results obtained during the Samsung’s survey we decided on implementing a GWAP for validation of those connections.

The originally obtained mappings were extended with three additional “next best” mappings with the idea of presenting the user a question (definition of a synset) with 4 possible answers (Wikipedia article titles). At the beginning the 3 other answers were randomly selected from the set of Wikipedia’s pages but such approach quickly proved to be incorrect as the “next best” mappings were not related at all to the question. Instead we used Wikipedia search functionality to select alternative answers (according to Wikipedia) following the Algorithm 1.

Algorithm 1 Algorithm for selecting alternative answers

for all synonyms of WordNet synset do

  2: Read the synonym
  3: Perform a Wikipedia search using the synonym
  4: Store 3 top elements from search results

end for

The example of extended mappings are presented in Table II. For the tests we randomly selected 100 synsets from our database to limit the time needed to gather the results and verify the viability of the game.

IV. TGAME

We decided to implement TGame3 (“Tagger Game”) as a 2D platform game following the output-agreement model.

We chose Android platform as a test environment due to its popularity and ease of access for users and developers. The game implements standard features like different levels and collectibles (coins, hearts), need of finishing one level before the other one is accessible. The player is encouraged to replay levels by a simple point system that awards the player for killing monster, gathering stars and hearts (Figure 1).

### A. Tying questions with the game

One of the biggest challenges is to properly include the mappings (or any type of a general question) into the game. We tried to implement the questions to be as non-intrusive as possible but still easy to stumble upon. In TGame the verification of mappings is done when the player wants to activate a checkpoint (a respawn place when player is moved when killed). To activate the checkpoint player needs to answer the question provided by marking the correct mapping (Figure 2). When the answer is identical to the one stored in the database the checkpoint is activated. If the player chose other answer then the checkpoint is not enabled. When the player is certain that he or she selected a correct answer then he or she can report his or her answer using the proper option in the pause menu. The checkpoint is then activated for one use.

From the technical point of view the communication between the client and the server goes as follows. Each client upon first connection downloads pack of configurable number of questions and possible answers so connection to the Internet
is required only at first start of application and later at user chosen intervals. Whenever possible the game sends gathered results with statistical information and downloads new pack of questions (if needed).

B. Answer Verification

The process of reporting wrong answers requires explicit action from the user. It was designed to require some activity but not too much so not to discourage the users. Very easy access to submission would encourage people to skip reading the question and just submitting information about wrong answer. In general the game has to be paused and proper menu have to be selected. Only the last question can be reported.

Furthermore when submitting results also time elapsed between displaying the question and selecting the answer is also submitted. Such extensions allows us to eliminate submissions that i.e. are so short that the user would not be able to read the question. Randomly selected batch of questions required on average 5 seconds to be properly read and understood by players. We decided to discard all answers that took less than 4 seconds (8% of all results).

The answers that the players gave (correct, incorrect and reported) are later compared with the one calculated by Colabmap algorithms. All the selected answers are visible in administrators panel of the server side of the solution and can be exported using csv format to an external tool.

C. Results Analysis

During first two months of tests the game was downloaded by 25 people, mainly students and friends (currently according to Google Play web page there are between 50 and 100 downloads without any additional advertising). The original 25 players gave 626 answers for 100 questions. The game run 10 hours in total on multiple devices. Each player solved 44.42 questions per hour. At this rate, with average playtime of each player at 5 hours, we would need minimum 2500 players to answer each question at least once. Judging by other similar games available on Google Play such number can be achieved with proper advertising of the product given the user base and popularity of mobile games.

During the evaluation of the proposed solution we faced two main type of problems. In some cases the additional answers generated using the Wikipedia search functionality provided very similar pages which introduced difficulty in choosing the correct one. Selection of 100 random questions also introduced problem with high variety of difficulty level among questions. It became obvious that some of them require expert-level knowledge. Examples of questions belonging to those two groups are presented in Table III. The column “Answer 1” contains the correct mapping. Furthermore the type of game implemented (a simple platform game) did not match the questions asked. In future work we will reorganize the questions to Yes/No/Unsure form to lower the difficulty level and implement other type of games to better match the type of mappings that are verified.

V. Mapping Update

We tried three approaches for deciding whether the mapping, based on the answers provided by the players, should be updated or not:

- The mapping was considered correct when 75% of the player answers agreed. This approach however did not give any results as only 50% of original mappings managed to get enough answers, none of the incorrect mappings were marked as correct.
- The mapping was considered correct when at least 50% of player answers agreed. In this case 64% of all mappings were marked as correct which covered 75% of all mappings marked as correct in our database. Unfortunately this method generated some false positives.
- The mapping which gathered the most of the player answers was considered correct. In this case 74% of all mappings were marked as correct which covered 80% of all mappings originally marked as correct in our database. This method also generates false positives.

Currently in our solution we implemented the third method as it provided the best results. Still this method does not allow us to automatically state whether the given mapping is correct or not. However “problematic” mappings are clearly pointed out by the players (by either majority of wrong answers or reports). Such mappings can than be verified manually by experts. In our further work we plan on extending the procedure with additional parameters like user reputation, level and field of education, history of answers etc. which should improve the level of trust that can be put in user the generated answers.

During the evaluation period the players submitted 17 mappings update requests regarding 12 questions. Sample reports are presented in Table IV. The corrected mappings are emphasized.

<table>
<thead>
<tr>
<th>The Question</th>
<th>Answer 1</th>
<th>Answer 2</th>
<th>Answer 3</th>
<th>Answer 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asiatic nut trees: wing nuts</td>
<td>Pterocarya</td>
<td>Pterocarya fraxinifolia</td>
<td>Pterocarya stenoptera</td>
<td>Cyclocarya</td>
</tr>
<tr>
<td>a colorless flammable volatile liquid hydrocarbon used as a solvent</td>
<td>Xylene</td>
<td>O-Xylene</td>
<td>P-Xylene</td>
<td>Xylene cyanol</td>
</tr>
<tr>
<td>a former large county in northern England</td>
<td>Yorkshire</td>
<td>Yorkshire 6</td>
<td>Yorkshire captivity affair of 1927</td>
<td>South Yorkshire Fire and Rescue</td>
</tr>
<tr>
<td>fine porcelain that contains bone ash</td>
<td>Bone china</td>
<td>Aynsley China</td>
<td>Bisque (pottery)</td>
<td>Porcelain</td>
</tr>
</tbody>
</table>
and implementations. Furthermore it can be implemented as an alternative to in app purchases or advertisements. This way the users can be provided with content with their work be treated as another means to "pay" for it.
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VI. CONCLUSIONS AND FURTHER WORKS

We proposed a platform for verification of the results of heuristic algorithms. Currently verification of mappings is supported. We verified the solution using Wikipedia – WordNet mappings and managed to get some promising results and were able to correct some of the mappings. The problems that still need to be solved include better formulation of the question and the trust that the system can put in answers provided by the users.

We also plan on extending the proposed solution by generalizing it for other type of tasks, inclusion of different clients, not only game base, designed for certain types of questions or with required user knowledge in mind. We are also currently implementing social features like achievements and leader boards that should lure more players and create a wider user base. In case of Wikipedia – WordNet mappings we plan on tagging questions with difficulty levels and include them in a quiz-like game similar to “Fifteen to One” or “1 of 10”4. Such type of client could be more suitable for such defined problems. The TGame can be a great application for crowd base image tagging or a client when the questions will be redesigned to a Yes/No format.

Our research shows that popularity of computer games and wide availability of devices that can be used for playing at any time makes GWAPs an approach that has some unexplored potential. Our first implementation, despite its drawbacks, shows that this potential is relatively easy to unlock. Even for small user base we managed to find some errors in our mappings. Implementation of different client applications more fitting the types of tasks needed to be done (image tagging, sound analysis etc.) and careful question formulation should enable us to fully unlock the possibility of crowdsourcing based task execution. When succeeded such possibility can be of great help to researchers around the world as it reduces resources and time needed to verify the results of designed algorithms

---

4http://en.wikipedia.org/wiki/Fifteen_to_One
5http://pl.wikipedia.org/wiki/Jeden_z_dziesi%C4%99ciu

<table>
<thead>
<tr>
<th>WordNet Definition</th>
<th>Original mappings</th>
<th>Other available answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>an advanced student or graduate in medicine gaining supervised practical experience (‘houseman’ is a British term)</td>
<td>Internet Movie Database</td>
<td>Houseman, Julius Housman, Internship (medicine)</td>
</tr>
<tr>
<td>large voracious aquatic reptile having a long snout with massive jaws and sharp teeth and a body covered with bony plates (elections) more than half of the votes</td>
<td>Crocodile tears</td>
<td>Crocodile, Crocodylus, Schnappi</td>
</tr>
</tbody>
</table>
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Abstract—Context-aware Recommender Systems aim to provide users with the most adequate recommendations for their current situation. However, an exact context obtained from a user could be too specific and may not have enough data for accurate rating prediction. This is known as the data sparsity problem. Moreover, often user preference representation depends on the domain or the specific recommendation approach used. Therefore, a big effort is required to change the method used. In this paper, we present a new approach for contextual pre-filtering (i.e. using the current context to select a relevant subset of data). Our approach can be used with existing recommendation algorithms. It is based on two ontologies: Recommender System Context ontology, which represents the context, and Contextual Ontological User Profile ontology, which represents user preferences. We evaluated our approach through an offline study which showed that when used with well-known recommendation algorithms it can significantly improve the accuracy of prediction.

I. INTRODUCTION

RECOMMENDER Systems are software tools and techniques providing suggestions for items to be of use to a user. Various kind of items can be suggested, such as music tracks, movies and news. Context-Aware Recommender Systems (CARS) are a particular category of recommender systems which exploits contextual information to provide more effective recommendations. For example, in a temporal context, vacation recommendations in winter should be very different from those provided in summer. Or a restaurant recommendation for a Saturday evening with your friends should be different from that suggested for a workday lunch with co-workers [1].

We distinguish three forms of context-aware recommendation process: contextual pre-filtering, contextual post-filtering and contextual modeling [2]. Pre-filtering approaches use the current context to select a relevant subset of data on which recommendation algorithm is applied. Post-filtering approaches exploit contextual information to select only relevant recommendations returned by some algorithm. Contextual modeling differs from others techniques as it incorporates the context into recommendation algorithm.

Nowadays context information such as time and location are easy to be obtained with modern devices. However, also other parameters may be considered, such as company (alone, with friends, with girlfriend) which may be relevant when recommending movies or vacations. In addition, the exact context sometimes can be too narrow, as Adomavicius and Tuzhilin [2] exemplified by considering the context of watching a movie with a girlfriend in a movie theater on Saturday. Using this exact context may be problematic for several reasons. First, certain aspects of the overly specific context may not be significant. For example, user’s movie watching preferences with a girlfriend in a theater on Saturday may be exactly the same as on Sunday, but different from Wednesday’s. Therefore, it may be more appropriate to use a more general context specification, i.e. weekend instead of Saturday. Second, exact context may not have enough data for accurate rating prediction, which is known as the data sparsity problem. Thus it may be useful to refer to a more general context such as watching a movie with a girlfriend in a movie theater on weekend, watching a movie with someone in a movie theater on weekend and so on.

Additionally, often user preferences and items representation depends on the application domain addressed or on the specific recommendation approach used. Thus, a big effort is required to adapt the recommender system to another domain or to change the approach to use.

In this paper, we address the problems previously mentioned and we focus on the following research questions:

• Is it possible to represent context by combining different dimensions (such as time, location, mood, etc.) and representing different granularities for each dimension (e.g. the precise time moment, the day of the week or the season)?
• Is it possible to represent user preferences and items in such a way that can be adapted to different application domains and combined with different recommendation approaches?

The second author was supported by a fellowship from TIM.
We present a new approach to represent context and user preferences, which is based on two ontologies: Recommender System Context (RSCtx)\(^1\) which represents the context, and another ontology, Contextual Ontological User Profile (COUP), which represents user preferences. RSCtx is an ontology in a classical sense, while COUP is an ontology build according to Structured-Interpretation Model (SIM)\(^3\) and it consists of multiple ontological modules. Moreover, we propose a new ontology-based contextual pre-filtering method which could be used with existing recommendation algorithms.

We evaluated our approach by means of an offline study with a rating prediction task which showed that the usage of proposed ontologies and pre-filtering technique with recommendation algorithms could significantly improve the accuracy of prediction according to the Mean Absolute Error (MAE) measure.

The rest of the paper is organized as follows: Section II presents related work, Section III introduces our ontology to represent the context, while Section IV addresses the overall recommendation approach and the representation of user preferences. We detail the evaluation process and its results in Section V. Conclusions and future work close the paper.

II. RELATED WORK

We distinguish related work in works which addressed representation of context and other ontology based recommender systems proposed. The first is presented in Section II-A while the latter is briefly described in Section II-B.

A. Context Representation

In this section, firstly we address ontology-based context modeling and then we review context representation for recommender systems.

Many context ontologies have been proposed in the context awareness community. There are a number of surveys which review the literature relevant to context modeling in general [4], [5] or focusing on ontology-based models [6], [7]. In addition, Costabello [8] presented and compared a number of ontology-based context models against a set of requirements. This requirements fit also for our purpose therefore in the following we present the requirements and summarize Costabello’s comparison, obviously also considering RSCtx.

The relevant context aware and ontology engineering requirements are:

R1. Domain independence. A number of context ontologies have been created to model a given domain-specific scenario. Others adopt a domain-independent approach.

R2. Coverage. The ontology must guarantee a proper level of completeness for what concerns the desired contextual dimensions. In particular, the model must support multiple context dimensions such as device features, user preferences, location and time.

R3. Formality. Some ontology-based context models rely on formal definitions, while others adopt a more intuitive approach.

R4. Variable Context Granularity. Certain ontologies model context dimensions at different level of granularity. For example, location might be expressed in terms of latitude and longitude, or with a label assigned to a place (e.g. office, beach, cinema, etc.).

R5. User Friendliness Evaluation. Context-aware application developers must spend a reasonable amount of effort dealing with the context model, thus the ontology must be sufficiently easy to adopt and well documented. The presence of a user evaluation campaign to assess such feature is assessed by certain context models.

R6. Core ontology approach. The vocabulary must adopt a modular design, thus focusing on modeling core classes and properties that will be extended by third-party domain specialists.

Linked Data\(^2\) is a set of best practice to publish structured data on the Web. The set of data, vocabularies and ontologies which follows these practices made up the Web of Data. Costabello [8] considered also a number of requirements related to the Linked Data principles, which also fit for our purpose:

R7. Open World Assumption. The Web of Data is an open environment, and describing context in this scenario must consider third-party extensions unknown beforehand. Extensibility must be obtained with a low effort, thus additions must not impact on the already existing model.

R8. Lightweight Ontology. According to Linked Data best practices [9], the goal is to keep ontologies small and simple.

R9. Reuse of Existing Terms. Linked Data best practices favor the reuse and the combination of classes and properties of existing vocabularies. This is done to prevent the proliferation of terms and reduce the range of choices when modeling data.

R10. Availability on the Web. Web of Data vocabularies are published on the Web, and accessible according to Web of Data best practices. Moreover, they are associated to an HTML page, the “namespace document”, whose task is to provide a textual description of the vocabulary rationale, along with classes and properties explanation and examples.

Following these requirements, Costabello [8] compared a number of ontologies which modeled context and proposed PRISMA\(^5\), a vocabulary designed to model client generated context data. We present in the following the main feature of this vocabulary and other related works showed in Table I. PRISMA satisfies the most of the aforementioned requirements, although variable context granularity only partially. It miss formality and user friendliness evaluation, but none of the other works satisfies these two. On the contrary, all
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the works provide coverage and are domain independent, and all but one support (at least partially) the open world assumption. The only other ontology published on the Web is the Delivery Context Ontology (DCO)\(^6\), a modular and fine-grained vocabulary to model mobile platforms. It does not provide linking with other vocabulary, thus it is not considered a lightweight ontology. The SOUPA ontology [10] is an OWL ontology which is extensible, i.e. support the open world assumption, and reuses external ontologies, but it does not comply with Linked Data principles, for example it is not publicly available on the Web. CoOL [11] is a modular OWL ontology, which is grounded on F-Logic and uses features typically avoided in lightweight ontology. CONON [12] is another modular OWL ontologies, which is not published on the Web and does not reuse existing vocabularies. CoDaMos [13] is an extensible OWL ontology that is available on the Web but no namespace vocabulary is present. It is not lightweight and does not reuse other vocabularies. Korpipää et al. [14] present a context model designed for mobile, context-aware applications. It is general, but does not reuse existing terms and it is not extensible. Hervás and Bravo [15] propose a modular context model composed by independent ontologies which support extensions, although they do not reuse already existing linked data ontologies.

Various works addressed context representation for recommender systems. Abowd et al. [16] distinguish among primary and secondary context: the first can be directly measured, while the second not and needs to be derived from other types of contextual information. Kaminskas and Ricci [17] reviewed literature about contextual music retrieval. They distinguish among environmental, user-related and multimedia context: the first refers to information about the location of the user, the current time, weather, temperature, etc.; the second to information about the activity of the user, the user's demographic information, emotional state; and the third to other types of information the user is exposed to besides music, e.g., text and images. In addition to traditional dimensions (time location etc.) the authors suggested traffic, noise and light level. As multimedia context, they mention text and images. In addition to traditional dimensions. RSCtx supports most of the addressed dimensions and distinguishes among user-related and environmental context. It does not address multimedia context, but it considers the device features.

### B. Ontology based Recommender System

It has been proved that ontological user profile improves recommendation accuracy and diversity [20]. More specifically, a number of ontology-based and context-aware recommender system have been proposed. AMAYA allows management of contextual preferences and contextual recommendations [21]. AMAYA also uses an ontology-based content categorization scheme to map user preferences to entities to recommend. News@hand [22] is an hybrid personalized and context aware recommender system, which retrieves news via RSS feed and annotates by using system domain ontologies. User context is represented by a weighted set of classes from the domain ontology. Rodriguez et al. [23] proposed a CARS which recommends Web services. They use a multi-dimensional ontology model to describe Web services, a user context and an application domain. The multi-dimensional ontology model consists of a three independent ontologies: a user context ontology, a Web service ontology and an application domain ontology, which are combined into one ontology by some properties between classes from different ontologies. The recommendation process consists in assigning a weight to the items based on a list of interests in the user ontology. All this works focus on a specific domain and an ad-hoc algorithm, while our approach for representing user preferences is cross-domain and can be applied to different recommendation algorithm.

Hawalah and Fasli [24] suggest that each context dimension should be described by its own taxonomy. Time, date, location and device are considered as default context parameters in the movie domain. It is possible to add other domain specific context variables as long as they have a clear hierarchical
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### TABLE I

A COMPARISON OF ONTOLOGY-BASED CONTEXT MODELS [8]. FULL SUPPORT IS IDENTIFIED BY •, PARTIAL SUPPORT BY ◦, NO SUPPORT BY THE EMPTY CELL.

<table>
<thead>
<tr>
<th>Work</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
<th>R10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRISSMA(^8) [8]</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>DCO(^4)</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>•</td>
</tr>
<tr>
<td>SOUPA [10]</td>
<td>•</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>CoOL [11]</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>CONON [12]</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>CoDaMos [13]</td>
<td>•</td>
<td>•</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>Korpipää et al. [14]</td>
<td>•</td>
<td>○</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>Hervás and Bravo [15]</td>
<td>•</td>
<td>•</td>
<td>◦</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
<tr>
<td>RSCtx</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
<td>◦</td>
</tr>
</tbody>
</table>
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representations. Besides context taxonomies, this approaches uses a reference ontology to build contextual personalized ontological profiles. The key feature of this profile is the possibility of assigning user interests in groups, if these interests are directly associated with each other by a direct relation, sharing the same super-class, or sharing the same property.

Other works uses ontologies and taxonomy to improve the quality of recommendations. Middleton et al. [25] uses an ontological user profile to recommend research papers. Both research papers and user profiles are represented through a taxonomy of topics and the recommendation are generated considering topics of interest for the user and papers classified in those topics. Mobasher et al. [26] proposed a measure which combines semantic knowledge about items and user-item rating, while Anand et al. [27] inferred user preferences from rating data using an item ontology. Their approach recommends the items using the ontology and inferred preferences while computing similarities. A more detailed description of ontology based techniques is available in [28] and [29].

III. THE RECOMMENDER SYSTEM CONTEXT ONTOLOGY

Recommender System Context (RSCtx) extends PRISSMA\(^7\), a vocabulary based on Dey’s definition of context [30]. PRISSMA relies on the W3C Model-Based User Interface Incubator Group proposal\(^8\), which describes mobile context as an encompassing term, defined as the sum of three different dimensions: user model and preferences, device features, and the environment in which the action is performed. A graph-based representation of PRISSMA is provided Figure 1.

We designed RSCtx following METHONTOLOGY [31], a well know ontology design method. We assumed there is a predefined set of contextual dimensions in a given application, each with a defined set of attributes and we modeled the contextual information relevant to provide recommendations. We did not focus on any particular domain, on the contrary we aimed at reusing the ontology in different applications. As in PRISSMA, the point of view used to describe the context itself is the application point of view, thus we considered, the user itself as part of the context.

We needed a more detailed representation of the environment, in order to consider other contextual dimensions such as the purpose of the user and the weather. Figure 2 shows how prissma:Environment has been extended, by adding a number of properties and related concepts. To represent the weather we integrate hw:WeatherState from the Weather Ontology\(^9\). In this ontology the temperature is represented with respect to the room temperature, thus we defined a new class to represent symbolic values of temperature (such as warm, cold, etc.) and an attribute to represent numeric values, as show in Figure 3.
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\(^9\)https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/
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We also extended the time and location representations. We needed a more expressive model of these two dimensions, since asking for recommendations which have the same time stamp and the coordinates of the actual context is too restrictive and the recommender system may not have enough data. On the contrary, by generalizing the context (for example distinguishing among weekend and working day, or considering the city or neighborhood instead of the actual user position) may enable the recommender system to provide recommendations. The concept prissma:POI has been extended with various properties to represent the location in the context of a specific site by integrating the Buildings and Rooms vocabulary\(^10\). Furthermore, other properties related to the hierarchical organization of the location (such as the neighborhood, the city and the province of the current user position) have been added and some concepts from the Juso ontology\(^11\) have been reused. Figure 4 depicts relations and attributes which characterize a location. Yellow rectangles indicate concepts from rooms vocabulary, while blue ones are taken from Juso. The representation of time augments time:Instant defined in the Time ontology\(^12\). Some time intervals have been defined: the hours and the parts of day.
 Furthermore, we extended the user representation adding some dimensions which may be of interest, as the emotional, mental and physiological state of the user or his fitness. This can be interesting mainly in the medical or fitness domain, but emotional state can affect the user also in taking other kind of decisions, like choosing a movie to watch or music to listen to. Emotional, mental and physiological state concepts are equivalent to emotional, mental and physiological state in the General User Model Ontology (GUMO) [32], an ontology to describe the user which is available on the Web, although it is not compliant with Linked Data principles since it has not a namespace assigned. In addition, the emotional state is an extension of emoca:Emotion, which is defined in the Emotion Ontology for Context Awareness (EmOCA)\(^1\). We added some attributes to the physiological state and also defined an arousal relation which reuse emoca:Arousal.

The emotion in EmOCA are represented according to Russell’s model [33]. We extended emoca:Emotion, in particular we added pleasure and dominance as subclasses of emoca:Component in order to represent emotions according to the Pleasure Arousal Dominance (PAD) model [34] as well, as it is showed in Figure 7. In this way, we can indicate that the emotion is defined by valence and arousal by means of emoca:isDefinedBy to refer to Russell’s model, while we can indicate that the emotion is defined by pleasure, arousal and dominance to refer to the PAD model. Furthermore, in psychology it is possible to refer to emotion just by indicating its category (such as joy, anger, disgust, etc.). In EmOCA, six categories have been already defined, which can be used also in RSCtx since the emotional state is a subclass of emoca:Emotion. We can add more categories in our ontology if it will be needed, although at the moment it has not been done.

IV. RECOMMENDATION APPROACH

A. Contextual User Profile Ontology

To model user profiles we used the Structured-Interpretation Model (SIM) [35], [36], which consists of two types of ontological modules, i.e. context types and context instances.

Context types describe the terminological part of an ontology (TBox) and are arranged in hierarchy of inheritance. Context instances describe assertional part of an ontology (ABox) and are connected with corresponding context types through a relation of instantiation. There is another kind of relation, i.e. aggregation, which links context instances of more specific context types to a context instance of a more general context type. In the class hierarchy in a classical ontology there exists a top concept, i.e. Thing. In SIM ontology there is a top context type and a top context instance connected by instantiation. It is possible to add multiple context instances to one context type and aggregate multiple context instances into one context instance. The idea of SIM is shown in Figure 8.

The idea of adaptation SIM ontology as a user profile was proposed by Karpus and Goczyła [37]. They modeled contextual user profiles using only three context variables, i.e. location, time and mood, which influences a split of terminology into ontological modules. Our approach is different in some crucial aspects. First of all, we allow storage of many user profiles in one SIM ontology. We also support a storage of preferences from multiple domains by adding context types related to different domains. Another difference is the number of context variables permitted. We add context types and context instances related to contextual parameters in a dynamic way. As a consequence, we can use as many variables as needed in our approach. An example of contextual profile for one user is shown in Figure 9.

Only three modules in the example illustrated in Figure 9 are fixed: topContextType, topContextInstance and UserType. All others are configurable or can be added in a dynamic way. In topContextType we defined the concept Rating and its corresponding roles, e.g. isRatedWith and hasValue. UserType is artificial and is present in the SIM ontology because it enable to add many user profiles to the ontology. In the next level of the hierarchy, there are context types that describe domains of interests related to a recommender system which will use the profile. In the next levels, all context types and instances are added to the contextual user profile during the learning phase or later, when a new context situation occurs.

The general process of learning the user profile is as follows. At the beginning there is just the RSCtx ontology and an empty contextual ontology, i.e. with terminological part only. For a given user, an item is taken with the rating and the situation in which it was consumed from the user’s history. The level of granularity of the context is checked with the RSCtx ontology and is changed if needed, e.g. shifting from time = 2 p.m. to time = afternoon. A context instance is created for this context, if it is not already available. Finally, an item with its rating is added to the identified context instance. Each item is represented as a set of individuals of appropriate concepts defined in a domain context type.

We use the ontologies previously presented for pre-filtering in the recommendation process. The aim is to provide a
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universal context-aware improvement for existing algorithms.

The system consists of three main functional parts: context detection and generalization, user profile and pre-filtering, and recommendation. In the first part, we used the RSCtx ontology to identify the user context from raw data and generalize it in

the desired granularity level. The second part is responsible for building user profile, finding a context instance that fits the actual user context, and returning only relevant user
preferences. The last part uses well-know algorithms, e.g. Item kNN, User Average, SVD++, for providing recommendations. For this task we exploit implementations from the LibRec library.

The general recommendation process is as follows. Given a user and his current situation, a proper generalization of his context is generated by using the RSCtx ontology. Then, an appropriate context instance from COUP is identified by using the generalized context. If a context instance is not found in the user profile, the generalization step is repeated to search for a module that corresponds to the new context. If it is found, user preferences are prepared to be used with a recommendation algorithm.

V. EVALUATION

We conducted an offline study in order to evaluate the RSCtx ontology and the COUP ontology. We selected a number of algorithms and we compared the accuracy of each algorithm when used as is and when combined with proposed ontologies. We aimed to answer the following question: does our context and user preferences representation improve accuracy of recommendation algorithms?

We relied on ConcertTweets dataset [38], which combines implicit and explicit user ratings with rich content as well as spatio-temporal contextual dimensions and social network data. It contains ratings that refer to musical shows and concerts of various artists and bands. Since the dataset was generated automatically, there were some duplicated events, for example the same concert was occurring twice, once with country United Kingdom and once UK. We fixed this kind of situations. Another problem with the dataset is the usage of two rating scales: one numerical scale with ratings in the range [0.0, 5.0] and one descriptive scale with possible values equal to yes, maybe and no, although no never occurred. We decided to split the dataset into two separate sets according to the scale type and we mapped the descriptive values yes, maybe and no with the numerical values 2, 1 and 0. Table II presents some statistics about the data by considering the whole dataset and each of the sets generated when splitting by scale type. We prepared two pairs (one for each scale) of training and test sets for hold-out validation. In the test set we put 20% of the newest ratings of each user. All other ratings were placed in the training set. The split was performed based on rating timestamp value.

Because of the dataset domain, we needed to add to contextual user profile a new context type, MusicType. For this purpose we reused two existing ontologies related to music, i.e. musicbrainz and music vocabulary. We used their terminological parts only. Any item can be represented as a pair of individuals of type mb:Artist and m:Musical_Event and with their corresponding properties.

Our approach is a pre-filtering approach and can be used with existing recommendation methods. We evaluated the ontologies with five algorithms: Random Guess, Item kNN, User Average, SVD++ and Time SVD++. We compared the results of first four algorithms without pre-filtering and with pre-filtering, while the fifth was executed without pre-filtering only, because it already contains the time as a contextual factor. We used it as a baseline for comparing our contextual pre-filtering technique combined with SVD++ algorithm.

We performed an experiment for rating prediction task and measured accuracy with MAE. Results are presented in Table III and Figures 10 and 11. It should be noticed that without pre-filtering, the User Average algorithm outperforms SVD++. This may be due to the way in which users rate musical events: it may be possible that they do not use the whole rating scale but just a part of it, e.g. a user evaluates only those events that he likes (his ratings are always greater that 3.0). As it can be seen in Figure 10 and Table III, when our ontological pre-filtering approach is applied, results on the numerical scale

### TABLE II
**Statistics on the data contained in ConcertTweets dataset at the time of the experiment**

<table>
<thead>
<tr>
<th>All</th>
<th>Descriptive ratings</th>
<th>Numeric Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>61803</td>
<td>56519</td>
</tr>
<tr>
<td>Number of musical events</td>
<td>116320</td>
<td>110207</td>
</tr>
<tr>
<td>Number of pairs artist and musical events</td>
<td>137382</td>
<td>129989</td>
</tr>
<tr>
<td>Number of ratings</td>
<td>250000</td>
<td>219967</td>
</tr>
<tr>
<td>Maximum number of ratings per user</td>
<td>1423</td>
<td>1419</td>
</tr>
<tr>
<td>Minimum number of ratings per user</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Average number of ratings per user</td>
<td>4.045</td>
<td>3.892</td>
</tr>
<tr>
<td>Maximum number of ratings per item</td>
<td>218</td>
<td>216</td>
</tr>
<tr>
<td>Minimum number of ratings per item</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Average number of ratings per item</td>
<td>2.149</td>
<td>1.996</td>
</tr>
<tr>
<td>Number of users who ranked at least 5 items</td>
<td>13241</td>
<td>11548</td>
</tr>
<tr>
<td>Number of users who ranked at least 10 items</td>
<td>5369</td>
<td>4639</td>
</tr>
<tr>
<td>Number of users who ranked at least 50 items</td>
<td>289</td>
<td>244</td>
</tr>
<tr>
<td>Number of users who ranked at least 100 items</td>
<td>66</td>
<td>54</td>
</tr>
<tr>
<td>Sparsity</td>
<td>0.999971</td>
<td>0.999970</td>
</tr>
</tbody>
</table>

![Fig. 10. Boxplots of MAE values of different algorithms computed per user on subset with numeric ratings](image1)

![Fig. 11. Boxplots of MAE values of different algorithms computed per user on subset with descriptive ratings](image2)
subset are better. Our contextual pre-filtering combined with classical SVD++ performs better than Time SVD++. There could be two reasons for this behavior. First, the usage of more contextual parameters than just one, the time, gives more improvement to prediction accuracy. Second, our approach (even if used with time parameter only) with SVD++ is truly better than Time SVD++ algorithm. This should be addressed in further work.

From Figure 11 we see that a median value for our approach is improved for all algorithms but the overall MAE value for descriptive scale subset is worst for all of the cases. This suggest that in the case of binary scale (yes/maybe) contextual pre-filtering may increase the sparsity and noisiness of the data. Thus, the recommendation algorithm may not always predict the rating. However, the difference between results for two subsets could be caused not by wrong pre-filtering method but by psychological differences between a priori and a posteriori evaluation by a user. It is more reliable when a user evaluates an item after he consumed it than when he declares what he would do or prefer. This could lead us to conclusion that this approach could be successfully applied in recommender systems where numeric scale is used to rate items in a posteriori way. Currently, we have not identified any other limitations for applying proposed contextual pre-filtering approach.

To check the statistical significance of the results, we applied Wilcoxon test with p-value 0.01. We chose this statistical test because we cannot guarantee the normal distribution of obtained results. The test confirmed the statistical significance of our results.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we presented a new approach for contextual pre-filtering in Recommender Systems. It is based on two ontologies: Recommender System Context (RSCtx), which represents the context, and Contextual Ontological User Profile (COUP), which represents user preferences. RSCtx extends PRISSMA and represents different context dimensions on different granularity levels. COUP was modeled according to SIM approach for modularization. Different users' parts of profile are represented in different ontological module. This allows us to: (I) store multiple users in one ontology, (II) clearly distinguishing user preferences from different domains, but keeping all the user preferences together, and (III) split user interests from one domain into “micro profiles” related to some contextual situation without loosing the possibility to reason on different level of context granularity.

We successfully applied RSCtx for context identification and generalization tasks, showing that it is possible to represent context by combining different dimensions and representing different granularities for each dimension. We used COUP for representing user preferences in different context in the domain of musical events and for obtaining user data relevant to his current context for rating prediction task with baseline algorithms. This offline study showed that the usage of proposed ontologies with recommendation algorithms could significantly improve the accuracy of prediction according to MAE measure. This confirmed part of the second research question, i.e. that it is possible to represent user preferences and items in such a way that can be combined with different recommendation approaches. The next step in our research is proving that we can adapt our user representation for different domains.

As future work, we plan to extend our experiment to ranking task as well as to investigate on the influence of the proposed approach on diversity and novelty of recommendations.
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Abstract—This paper presents and evaluates different computational models for review rating prediction. The models rely solely on star ratings from an annotated corpus of customer reviews of mobile apps that were collected from the Google Play Store in a related work. Fine-granular opinions and the classification of their sentiment orientation were already available. The models build upon them to make predictions based on their polarity. Predicting star ratings is of importance to the sentiment analysis community because it can better be understood how customers subjectively rate products. Rating them consistently with corresponding written reviews, however, remains a difficult task for automated predictors. This paper sheds new light in that direction.

Index Terms—Mobile apps, review rating prediction, semantic sentiment analysis.

I. INTRODUCTION

MOBILE app star ratings and reviews drive apps’ rankings, downloads, updates, and in-app purchases. That is what a study from Apptentive has found after surveying smartphone owners and after analysing “historical data from delivering over 160 million interactions and ratings prompts” [1]. According to the study, both star ratings and reviews strongly influence not only the success of mobile apps but also the consumers’ engagement with them.

The analysis and interpretation of mobile app star ratings and reviews are not straightforward tasks, however. Monitoring star ratings and reviews is expensive, difficult to accomplish, laborious, and error-prone [2]; many of the ratings and reviews are biased (e.g., app users are more likely to leave ratings or reviews after a negative experience with the app [1]); reviews are in general short and often use abbreviations, emoticons, and informal language; and even star ratings are sometimes unrelated to the experiences with the app itself (e.g. [3] analyses how people give poor ratings just because they are asked to rate the app, explicitly).

Star ratings and reviews are extremely important for brands, for example, for improving their products based on customers’ feedback. Ratings also matter for marketing purposes and companies’ reputation: it is not only crucial that a top app is highly rated but also that it has at least four stars and many ratings. According to Walz [4], 88% of top-100 Android apps (51% of top-100 iOS apps) have a rating greater than four stars, and the average top-100 Android app (top-100 iOS app) has 3.1 million (196 thousand) ratings.1 But how to predict or to influence users’ star ratings?

Star ratings and reviews are also crucial for customers and their future behaviour when using and recommending the apps. If new customers trust an app’s ratings and reviews, then they are more willing to download the app and to benefit from its functionality, e.g. to buy products easily, or to connect and communicate instantly with others, or to simplify daily activities at the office, to name a few benefits. If their experiences with the app are positive, then they would recommend it further and even give feedback to the company for improvements to the app: a win-win situation. Although customers and companies value feedback differently [5], it is true that not only star ratings but also the reviews’ content play an important role for both parts.

However, could we teach users how to rate apps consistently with the review they are writing for a mobile app? For example, would it be possible to improve recommendation accuracy by suggesting to users the most adequate star rating they should give to a product depending on the semantic orientation of what they have already written in the review? How does it compare to previously reviewed mobile apps? Would an improvement in the accuracy also mean an improvement of users’ engagement and satisfaction with the apps?

The remaining sections of this paper continue as follows: Section II introduces both the task of review rating prediction and related work in this area. A corpus of annotated reviews of mobile apps from different domains that is used for analysis is presented in Section III. Computational models that are proposed to predict star ratings based on the annotated reviews of the corpus are topic of Section IV. These models are analysed and evaluated in several experimental settings that are defined in Section V. Finally, results are discussed before the conclusions of the paper are presented together with some ideas for further work.

II. RELATED WORK

The prediction of star ratings (e.g., ratings ranging from 1 to 5 stars) has been the focus of many academic and business applications to date. In particular, review rating prediction,

1Figures from June 2015.
also known as sentiment rating prediction, is a task that deals with the inference of an author’s implied numerical rating, i.e. on the prediction of a rating score, from a given written review [6], [7]. Recommendation systems, for instance, often suggest products based on star ratings of similar products previously rated by other users.

Yet analysing a textual review is a much more difficult task than guessing the rating by only considering other available numerical scores. This is why not only classifying sentiment [8], [9] but also predicting rating scores has captured the attention of the sentiment analysis community in the last few years. For example, Pang and Lee apply classification and regression, supervised learning techniques to rate movie reviews [10], and Goldberg and Zhu extend their approach by applying a graph-based semi-supervised learning algorithm that achieves better performance [11].

This means that rating predictors should consider the subtle differences between review texts as a whole, and reviews of individual aspects. [16] and [17] come to the same conclusions, and affirm that textually derived ratings are better predictors than numerical star ratings. In their experiments, Zhang and co-authors first let three annotators manually label the polarity orientation of sample reviews from a restaurant dataset and then compare them against automatically generated annotations using unsupervised review-level sentiment classification [15]. Afterwards, the annotators label not reviews as a whole but their aspects or features individually. Again, the results are compared to those obtained with the methods the authors propose, showing the inconsistency between textual reviews and numerical ratings when the latter do not consider phrase-level sentiment polarity.

Gupta and co-authors also apply supervised learning with a multi-aspect rating prediction for textual reviews of restaurants [18]. They consider numerical ratings for aspects like food, service, and overall experience, inter alia, as well as considering the interdependence of aspects for around eight sentences per review on average. Orimaye and co-authors introduce a sentence-level polarity correction [19]. Their technique identifies sentences with inconsistent polarities that are handled as outliers and, as such, are discarded from the reviews. This approach might not be convenient for mobile app reviews, where the length of subjective phrases might be about two words long on average, and the reviews are not long enough either [20]. Discarding information in the case of mobile apps would introduce an extra bias to the problem.

Sängert [20] introduces an aspect-based opinion mining of mobile apps ratings that extends Klinger and Cimiano’s work [21], [22]. According to Sänger, Klinger and Cimiano’s approach was chosen because it deals with fine-granular aspect-based opinion mining, its implementation is open-sourced (see https://bitbucket.org/rklinger/jfsa), and it is suitable for mining text written in German, as is the case of the dataset he uses (see next section). Sänger concludes that such a technique is also appropriate for analysing mobile app reviews; he both adapts and validates Klinger and Cimiano’s work for such reviews.

Sänger’s approach serves as the background to, and the basis for, the work presented here. It is worth mentioning, however, that the goal of the work presented in this paper is not to deal with aspect identification nor with sentiment classification, but assuming that these tasks are performed before the star ratings are predicted. A complement to Sänger’s work, in other words. Thus, unlike other approaches that identify aspects or classify sentiment at a fine-granular level, like most of the works reviewed above (e.g. [10]–[12], [17], [21], to cite but a few), the idea of our approach is to provide a method for predicting star ratings based solely on available annotated, fine-granular opinions.

The next section introduces the dataset that is used for analysis and validation.

III. CORPUS OF ANNOTATED CUSTOMER REVIEWS

The annotated corpus used here was initially provided by Sänger as constructed in [20], later named SCARE as introduced in [23]. It consists of 1,760 randomly selected, annotated reviews for a total of 130 mobile apps from different domains. The annotations consider fine-granular opinions as well as the app aspects and their relationships. Each textual review includes a customer evaluation of the app, and has an associated rating. All textual reviews are in German. Each evaluation consists of at least one phrase. There is a total of 6,446 phrases from which 3,959 are manually annotated subjective phrases. The corpus contains a total of 2,487 aspects.

Sänger claims that his mobile app dataset is the first of its kind. It comprises a total of 802,860 reviews in German of 148 mobile apps from 11 different categories, the annotated corpus introduced above being a subset of it. The reviews were collected from the Google Play Store (see https://play.google.
com/store) using an open-source API for the Android Market (see https://code.google.com/archive/p/android-market-api/).

Specifically, the annotated corpus that is used here contains the following information, which follows the structure presented in [24]:

- **all.data** A list of all reviews as retrieved through the Android Market API, including the app’s name, the full review text, and the star rating given by the user.
- **all.txt** A list of all review texts as they were used in the annotation process (the review title and its content are concatenated).
- **all.csv** A list of all annotated subjective phrases and aspects, each subjective phrase with an internal ID, its corresponding ID, and its polarity.
- **all.rel** A list of all annotated relations between the subjective phrases and their aspects.

Figure 1 shows all major steps of the prediction process that makes use of the annotated corpus. It starts by **parsing** the lists introduced above and by creating workspace variables with which to work.

![Prediction process diagram]

The polarity of a phrase depends on the expressed opinion, and thus on the semantic orientation or **sentiment** of the phrase, i.e., whether the expressed opinion of the opinion holder\(^3\) is positive, negative, or neutral [7]. Since a review might have more than one phrase, calculating the polarity of the review would depend on the polarities of its phrases. In particular, mobile app reviews are much shorter than other product reviews, use language constructs that are similar to those used in micro-blogging (e.g., Twitter), have unstructured sentences in general, and often use more concise words [20].

According to Sänger [20], the subjective phrases were annotated and their polarity determined following a rigorous process that comprised the development of annotation guidelines, the explicit training of four annotators on these guidelines, the annotation of random phrases in iterative rounds, as well as a later controlling and improvement of the performed annotations. The final version of the annotations during the training process achieved a substantial inter-annotator agreement with a kappa value \(\kappa = 0.72\), computed using the Fleiss’ kappa measure (see Chapter 3 in [20] for more). Then, the actual annotations to be considered for the corpus were carried out.

It is worth mentioning that the polarity of type unknown was handled as a default value in the tool that was used for annotating the corpus (see http://brat.nlplab.org/). According to Sänger [25], this relates to reviews where the annotators forgot to specify the polarities. Because the phrase polarity was not of further interest in his work, there was no need to correct that issue. Thus, unknown sentiments are not considered for the experiments that will be introduced in succeeding sections: they are deleted from the corpus in a **cleaning** procedure (see Figure 1).

After cleaning the unknown polarities out, the new annotated corpus consists of 1,751 reviews, 130 apps, 6,398 phrases, and 3,927 subjective phrases. Table I shows the distribution of all phrases from the corpus according to their polarity, before and after the cleaning process has taken place. Almost two thirds of the subjective phrases express a positive opinion, and about one-third have a negative polarity.

<table>
<thead>
<tr>
<th>Polarity</th>
<th>Before cleaning</th>
<th>After cleaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive</td>
<td>2,463</td>
<td>2,458</td>
</tr>
<tr>
<td>negative</td>
<td>1,433</td>
<td>1,416</td>
</tr>
<tr>
<td>neutral</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>unknown</td>
<td>10</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Star rating</th>
<th>No. of annotated reviews</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>295</td>
<td>16.8</td>
</tr>
<tr>
<td>2</td>
<td>111</td>
<td>6.3</td>
</tr>
<tr>
<td>3</td>
<td>136</td>
<td>7.8</td>
</tr>
<tr>
<td>4</td>
<td>299</td>
<td>17.1</td>
</tr>
<tr>
<td>5</td>
<td>910</td>
<td>52.0</td>
</tr>
</tbody>
</table>

If reviews with 4-5 stars are considered positive reviews and those with 1-2 stars are considered negative reviews (the thumbs-up-thumbs-down approach suggested by Liu in [7]), then over two-thirds of the reviews from the annotated corpus have a positive polarity (69.1%) and only about one out of four reviews is negative (23.1%). Compared to the

\(^3\) The person that holds the opinion [9]. Also, opinion source.
subjective phrases polarities from Table I, these are slightly smaller values (62.6% positive polarity). This means that the expressed opinions from the corpus are in general more positive when they are given as an overall numerical rating than when taking into account their individual subjective phrases (probably aspect-related) polarity. It can be observed in Figure 2 that the line depicting the average of star ratings is above the expected line averaging the subjective phrases polarity. The fine-granular analysis suggested by Klinger and Cimiano [21], [22] and extended by Sänger [20] confirms the findings from other approaches [15]–[17] with respect to the subtle differences between ratings of reviews as a whole and as differentiated subjective phrases.

Figure 3 shows the number of star ratings and subjective phrases for each app after a filtering procedure (see Figure 1) that groups them together according to the reviews associated with that app. There are about twice as many subjective phrases than star ratings per app. They have a strong linear dependency: there is a positive correlation, with the Pearson’s correlation coefficient \( \rho = 0.8 \). This is a good indicator for considering linear regression models that can predict the star ratings without human intervention.

Yet another possibility to plot the data from the corpus is shown in Figure 4. This time, the number of reviews per app is taken into account. Such a visualisation was helpful when analysing apps according to their importance or to the number of reviews that are provided. We do not consider further implications in our experiments but were better aware of the distribution of the ratings when analysing the data.

Not only is a visual analysis of the data concerning the number of reviews and their ratings interesting, but also in which relation stay positive and negative opinions to each other. As can be seen in Figure 5, negative reviews have higher impact than positive reviews. There is a negative correlation between both of them, with Pearson’s correlation coefficient \( \rho = -0.78 \) (apps with no positive subjective phrases were filtered out to avoid indetermination when considering the negative vs. positive sentiment ratio).

All these observations determined which computational models should be considered in order to predict star ratings. Some of these models will be presented in the next section. In this paper and for the reasons commented above (like the strong linear dependency between subjective phrases and star ratings per app), we place great emphasis on multivariate regression models.

### IV. PREDICTION OF STAR RATINGS

Let \( h_\Theta : \mathbb{R}^{n+1} \to \mathbb{R} \) be the hypothesis of a multivariate regression model,

\[
h_\Theta(x) = \theta_0 x_0 + \theta_1 x_1 + \cdots + \theta_n x_n = \Theta^T x,
\]

with \( \Theta \in \mathbb{R}^{n+1} \) being a vector of parameters, \( x \in \mathbb{R}^{n+1} \) being a vector of features or independent variables, \( n \in \mathbb{N} \), and \( i = 0, \ldots, n \).
The cost function which is to be minimized in order to find the optimal values of the parameters $\theta_i$ is the following:

$$c(\Theta) = \frac{1}{2m} \sum_{j=1}^{m} (h_{\Theta}(x^{(j)}) - y^{(j)})^2,$$

(2)

with $m = 1701$ being the number of reviews in the corpus and $y$ being the dependent variable or star rating for each annotated review $j$.

For predicting star ratings of mobile apps, a model with four variables (or features) could be considered, where

• $x_0$ is equal to 1 for convenience of notation,
• $x_1$ is the number of subjective phrases with positive polarity,
• $x_2$ is the number of subjective phrases with negative polarity, and
• $x_3$ is the number of subjective phrases with neutral polarity.

Let $h_{1\alpha} : \mathbb{R}^4 \rightarrow \mathbb{R}$ be the corresponding hypothesis:

$$h_{1\alpha}(x) = \theta_0 x_0 + \theta_1 x_1 + \theta_2 x_2 + \theta_3 x_3.$$  

(3)

This is the baseline model.

In case the neutral polarities are not considered, as will be discussed in the next section, the above model can be simplified as follows:

$$h_{2\alpha}(x) = \theta_0 x_0 + \theta_1 x_1 + \theta_2 x_2,$$

(4)

with $h_{2\alpha} : \mathbb{R}^3 \rightarrow \mathbb{R}$.

Since some apps might have many more reviews than others, the values of the features could be normalised using the following scaling:

$$x'_i = \frac{x_i - \mu_i}{\sigma_i},$$

(5)

with $\mu_i$ the mean value and $\sigma_i$ the standard deviation of the feature $i$ in the vector of features $x$.

An average-based, simpler model could also be considered by taking into account only the average value of the polarities of a review (e.g., average polarity between all positive, negative, and neutral sentiments of the review) in one feature. Let $h_{3\alpha} : \mathbb{R}^2 \rightarrow \mathbb{R}$ be the hypothesis for that case:

$$h_{3\alpha}(x) = \theta_0 x_0 + \theta_1 x_1.$$  

(6)

The average polarity (numerical) value of a review can be calculated by mapping the polarities to the following values: 5 for a positive polarity, 3 for a neutral polarity, and 1 for a negative polarity.

The average polarity value can also be calculated by considering the review rating score (RRS) as suggested in [16] and [17]. This would mean that only the positive and negative polarities are taken into account, and are summed up using the following formula:

$$RRS^{(j)} = \left(\frac{P^{(j)}}{P^{(j)} + N^{(j)}}\right) \cdot 4 + 1,$$

(7)

where $P^{(j)}$ is the number of positive subjective phrases in review $j$, $N^{(j)}$ is the number of negative subjective phrases, and $1 \leq j \leq m$. As in [16], the new rating is scaled in the range of the corpus star rating (i.e., one to five stars).

Even a polarity ratio can be computed, too, where only the proportion between negative and positive polarities is taken into account.

Altogether, eight different models will be analysed and evaluated in the experiments that are introduced in the next section. They are summarised in Table III.

<table>
<thead>
<tr>
<th>Model</th>
<th>Hypothesis</th>
<th>Neutral polarities</th>
<th>Features normalised</th>
<th>Polarity average</th>
<th>RSS average</th>
<th>Polarity ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$h_{1\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M2</td>
<td>$h_{1\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M3</td>
<td>$h_{2\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M4</td>
<td>$h_{2\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M5</td>
<td>$h_{3\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M6</td>
<td>$h_{3\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M7</td>
<td>$h_{3\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M8</td>
<td>$h_{3\alpha}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

V. Experiments

Two different groups of experiments are considered for predicting the star ratings of mobile apps based on the expressed opinions from each review. All rely only on the polarity of the subjective phrases that are included in the annotated corpus.

The first group of experiments deals with assessing the importance of sentiment in the reviews. For example, whether to filter neutral phrases out from the corpus or not is investigated by applying different regression models, as introduced in the section above. Furthermore, filtering reviews
with no sentiment out (i.e., those that do not contain subjective phrases at all) is also analysed.

The second group of experiments makes use of other predictors, as suggested in [16] and [17], after considering the results of the first group of experiments.

Each individual experiment is run 10,000 times. A Monte Carlo cross-validation is applied each time: on each iteration, the annotated reviews dataset is randomly partitioned into a 70% training dataset that is used to train the model in a supervised manner, and into a 30% testing dataset that is used to validate it.

A. Multi-variate linear regression-based predictors

Ganu et al. point out that neutral polarities do not add significant information to their experiments [16]. This could be also the case for the sentiment rating prediction of mobile apps that are used here. In order to investigate this, some of the regression models introduced in Section IV are trained and evaluated both with and without taking into account the neutral sentiments. Furthermore, they are also trained and evaluated with a reduced corpus that does not contain reviews that have no subjective phrases at all, i.e., reviews with no positive, neutral, or negative phrases are filtered out from the corpus. Concretely, a total of 77 reviews are filtered out.

The first experiment, experiment E1, considers the polarity count and evaluates the baseline regression model, i.e., hypothesis $h_{1a}(x)$ from Equation 3 and hypothesis $h_{2a}(x)$ from Equation 4. In other words, models $M1$ and $M3$ are evaluated, i.e., with and without neutral polarities.

The second experiment, experiment E2, uses the average-based hypothesis $h_{3a}(x)$ from Equation 6 for the training. Models $M5$ and $M6$ are evaluated, i.e., with and without neutral polarities.

The third experiment, experiment E3, considers the baseline model and the model without neutral polarities, i.e., hypotheses $h_{1b}(x)$ and $h_{2b}(x)$, both with normalised features. Models $M2$ and $M4$ are evaluated.

B. Univariate, average-based predictors

This group of experiments considers the RRS as defined in Equation 7.

First, an experiment E4 with hypothesis $h_{3a}(x)$ is considered. In this case, model $M7$ is evaluated.

A second experiment, experiment E5, also uses hypothesis $h_{3a}(x)$ but with the negative vs. positive polarities ratio, i.e., model $M8$ is evaluated.

A third experiment, experiment E7, makes a metadata-based prediction (also similar to that proposed in [16]): given a new test review of an app, it predicts the rating by computing the average of all reviews available in the training set. A hypothesis like that from Equation 6 is considered and, with it, a new model $M9$ is evaluated.

VI. RESULTS AND DISCUSSION

The results show the averages of the mean squared errors (MSE) and the standard deviation $\sigma$ for both the training and the test sets for each of the 10,000 iterations from the experiments. Together with these metrics, the value of the maximum error minus the minimum is also given.

Table IV shows the results for the first group of experiments, i.e., for those settings that evaluate not only the importance of neutral sentiment orientation but also whether reviews without subjective phrases should be included in the analysis or not.

The model that best predicts the star ratings is $M6$ (see the last column of experiment $E2$ in Table IV). This means that filtering both subjective phrases with neutral polarity and reviews with no sentiment orientation at all, fits much better the predictor (i.e., hypothesis $h_{3a}(x)$ from Equation 6) to the observed data.

In a second grade of importance are the best results that were obtained for experiments $E1$ and $E3$. These are underlined. For our concrete corpus, it is not a good idea to normalise the model features: this does not improve the accuracy (see the second-last column of experiment $E3$ in Table IV). Furthermore, models with more features profit from more data, as expected (see the first column of experiment $E1$ in Table IV).

Figure 6 shows a visual comparison between the results of the first two experiments, $E1$ and $E2$.
where $x_1$ is the average of the positive and negative polarities of the review, and the intercept and the slope are the optimal parameters $\Theta$ that were found.

Table V shows the results for the second group of experiments.

**TABLE V Mobile apps rating prediction: Other (average-based) predictors.**

<table>
<thead>
<tr>
<th>Experiments</th>
<th>with neutral phrases</th>
<th>without neutral phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>E4: Linear regression with RRS</td>
<td>Training</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>–</td>
</tr>
<tr>
<td>E5: Linear regression with ratio neg/pos polarities</td>
<td>Training</td>
<td>0.79105</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.82057</td>
</tr>
<tr>
<td>E6: Metadata-based prediction</td>
<td>Training</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>–</td>
</tr>
</tbody>
</table>

If the review rating score is considered, i.e., model $M_7$, then its results outperform all other predictions (see the final column of experiment $E_4$ in Table V).

Figure 7 shows a closer look when comparing the best models of both groups of experiments, i.e., $E_2$ and $E_4$.

The predictions that are computed based on the review rating score are much closer to the star ratings given by the authors of the reviews, as Figure 8 clearly indicates (compared to those of Figure 2).

**VII. CONCLUSIONS**

Textually-derived rating prediction can be performed well even when only phrase-level sentiment polarity is available. This is what the computational models introduced and evaluated in this paper have shown. Not all fine-granular opinions are of importance, however; filtering out subjective phrases with neutral sentiment and computing the overall sentiment of a review using the review rating score proposed in [16] and [17] provides the best star rating predictions for mobile apps’ reviews written in German. Based on these results, new applications could suggest to customers how to
rate apps more consistently with the reviews they write, by considering their expressed opinions at the phrase level. Both customers and companies would benefit alike.

Further work will deal with the ideas that follow. Subjective phrases are aspect-oriented, i.e., the expressed opinions are probably related to features or aspects of a particular app. By extending the model to consider the aspects’ relevance, an improvement in performance might be achieved. Furthermore, the phrase polarity is usually given in broad categories (i.e., positive, neutral, and negative). It could be interesting to analyse the strengths of the opinions [26], too. Moreover, it is our interest dealing with other types of models different than linear, multivariate regression ones.
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Abstract—Contemporary travel information services are connected to huge amount of travel related data used for improving personalized suggestions. Such suggestions include finding better routes, access to amusement and educational amenities implemented as digital services, as well as the features for people collaboration, and for planning leisure time with respect to existing attractiveness evaluation algorithms under time-budget constraints. Much effort is required for supporting personalized itineraries construction in such a way which would leverage existing cultural and technological user experience. In this paper we analyze the underlying algorithms and major components being an implementation of the proposed model investigated with particular attention to annotated leisure walk route construction, traveler collaboration and travel meeting management. In sum, we make an effort to address a number of complex issues in the area of developing models, interfaces and algorithms required by modern travel services considered as an essential application of a human-centric computing multidisciplinary paradigm.

I. INTRODUCTION

There is no exaggeration in saying that traveling is one of remarkable ways to discover the world. Among different obvious factors (which include journey time planning, accommodation management, equipment preparation, etc.) there are many aspects related to the careful forethought of a journey which would make it coming up well to the traveler’s interests and expectations. To a significant extent, present day information services for travelers are about personalization, extending usage scenarios, improving suggestions and recommending journey options on the base of the information retrieved from various warehouses containing huge amount of travel related data.

The idea of our approach is to combine user experience orientation and rich facilities of the present day information retrieval, processing and presentation tools for the benefits of better travel planning, itinerary construction and traveler experience sharing. Indeed, with current level of computer-assisted tools and methods tourists expect more facilities than simply finding a fastest and cheapest way or getting a direction. They expect to be advised how to deal with many competitive factors of route construction, some of them (like sight attractiveness) aren’t easily formalizable. The problems of developing better personalized services for travelers are within the scope of the emerging domain of urban computing [1], [2] where suggestion environments are rapidly developing. Thus, leisure could be suggested: we believe that advancing services for travelers is a perfect area to be upgraded by introducing better suggestion facilities.

In this work we don’t pretend to cover all possible suggestion use cases supported by a big variety of existing applications. We partially address only a selection of scenarios representing five major aspects of travel planning and management:

1) Journey preparation and planning;
2) Itinerary construction automation and navigation;
3) Multimedia assistance automation;
4) Traveler interaction and collaboration;
5) Post-travel experience.

The listed aspects (which are not exhaustive, nor totally independent) and the corresponding scenarios are described in Section II.

II. ASPECTS AND USE CASES

Let us examine our selection of travel planning and management aspects.

The first aspect is journey preparation and planning. Nowadays travelers still use but aren’t totally satisfied with traditional paperback editions of numerous travel guides containing plenty of maps and city plan fragments. Voyagers consult different guides implemented as software applications (currently available on many mobile platforms and advertised on the web sites like Museum1, Izi.travel2 or PocketGuide3), they share their experience via social networks and traveler forums available on relevant web sites (like TripAdvisor4). Many applications exist for mobile devices supporting GPS-sensors, electronic maps, as well as various multimedia features. In Section III-A we provide a brief survey of existing web resources for travelers.

Instead of taking predefined packages, many people prepare their own itineraries with the help of information available on the web sites for travelers. Thus, the second aspect is route construction automation and navigation. While planning

1http://www.museum.com/
2http://izi.travel/en
3http://pocketguideapp.com
4http://tripadvisor.com
visiting some area for a certain period of time, tourists are unlikely able to visit each attraction. Effectively, they solve a kind of fuzzy optimization problem in order to select something that would be specifically interesting to them. Tourists select points of interest (POIs) depending on their significance from a certain point of view. Hence, one possible application of traveler advisory systems is to navigate the selection process by implementing the criteria representing a tourist object attractiveness by some formal schema. In Section III-B we analyze possible approaches for such a formalization.

Creating personalized itineraries requires using rich facilities of multimedia assistance automation. This aspect is connected to different issues, including assisting visually impaired pedestrians [3], creating multimedia travel books integrated with electronic maps and accessible from mobile devices [4], creating audio guides for museums and cultural sights [5], [6], designing personalized recommendation systems in order to mitigate information overload [7], and so on.

The next aspect is traveler interaction and collaboration. Somehow, many current efforts are about delivering personalized solutions allowing travelers to leverage and to share their experience and/or to follow major scenarios we could learn as a result of travelers’ experience study [8], [9].

Personalization and user collaboration is connected strongly to the possibility to leverage post-travel experience knowledge. Among existing solutions for travel reporting we can cite a couple of examples like TripJournal5 and TripCast6.

To sum up, we agree with the statement from [10] that the focus of many existing solutions is on creating a technology which wouldn’t support only a kind of time-budget optimization problem but would allow travelers to develop their own memorable experience (the latter term being borrowed from [11]).

III. STATE-OF-THE-ART APPROACHES

This section contains a brief survey of state-of-the art approaches developed and used in the domain of traveling related information systems.

A. General Information Services for Travelers

Apart from research projects (examined in details in further sections), there are two big classes of present day electronic services for tourists: thematic web sites (which are sometimes linked to special software applications) and a huge variety of mobile applications. Among popular web based solutions there are the following major groups:

- Web sites for hotel, flight, restaurant searching and booking: they are kinds of aggregation bridges to many external services; sometimes they contain traveler forums and features for collecting and displaying user feedback and user impressions. Good examples are TripAdvisor and Expedia7.
- Travel guides implemented as a collection of stories and suggestions which are sometimes focused not only on sites and attractions but also on interesting events and on sharing personal experience: particular implementations may contain event calendars, transport and place orientation, integration with electronic maps. Good examples are Timeout8, I.Know9 and Japan Guide10.
- Individual trip planning or collaborative planning: journey agenda and route planning (like in Travefy11 and Tripomatic12), transportation planning (like in RouteRank13 and Hyperdia14).
- Journey and transport trackers, including flight trackers (FlightTrack15, GateGuru16).
- Personalized itineraries construction examined in the subsequent sections of this paper.
- Platforms for sharing user in-travel and post-travel experience: good example is (TravelDiaries17). Travel diaries are often used by other travelers in time of preparation their future trips.
- Multimedia guides: good examples are audio guides used not only in traditional indoor museum environments but also for outdoor journeys (Azbo18, Izi.Travel19, Pocket-Guide20).
- Unusual models: good example is Explorra21, an approach where a collection of attractions is accessed after a user selects a color.

Of course, the above mentioned groups exist rarely in its pure form, many features being shared among different solutions. Currently the focus is being shifted to lightweight (mobile) applications targeting the everyday life stories.

B. Itinerary Construction: Interfaces and Implementations

Among existing solutions for travel itinerary construction we have to mention several projects which are within the scope of our research.

The mobile application TAIS for guiding tourist activity described in [12] is focused on step-by-step itinerary construction in response to user actions and movements. There is an interesting feature of collecting user impressions about the visited POIs. The application generates recommendations collected on the base of other travelers’ experience and evaluations. For each POI its detailed information includes a list of images associated with the attraction and its description. As

5http://www.timeout.com/
6http://iknow.travel/
7http://www.japan-guide.com
8http://www.travefy.com
9http://www.tripomatic.com
11http://www.hyperdia.com/
12https://www.mobiata.com/apps/flighttrack
13www.gateguru.com/
14www.traveldiariesapp.com/
15https://azboguide.com/en
16https://izi.travel/en
17http://pocketguideapp.com

www.trip-journal.com/
http://expedia.com
a routing service the authors use OpenStreetMap API, while Yandex.Schedule API is used for searching available public transportation routes, the latter being a very promising feature.

A tour planning system Aurigo combines a recommendation algorithm with interactive visualization for creating and managing personalized itineraries [10]. To a great extent, this project is in the same direction as the project of ours: the authors investigate a possible balance between an automated and purely manual approaches.

TripBuilder framework described in [13] is an implementation of an approach for planning personalized sightseeing tours in cities. The itineraries are being constructed after analysis of the geo-tagged photos collected from Flickr22 and associated with the POIs collected from Wikipedia. The photos are considered as traces revealing the behaviors of tourists and as a source of spatio-temporal information about their sightseeing experience. The itinerary construction is modeled as an instance of the generalized maximum coverage problem with respect to visiting time-budget optimization and to further building of the itinerary as an instance of the traveling salesman problem. The approach was advanced in [14] by applying an algorithm for suggesting contextually relevant POIs on the base of user preferences and interests.

In our previous works (see [15], [16]) we described an approach to design an application which is not limited to obtaining the information about different attractions, it provides the ability of planning and constructing a travel itinerary in advance. That’s why tourist guides may use it in their work. We expect that, by using the application, professional experts and amateur guides can prepare their tours both in automatic and manual modes.

In contrast to [17] we couldn’t totally agree that “creating an efficient and economic trip plan is the most annoying (our emphasis) job for a backpack traveler”. We believe that creating a customized itinerary is a very creative stage which is part automatic, part manual: for producing interesting high quality suggestions the contribution of human experts is extremely important.

Our application focuses a concept of an annotated travel itinerary, which is not a simple path (for instance, the shortest one) between two points on the map, but a route description which includes a set of POIs representing such attractions as architectural sights, museums, historical places, monuments, view points, etc. In order to create a relevant annotation, one should consider including such entities as texts, images (photos, drawing, replicas, diagrams, etc.), multimedia objects (audio or video clips), web links, notes, citations, dates, timeline connections, information about related people, places or events, to cite a few.

Figure 1 gives an idea of existing complexity of a domain specific ontology by an example of architectural points. Figure 2 follows a pattern proposed in [18] and shows major usage scenarios. The common-sense ontology provides a foundation for the information system architecture.

![Fig. 1. An example of domain specific ontology fragment](http://www.flickr.com)

![Fig. 2. Common sense ontology](http://www.flickr.com)

C. Travel Route Automation: Formal Models and Algorithms

Itinerary planning automation is still an important aspect even for local itineraries for leisure walks. An obvious formal model representing the problem of generating an itinerary is finding an optimal way on an undirected or directed weighted graph. However the question is not about finding a shortest path. There are many competing factors that have to be taken into consideration:

- POI opening and closing times (time schedule);
- POI visual characteristics (viewpoints);
• POI purposes and their relation to the journey focus (important for thematically organized itineraries);
• POI importance (in a sense);
• POI types (historical objects, relaxation objects, sanitary facilities, transportation hubs, etc.);
• Dependency on weather, traffic, safety conditions, and similar issues.

Hence, common shortest path algorithms aren’t enough. Hereafter we examine possible approaches that could be useful for automatic itinerary construction.

1) Using Genetic Algorithms: An adaptive genetic algorithm described in [19] is based on partitioning the work space by several blocks with unique numbers as Figure 3 shows.

A path is a sequence of “visited” blocks, while a fitness function defined as an adopted version from [19] is as follows:

$$F = (1 + \frac{1}{\sqrt{n-1}}) \cdot D \cdot C$$

(1)

In equation (1) $n$ is the number of free cells, $D$ is the sum of linear distances between adjacent individuals, $C$ is the sum of object scores (shown on the upper right corners of each block in Figure 3) within the selected blocks.

This method allows planning routes quickly: on a grid of $10 \times 10$ cells with scale of population equal to 40 and length of each population equal to 20, a stable population is created after 40-th generation. However the fitting function ignores some important factors, for example, it ignores the walk duration.

2) Random Search Algorithms: In [20] the authors used a greedy randomized adaptive search procedure which could be explained as follows. The first step is to find some start solution (for example, we can select several POIs with the highest popularity and a shortest path between them). The second step is to calculate the value of $F$ function that describes the effect of adding a POI to the route:

$$F = \frac{T_{before\_adding}}{T_{after\_adding}} \cdot S$$

(2)

In equation (2) $T_{before\_adding}$ is a route time before inclusion of current POI, $T_{after\_adding}$ is a time after inclusion of the POI into the best position (i.e. the position corresponding to the time which is as minimal as possible), while $S$ is a score of current object.

The next steps are iterative: the idea is to find several points with the best $F$ value which are not included to the major route, and to select a random point from them, so as to add it into the route. This process is being repeated until we decide to stop. There could be different stop situations: for example, we don’t have more time to continue searching, or we don’t have any POIs more. Figure 4 gives an illustration for one iteration.

3) Ant Colony Optimization: The promising way is to use ant colony optimization (ACO) known since 1991 [21] and originally developed for solving a problem of finding an optimal path on a graph. A traditional ant colony algorithm is based on modeling the behavior of the ants dropping pheromones while deciding where to go depending on the intensiveness of pheromone trails. If an independent ant moves rather randomly, an ant discovering a previously laid pheromone trail follows this trail with higher probability. As a “side” effect, an ant following such previously laid trail reinforces the amount of pheromones on its way. There are ACO applications for many areas; in [22] there is a description of ACO application for a traveler salesman problem which is often a part of travel planning algorithms. An interesting ACO modification for tourist route planning was described in [23] as a formal foundation for a food tour recommendation system.

The solution can be enhanced by taking into consideration such important leisure walk properties as walk time, time required to visit a POI, nutrition conditions and other characteristics.

IV. A Prototype Software System

In this section we describe the software components developed to demonstrate the key ideas of our approach, namely: making suggestions, interface simplification, implicit actions preferred, a focus on the above mentioned selected aspects.
A. Component for Interactive Itinerary Construction Integrated with OpenStreetMap

According to an annotated travel itinerary concept presented in Section III-B, we developed an interface allowing to deal with a diversity of data to be visualized along the editable itinerary. Figure 5 shows a fragment of a POI description in terms of domain-specific ontology presented in Figure 1.

Fig. 5. A POI described in terms of domain-specific ontology (fragment)

Figure 6 shows a main panel of our prototype application for annotated itinerary construction together with some examples of POI annotations. As an electronic map service we use OpenStreetMap (OSM) which is a collaborative project for free editable world maps creation. In our implementation a JMapViewer component is used.

Fig. 6. Main frame window with an example of constructed itinerary

Users are able to select a search area on the map in order to allow suggesting the POIs for further consideration for including them to the itinerary. Figure 7 gives an idea of the adviser component user interface.

In sum, currently the system supports the following features:

- Ability to create the route itself and to add the annotations containing text information, images, audio, links to web sites, etc.;
- Ability to modify the created tourist route;
- Ability to search POI-related information on the web;
- Automatic tourist route construction.

B. Automatic Itinerary Construction

For the leisure walk itinerary automation we use the following simplified scenario:

1) Define a time slot, select the departure and destination points. Define other constrains if required.
2) Explore potential locally accessible POIs for the current point on the route (initially the current point is set to the departure point).
3) Evaluate the POIs by using some formalized model for taking into account the degree of POI popularity, attractiveness, price to visit, location, etc.
4) Rank the POI and add the best ranked POIs to the part of the route in progress.

Steps 2–4 are repeated until the destination point is reached.

The standard task of tourist route generation is formalized by Souffriau [24] as follows:

Assume there are $N$ POIs. For every POI: $x_{ij} = 1$, if there is a path between the POIs $i$ and $j$, otherwise $x_{ij} = 0$. $S_i$ is a $i$-th POI’s score, $i$ ranging from 1 (departure) to $N$ (destination). Time $t_{ij}$ corresponds to the shortest path from point $i$ to point $j$. The total score $S_{total}$ has to be maximized within the limit $T_{max}$ time.

This model sets boundaries of the future route and determines criteria for the best tourist route which is the best selection of the tourist objects and the best path connecting these objects.

Due to the fact that the POI score depends on its place along the route, each potentially accessible POI’s score has to be recalculated at each iteration. In order to explore POIs locally we use the geometric model shown in Figure 8.

This geometric model has the following parameters: Start, Finish – the arrival and departure points within the route area, $a$ – the semi-major axis of the search area, $b$ – the semi-minor axis of the search area, $c$ – half of the focal distance of the search area, $S_{max}/2$ – half of the maximum distance that can be covered for the remaining time, $\alpha$ – search area angle of rotation, $\gamma$ – semi-minor axis minimization coefficient.

23http://www.openstreetmap.org
Unlike to the model used in the earlier mentioned Aurigo project, where the authors introduced a Pop Radius for exploring the POIs in the circled local area [10] (similar idea is also used in ATIPS project [25]), we use an elliptic model for the local POI exploration area. The elliptic form of the local region, where the potential POIs to visit are explored, allows us to use ellipse particularity: the sum of the distances to the two focal points is constant for every point on the curve. It means that if this sum is equal to the distance to the most distant point, a person can theoretically reach it within the given time and speed limits; each point outside the ellipse couldn’t be reached. So, too distant POIs must be excluded from the short list used for further analysis. The POIs located close to the border of the ellipse may also be excluded from the search, otherwise it may happen that the resulting route is too sparse: a traveller will spend much time to walk in-between, instead of visiting the selected attractions.

In current implementation, we used an extension of a gradient descent algorithm for searching POIs to be included to the route. The extension is as follows: searching a new POI to be included occurs in the area with a maximum distance between two objects in the buffer route. This modification makes possible to reduce the maximum distance between the tourist objects and to exclude from the consideration hardly reachable objects. Then the selected objects are evaluated in order to find the object with the best score.

\[ \text{Fig. 8. Exploring local area} \]

C. Implementing A Simplified Scenario for Meetings Halfway

Let us examine one interesting use case for suggestion oriented routing services which is a service targeting not the only user but the joint interests of several independent users.

Even in the case of a simplified scenario of arranging a meeting of two travelers, the task is not trivial: the involved persons have to consider air flight prices, flight schedule, tickets availability, accommodation and living costs. Huge arrays of data are potentially available via existing Internet services, but it is almost impossible to process them manually: an air ticket price and availability might change very quickly and dramatically in time, currency exchange rates are also not stable, there is a huge amount of data on flight connections, to cite a few.

We follow an idea similar to Google maps based Meetways application [26] developed since about 2008 [27]. One more example is Geo Meetpoint [28]. Probably the closest implementation is provided by Meet Me in the Middle application [29]. The latter has an easy-to-use interface and lightweight design fitting well searching for short distance routes, but there is limited support for cross-border points.

Informally, our model scenario could be described as a story of two friends trying to find a suitable meeting point:

Alex lives in St. Petersburg, Russia, while his girlfriend Tina lives in London, UK. They would like to meet each other. However, there are some constrains: they are students (so, they have rather limited funding), currently Alex has no UK visa (and it takes much time to get it), however they are open for any idea about the suitable place.

Saying more formally, assume City1 is a city where Alex flies from, and City2 is one where Tina flies from, while City3 is a possible halfway meeting place. A set \( R_1 \) is a set of possible flights departing from the City1 airports, while a set \( R_2 \) is a set of possible flight departing from City2.

Then an intersection \( X \) of \( R_1 \) and \( R_2 \) provides the selection of flights which correspond to the possible meeting places. In order to find the best choice we have to download the detailed flight information (prices and available dates) for all the flights departing from the City1 and City2 airports. Then we consider the combinations of all the destinations from the set \( X \) corresponding to the flights departing from City1 or City2. Such combinations give us an array of one-way flights. Then we add return flights in order to consider the full trip cost. Finally, the selection is sorted so as to discover the best options. Figure 9 illustrates the issue.

We organized the prototype implementation by introducing three components: web data access, data matching analysis and end user interface. First component is responsible for downloading data from available web sites providing access to flight data. Currently we use an aviasales.ru [30] open API allowing us to get flight information with dates, prices and possible directions from a selected city. Web data is parsed by a Python component. Data are extracted by using Requests library [31]; the response is received in JSON format [32]. Here is an example of such a response:

```
"success":true,
"data":{
  "show_to_affiliates":true,
  "trip_class":0,
  "origin":"LED",
  "destination":"HKT",
  "depart_date":"2015-10-01",
  "return_date":"",
  "number_of_changes":1,
  "value":29127,
  "found_at":"2015-09-24T00:12+04:00",
  "distance":8015,
  "actual":true
}
```

Figure 10 shows the user interface supporting four options: first departure city selection, second departure city selection, trip duration (in days) and desired departure date. Web-application is implemented by using Flask [33].

As a main result, currently the application yields a suggestion. Before any decision could be made, the application requires much more information than any user is able to handle. Thus, the implementation illustrates a concept of managed suggestion: we analyze plenty of flight related information and suggest the most suitable option. The solution can be extended so as to support many different use cases: meeting in a city, going to a cinema, following a music band in a tour, finding a place for a conference, arranging a business meeting, and many others.

V. Conclusion

In this paper we made an effort to touch a selection of aspects of today’s information systems for travelers where there is a convergence of approaches being developed within the framework of human-centric, aware and urban computing.

We believe that currently the process leading us towards better route and leisure suggestions is being rethought with more attention to the following aspects:

- More orientation on planning by collaboration;
- Deeper integration with external services including electronic maps, navigation systems, knowledge resources, libraries, etc.;
- Resolving usability issues and developing better intelligent user interfaces and HCI solutions for leveraging user experience and taking into account existing features of present day computers and portable smart devices;
- Planning experiments conducted by real users.

With regard to the content related improvements, we believe that automatic tourist route generation algorithms have to be extended in order to support an extremely useful feature like constructing the thematically linked and multi-day journeys. We think about deeper integration with multimedia features used during the suggested sightseeing walks. We also consider investigating the issue of using old maps available as images. A perspective to the ancient views accessible electronically will significantly extend the way to learn history while visiting tourist attractions all around the world.

APPENDIX

In research works it is rarely shown how information about existing relevant domain-specific solutions are being retrieved. Table I and Table II give a hint how the searching process was organized in our case. We included information about search queries, extended queries and a selection of Google results obtained while using Google Chrome in private view mode so as not to keep any search history information. Results mentioned as “Direct” mean that they are obtained directly as Google web search output. Results discovered after subsequent examination of “direct” resources are mentioned as “Indirect”. We also noted the results relevance to the scope of current contribution. Some of explored models, approaches and algorithms provide good foundation for further investigations within the framework of our research.
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<table>
<thead>
<tr>
<th>Query</th>
<th>Finding</th>
<th>Description</th>
<th>Direct or Indirect</th>
<th>Relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="https://www.londontoolkit.com/mnu/london_tours.htm">https://www.londontoolkit.com/mnu/london_tours.htm</a></td>
<td>Travel company website</td>
<td>Direct</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><a href="http://googlesightseeing.com/tools/">http://googlesightseeing.com/tools/</a></td>
<td>Virtual tours (not affiliated with Google)</td>
<td>Direct</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><strong>sightseeing applications</strong></td>
<td><a href="http://www.tripomatic.com">http://www.tripomatic.com</a></td>
<td>Tripomatic Trip Planner and Sightseeing Travel Guide with Offline Maps</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td><a href="http://www.pcmag.com/article2/0,2817,2422244,00.asp">http://www.pcmag.com/article2/0,2817,2422244,00.asp</a></td>
<td>“The Best Travel Apps of 2015” (PC News, Article, 2015)</td>
<td>Direct</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><a href="http://www.sciencedirect.com/science/article/pii/S1084804513002105">http://www.sciencedirect.com/science/article/pii/S1084804513002105</a></td>
<td>Mobile application to provide personalized sightseeing tours (Article, 2014)</td>
<td>Direct</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><a href="http://http://www.tourpal.com/">http://http://www.tourpal.com/</a></td>
<td>City audio guides</td>
<td>Direct</td>
<td>Partially</td>
<td></td>
</tr>
<tr>
<td><strong>visual travel guide</strong></td>
<td><a href="http://www.visualtravelguide.com/">http://www.visualtravelguide.com/</a></td>
<td>Photo collection</td>
<td>Direct</td>
<td>No</td>
</tr>
<tr>
<td><a href="http://www.dk.com/us/travel/">http://www.dk.com/us/travel/</a></td>
<td>DK publishing travel guides</td>
<td>Direct</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><a href="https://www.virtualtourist.com/">https://www.virtualtourist.com/</a></td>
<td>Telling stories forum</td>
<td>Direct</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><strong>travel itinerary construction</strong></td>
<td><a href="http://www.openu.ac.il/personal_sites/moran-feldman/">http://www.openu.ac.il/personal_sites/moran-feldman/</a></td>
<td>“Automatic Construction of Travel Itineraries using Social Breadcrumbs” (Article, 2010)</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>travel diary</strong></td>
<td><a href="http://www.traveldiariesapp.com/">www.traveldiariesapp.com/</a></td>
<td>Creating user travel diaries (pictures, texts, simple maps)</td>
<td>Direct</td>
<td>Partially</td>
</tr>
<tr>
<td><strong>travel planning</strong></td>
<td><a href="https://www.triphobo.com/">https://www.triphobo.com/</a></td>
<td>Trip time scheduler</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td><a href="https://www.tripit.com/">https://www.tripit.com/</a></td>
<td>Travel scheduler</td>
<td>Direct</td>
<td>Partially</td>
<td></td>
</tr>
<tr>
<td><strong>Query</strong></td>
<td><strong>Link</strong></td>
<td><strong>Finding</strong></td>
<td><strong>Description</strong></td>
<td><strong>Direct or Indirect</strong></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>collaborative traveling</td>
<td><a href="http://www.collaborativeconsumption.com/2014/06/25/">http://www.collaborativeconsumption.com/2014/06/25/</a></td>
<td>“Collaborative Economy Services: Changing the Way We Travel” (Internet article on economics and organization, not technology related)</td>
<td>Direct</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td><a href="http://blogamadeus.com/18/03/">http://blogamadeus.com/18/03/</a></td>
<td>“Collaborative travel and tourism: the best way to predict the future is to invent it” (Blog article, 2012)</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td>collaborative traveling tools</td>
<td><a href="https://travefy.com/">https://travefy.com/</a></td>
<td>Product for travel agents and for travelers for planning collaborative itineraries</td>
<td>Direct</td>
<td>Partially</td>
</tr>
<tr>
<td></td>
<td><a href="http://toomanyadapters.com/7-collaboration-tools-travelling-entrepreneurs/article">http://toomanyadapters.com/7-collaboration-tools-travelling-entrepreneurs/article</a></td>
<td>Entrepreneurship related article</td>
<td>Direct</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td><a href="http://lifethacker.com/five-best-travel-planning-apps-1470002139">http://lifethacker.com/five-best-travel-planning-apps-1470002139</a></td>
<td>Internet review on travel planning</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td><a href="https://www.planapple.com/">https://www.planapple.com/</a></td>
<td>Simple application for travel planning</td>
<td>Direct</td>
<td>Partially</td>
</tr>
<tr>
<td>travel tracking</td>
<td><a href="https://www.tripit.com/destinations/the-ultimate-travel-tracker/">https://www.tripit.com/destinations/the-ultimate-travel-tracker/</a></td>
<td>Distance tracking and mileage over time calculation</td>
<td>Direct</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td><a href="http://www.trip-journal.com/">http://www.trip-journal.com/</a></td>
<td>Mobile app for trip tracking, recording, documenting and sharing</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td><a href="https://trackmytour.com/">https://trackmytour.com/</a></td>
<td>Mobile app for creating online maps of your journey for friends and family to follow along</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td>travel itinerary automation</td>
<td><a href="http://tripplantica.com/ru">http://tripplantica.com/ru</a></td>
<td>Visual travel scheduler with e-map integration</td>
<td>Direct</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td><a href="http://dl.acm.org/citation.cfm?id=2559893">http://dl.acm.org/citation.cfm?id=2559893</a></td>
<td>“Customized tour recommendations in urban areas” (Article, 2013)</td>
<td>Indirect</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td><a href="http://dl.acm.org/citation.cfm?id=2534733">http://dl.acm.org/citation.cfm?id=2534733</a></td>
<td>“Multi-day and multi-stay travel planning using geo-tagged photos” (Article, 2014)</td>
<td>Indirect</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td><a href="http://dl.acm.org/citation.cfm?id=2339562">http://dl.acm.org/citation.cfm?id=2339562</a></td>
<td>“Constructing popular routes from uncertain trajectories” (Article, 2012)</td>
<td>Indirect</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Abstract—In this paper, we designed a knowledge supporting software system in which sentences and keywords are extracted from large scale document database. This system consists of semantic representation scheme for natural language processing of the document database. Documents originally in a form of PDF are broken into triple-store data after pre-processing. The semantic representation is a hyper-graph which consists of collections of binary relations of ‘triples’. According to a certain rule based on user’s interests, the system identify sentences and words of interests. The relationship of those extracted sentences is visualized in the form of network graph. A user can introduce new rules to extract additional Knowledge from the Database or paper. For practical example, we choose a set of research papers related IoT for the case study purpose. Applying several rules concerning authors’ indicated keywords as well as the system’s specified discourse words, significant knowledge are extracted from the papers.
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I. INTRODUCTION

Knowledge extraction can be defined as the creation of information from structured or unstructured data. The general purpose of Knowledge discovery is to “extract implicit, previously unknown, and potentially useful information from data” [1]. Due to continuous growth of electronic articles or documents, automated knowledge extraction techniques become more and more important. The extraction of useful information from unstructured or semi-structured articles is attracting attention [3-7]. Knowledge mining can be characterized as concerned with developing and integrating a wide range of data analysis methods that are able to derive directly or incrementally new knowledge from large or small volumes of data from structured or unstructured sources using relevant prior knowledge [2]. Text mining in this context have the capability to analyze large or small quantities of natural language text and detect lexical and linguistic usage patterns [8]. The extracted information also should be machine understandable as well as human understandable in terms of open-data perspective.

This paper proposes a new method for Knowledge extraction or mining based on the integration of Semantics Technology (ST), Natural language processing (NLP) and Information extraction (IE). ST and NLP are significant topics in recent years. Knowledge extraction works in iterative manner, starting with a small set of rules which are tested on the available corpora or dataset and extended until the desired recall value is reached. The process of extracting knowledge is guided by certain rules inputting to the system which will define the knowledge according to the interests of a particular user. Semantic technology is based on RDF model. NLP concerns with the correction of the sentences and text which is obtained after IE phase. In this paper, we explore the benefit and application that can be achieved by the integration of these three areas for knowledge mining.

As we assume, one of the application of this system would be foresight scenario building based on the results where experts are working on writing or discussing technology trend of a certain field of research. Those experts are not necessary knowledgeable about technical issue written in a research paper, so that extracting fragments of knowledge and facts should be provided to the user compactly and easily in a limited time period.

In section 2, we give an introduction and background to Text mining as well as Technology forecasting. In section 3, introduce our model that we have used for knowledge extraction or mining. Details of the application of our system are introduced in section 4. Then in section 5 we examine the result acquired by the proposed model. Related works is presented in section 6. Conclusion and future works are introduced in section 7.

II. BACKGROUND

A. Text Mining

Research in text mining has been carried out since the mid-80s when the Prof Don Swanson, realized that, by combining information slice or fragments from seemingly unrelated medical articles, it was possible to deduce new hypotheses [13]. “Text mining” is used to describe the
application of data mining techniques to automated discovery of useful or interesting knowledge from unstructured text such as email, text documents etc. [9]. Several techniques have been proposed for text mining including association mining [10 and 11], decision tree [12], Machine learning, conceptual structure and rule induction methods. In addition, Information extraction and Natural language processing are the fundamental methods for Text Mining [23].

In Information extraction, natural language texts are mapped into predefined, structured representation, or templates, which, when it is filled, represent an extract of key information from the original text [15]. So the IE task is defined by its input and output. The work of [16] and [17] present text mining using IE. The Application of text mining can be extended to various sectors where text documents exist. For example, Crime detection can profit by the identification of similarities between various crimes. Some of the past researches in the field of Text mining or knowledge extractions are as follows:

Rajman and his colleagues [24] presented an approach for knowledge extraction using Text Mining technique. They have presented two example of information that can be extracted from text collections- probabilistic association of keywords and prototypical document instances. They have given the importance of the Natural language processing tools for such knowledge extraction. So his was the base for our method.

Alani and his team [25] have provided an updated for Artequakt System. This system uses Natural Language processing tools to automatically extract knowledge about artists from documents using predefined ontology. Steps for knowledge extraction are as follows: Document Retrieval, Entity Recognition and Extraction procedure. In knowledge extraction procedure, consists of Syntactical analysis, Semantic Analysis and Relation extraction. They have produced acceptable results.

Peter Clark and Phil Harrison [26] worked on knowledge extraction by making database of ”tuples” and thus capturing the simple word knowledge. And then using it in improving parsing and the plausibility assessment of paraphrase rules used in textual entailment.

Parikh [27] proposed an approach to learn a semantic parser for extracting nested event structures with or without annotated text. The idea behind this method is to model the annotations as latent variables and incorporate prior that matched with Semantics parses of the events.

B. Technology Forecasting and foresight:

Technology forecasting is used widely by the private sector and by governments for applications ranging from predicting product development or a competitor’s technical capabilities to the creation of scenarios for predicting the impact of future technologies [19]. It is “the prediction of the invention, timing, characteristic, performance, technique or process serving some useful purpose”. Detailed account of achievements and failures of the technology forecasting over the four decades is given by Cuhls [19]. Johnston [20] proposed five stages in the chronology of foresight, technology forecasting and futurism leading to technology foresight, which can be used for wide understanding of the economic and social processes that shape technology. Foresight can be referred as systematic process of reflection and vision building on the future among a group of stakeholders. Foresight is nowadays referred as an element in a continuous policy learning process that is contributing to a more effective mode of policy making [21]. In a European research group, foresight is described as “...a systematic, participatory, future intelligence-gathering and medium-term vision-building process aimed at present-day decisions and mobilizing joint actions” [22].

III. RELATED WORKS

Their have been many research in the field of literature mining or extracting knowledge from research documents. But most of them are related to Biomedical or medicinal field. Our approach was related to the field of Technologies. QasemiZadeh [33] have presented an approach for structure mining from Scientific or research papers. He has only processed using Language processing, but we have combined three main fields to extract knowledge. Cimiano et. al. [34] gave a survey of current methods in ontology constructions and also discussed relation between ontology and Natural language processing.

Mima et. al. [35] gave a method for knowledge management using ontology-based similarity calculation. We have also used ontology for extracting knowledge but apart from ontology we have also given emphasis on Natural language processing and a bit of Information extraction (early stage). Mima have also not presented any information regarding evaluation of the system. Hahm et. al. [36] presented an approach for knowledge extraction from web data. Triple store was produced using web data. But in our method we have given more emphasis on research document and producing triple with it and then ontologies is applied on the produced triple datasets of fine and sentences.

IV. PROPOSED SYSTEM

Proposed system uses combination of semantics of sentences and natural language processing technique over the sentences. It also provides visualization of the result. We do not expect fully machine processing results from the system. In a sense that after some processing by inference rule and getting sentences which might be significant, user creativity is required to understand what is written in the document. In this sense, our method is hybrid with software processing and expert knowledge in the area. The following Fig.1 describes the proposed model of our system.
Our model consists of the following steps which is given below:

1. Extracting information from PDF file to text file.
2. Pre-processing of data.
3. Extracting the Keywords.
4. Extraction of Discourse words.
5. Building a simple Triple-store (Word and Line).
6. Inference Rule.
7. Visualizing the data.

1) Extracting information from PDF file to Text file:
We made a dataset of IOT research papers. We had about 69 research papers dataset. We used some paper out of those papers. The paper were in pdf format. So to work on them we have to extract information from the pdf files. So to extract information we used Python Library “PDFMiner”[29].

2) Pre-processing of data:
After extracting information from pdf file into text file pre-processing was done. The extracted documents had problems, as extracted information was on a single line. So to work on them the modification of the extracted information is required. So the modification includes removing the noise (image), make proper alignment of the sentences, checking the extracted data.

So we removed the noise which is caused by extracting the image from the pdf file. As image will contains least information in the form of text so we ignored the text extracted by image. We align each sentence on the separate line and also checked the percent of the extracted data. Most of the file had some errors so we corrected it manually.

3) Extracting the Keywords:
As this system will be extracting the important knowledge from the research papers, rules should be created according to the important Keywords. So, the easiest way was to extract the Keywords from the research papers.

We worked on the research paper with the standard structure such as Title, Abstract, Keywords then Main text. So the extraction of Keywords from the research paper takes places only for specific structure. So we automated the process of extracting the Keyword using python’s regular expression. After getting keywords the frequency of the extracted words is obtained. Because those frequent words will be used by the inference rule to create new rules for extracting useful sentences from documents.

4) Extraction using Discourse words:
Discourse words are the words which give “important message” that helps us to understand or comprehend a text. This discourse words ranges from Numbering words to Adding words, linking words to Contrasting words (however) etc. These words are used everywhere from articles to research papers. So we emphasis on these words to represent knowledge or message from the research articles. We went through 5-6 paper to get the list of the discourse words. Those words were used in making new rules for the extraction of the message from the articles. Then after creating the rules for those 5-6 papers we then used those words to create the rules for other research documents to check, if these words can be generalized.

5) Building a simple Triple-store:
Till now we were doing the pre-processing of the data and collecting words for making new rules. In this section we will discuss about the schema to analyze the sentence and word data. We focused on two triple-stores that is, sentence and words separately.

There are many semantics toolkit available. We have referred Python code [28]. We choose this programming language because of its simplicity and flexibility towards various toolkits in the field of semantics and Artificial intelligence.

So from the above toolkit we have produced a dataset of sentences and words. In fact, this dataset is of three type formats that is why single data it is known as “triple”. The three type formats are Subject, Predicate and Object.

We have maintained two triple-stores. The format of both the Triple-Store is shown below.
Above Fig.2 shows a triple syntax called an RDF graph. RDF, an abbreviation for “Resource Description Framework,” is a concept adopted in defining knowledge structure. Knowledge fragments are given in a syntax consisting of three elements: the subject, the predicate, and the object.

Let’s consider the triple store for words for the above example, the subject is “DiSjWk”, Predicate is “Has” and Object is “Management”. So the subject DiSjWk stands for i th Document, j th Sentence and k th word. We have chosen the predicate to be “Has”. The Object will be the extracted word from the paper.

For the sentences triple-Store, We have subject “DiSj”, Predicate “Has” and Object will be the Sentence extracted from the document. Subject Di stands for i th Document and Sj stands for j th sentence. This Triple-Store will be base for our Experiments.

So this triple-Store will be used for extracting the knowledge or useful terms from the documents. For extracting the so called “knowledge”, we will use Inference rule, which is introduced in next step.

6) Inference Rule:
Inference is the process of deriving new information from the information you already have [28]. So the “information” and which rule to apply to extract the information will vary depending on the context. As we have explained the structure of the Knowledge fragments that are given in a three elements structure. So to describe ontologies, logical expression is configured. So the process to configure the logical expression uses a syntax called predicate. Ontologies are written in OWL. Ontology is defined as the explicit and abstract model representation of already defined finite sets of terms and concepts, involved in knowledge management, knowledge engineering, and intelligent information integration [30]. In simple word, ontology is the collection and classification of terms to recognize their semantic relevance. OWL stands for Web Ontology Writing Language; its standardization has been conducted by W3C. To describe a knowledge structure in a predicate logic, a set of elements that meet a certain condition is constructed, such as “If A, then B”. After construction, the resulting set is Fundamental to knowledge processing in the semantic data processing. Knowledge processing based on the predicate logic takes the form of generating answers from the collection of the knowledge fragments, such as “If A is true, then B is satisfied” and “If B, then C” to queries such as “Is Z true, if A holds?”. This process is referred to as the reasoning mechanism.

The basic pattern of inference is simply to query the information relevant to the rule and then apply the transformation that turns these bindings into a simple triple data added to the main Triple-Store, with appropriate Subject, predicate and Objects. After getting this new triple data, we use this information to process the knowledge from whole triple-store, so Fig.3 gives the insight of our Triple data sets.

We have data sets with line and word Triple store. The knowledge processing or extraction of line data set uses the words triple store. We use the rule on word triple store, added the new triple data using inference rule and then we extract the knowledge from the line data sets. The steps are shown in the Fig.4 below.

7) Visualization:
So, using the above process we extracted the useful and meaningful line from whole documents. Then we emphasized on visualization of the extracted knowledge. For visualization, we created new triple dataset to make a relationship between words and line. This dataset will show which word is in which line. Subject will be word, Predicate will be “Has” and Object will be sentences. So using this we got a third triple store that will consist of words and sentences together. So we will use this RDF file for visualization of the knowledge.

We used GraphViz graph drawing package [31]. This library has support extrinsic data in its graph drawing algorithm. It offers one of the best solution for drawing directed cyclic graphs which is state-of-the-art in graph drawing. GraphViz application neato [32] is a straightforward method for rapidly visualizing undirected graphs. The graphs are generated by using:

```
"neato-Teps undirected.gv > undirected.eps"
```
Where undirected.gv is a file that contains the code of the graph, –Teps specifies an Encapsulated Postscript output format. So using the above given library we visualized our knowledge.

V. APPLICATION

Natural language processing (NLP) is one of main field of artificial intelligence study. Extraction of meaningful information from vast amount of document database is an example of the features that NLP possibly contribute well in performing scenario building practices.

On the other hand, Science and Technology Foresight (STF) is an activity to identify important research areas or directions as well as to search key features and driving forces for those researches. For STF, there are numerous papers and books on methodologies. The scenario development is one of main measures for such future-oriented work. However, even in scenario development alone, there is wide range of possible practices depending on purpose of outcome, participant’s knowledge etc.

For the scenario building method in STF, the creativity of those who participating the workshop is the most important. Usually such an activity is held in limited time scale. In order to stimulate the creativity of participant in short period of times at scenario building workshop, for example, quick identification of important sentences of the area of interests from large number of research papers is quite helpful. At the same time results of extractions could be provided with visual imaging with of data processing and graphic visualization software. With the help of such a system, human experts may exercise more efficiently during scenario building workshop.

In this context, we have designed an artificial intelligence support for the scenario building activities in this paper. We applied semantic information about structure of sentences in research papers and support human user quick visualization of extracting of sentences and key words for the purpose.

By using algorithm or method, we have achieved two aspects to a certain extent. Scenario writing is one of the example of such system could support efficiently. In the process, firstly some key driver is necessary. We may useistance algorithm to get meaningful sentences that may help understanding scenario drivers. Then our algorithm also could produce different sentences with slightly different angle of interests.

The extracted sentences and words might help the scenario writer to write down case scenario.

VI. EXPERIMENTAL RESULTS.

This section show the example of using Hybrid method. We have a dataset of 69 research papers which we developed using various sources. This dataset consist of paper which was published in IEEE journals and conferences. For results we have given emphasis on two methods, that are:

- Extracting the knowledge using Keywords from the paper.
- Extracting the knowledge using discourse Keywords.

As the dataset consist of the research paper which were in PDF format. So the first step is to extract the information from the PDF document so that it would be easier to work on them. PDFminner was used for this process. Then the preprocessing of the Information takes place. In preprocessing the unwanted extracted information was removed. While using PDFminner, the images in the document was extracted but contains many noise or unwanted characters. So preprocessing emphasis on removing the unwanted characters and also aligning the line using python. Then after the preprocessing we give importance on extracting the keyword from all the documents and then we can choose the most frequent words from the document. These words were used directly from the word mentioned in the keywords section. As the keyword section consists of the words which are important according to the context. So all this processing and counting of the word is done automatically using python. The Table1 shown below consists of frequent term in all the 69 documents:

<table>
<thead>
<tr>
<th>Internet of Things</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless–network</td>
<td>22</td>
</tr>
<tr>
<td>sensors</td>
<td></td>
</tr>
<tr>
<td>RFID</td>
<td>13</td>
</tr>
<tr>
<td>Social network</td>
<td>8</td>
</tr>
<tr>
<td>System security</td>
<td>8</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>7</td>
</tr>
<tr>
<td>Service Management</td>
<td>7</td>
</tr>
<tr>
<td>Enterprise systems</td>
<td>6</td>
</tr>
<tr>
<td>Learning technology</td>
<td>5</td>
</tr>
<tr>
<td>6lowpan</td>
<td>4</td>
</tr>
</tbody>
</table>

After this the formation of triple-store takes place. The dataset consists of 69 documents, with about 21K lines and 300K words before filtering. After filtering we got about 200K words and 21K lines. So two triple-store are created one for lines and one for words. Subject is choosen such that it have some relationship between two triple-store. After the making of triple-store and all process now the important step is to extract the knowledge using INFERNCNE rule. This consist of the SPARQL type query. So the user makes important rule through this rule the knowledge is extracted. The main step in this method is INFERNCNE rule. This rule can be created by user according to their preference. So this
rule will help to extract the knowledge from the huge database rather than reading all the documents. To ease the understanding we also give importance to visualise the knowledge.

The above method was related to our first method that we mentioned in the start of this section.

In next method, we gave attention to the discourse keywords in the documents. Discourse keywords is the keywords which talks and give information about the text. After going through set of papers we came up with some discourse keywords which are listed in Table 2.

Table 2 Examples of Discourse Keywords

<table>
<thead>
<tr>
<th>consists</th>
<th>become</th>
<th>aimed</th>
<th>Instead</th>
</tr>
</thead>
<tbody>
<tr>
<td>useful</td>
<td>capable</td>
<td>using</td>
<td>Provide</td>
</tr>
<tr>
<td>method</td>
<td>propose</td>
<td>enhance</td>
<td>application</td>
</tr>
<tr>
<td>future</td>
<td>explore</td>
<td>aspects</td>
<td>Discover</td>
</tr>
<tr>
<td>objectives</td>
<td>focused</td>
<td>pedagogy</td>
<td>Crucial</td>
</tr>
<tr>
<td>different</td>
<td>various</td>
<td>integration</td>
<td>Import</td>
</tr>
<tr>
<td>promote</td>
<td>reflect</td>
<td>classified</td>
<td>Need</td>
</tr>
</tbody>
</table>

So new rule is generated using the discourse term which is mentioned above. We used this words in two form first on training set then on test set. Using training documents we got those words, then we used these words in some other documents to check the effectiveness of the words.

Here, we chose one of the 69 papers as a case study example. Document [37] is a survey paper about IoT applications of RFID (Radio Frequency IDentifier). We extracted some useful sentences which can be considered as significant knowledge descriptions about the application. Some example sentences are given below with the associated discourse term as results from the system.

"aimed" -- "this paper is aimed at drawing a landscape of the current research on RFID sensing from the perspective of IoT for personal healthcare"

"application" -- "thanks to the recent advantages in biomaterial engineering, a rich variety of tattoo-like thin surface electronic devices have been experimented in the last three years"

"based" -- "the body-centric networks investigated so far are mostly based on active devices"

"bring" -- "data processing and human behavior analysis the interactions between people and their habitat bring precious information on behavioral parameters concerning the activity rate during the different phases of the day and of the night"

"useful" -- "air monitoring is also useful in common spaces with the purpose to avoid the inhalation of anesthetic gases"

Although those are not whole result but only the fragments of whole content of the paper, sentences indicates condensed informations about several issues discussed in the paper. We have evaluated usefulness of extracted sentences over 10 documents out of 69 papers. In each paper, there are around 10 discourse terms, but most of them were same as before and after that the inference rules were introduced based on the network visualization in the process of extraction.

In the Fig. 5 we have presented both the methods i.e. Keywords and Discourse words. So first we have extracted keywords from both the sources and then we have used the semantic analysis on it to extract the knowledge from it. The output is in the form of graph which is easy to understand. One example of the extracted knowledge is given below which is extracted by using keyword “Pedagogy”.

Fig.5 Example Visualization of Knowledge

Apart from this to check the extracted information we calculated the precision of the information. So after using this Hybrid method, which range from Information extraction to Semantics for knowledge extraction, the precision of the model was good.

VII. CONCLUSION AND FUTURE WORK

In this article, we have discussed practical sentence extraction procedure and supporting system which we intended to call knowledge extraction system. Since processed data is always stored in a form of triples, resulted dataset is always fully machine readable in every stage of cyclic extraction and cleaning of data. The system assumes human experts support in selecting so called discourse keywords. Such characteristics is useful and practical in the situations where experts need to acquire a certain level of knowledge in a research area such as Science and Technology Foresight activities. As we have also shown, that the above introduced or obtained discourse words can be used in any research documents and on the basis of that words useful information can be obtained.
There are two directions for enhancing the system. One is to introduce more sophisticated inference rules over sentences. Purhaps it will come with NLP technique with looking at grammatical structure of sentences. In addition to this, the system can try to extract discourse words from the extracted lines (using Keywords) rather than those words which are mentioned by us. Another direction goes toward practical utilizations. Big data analysis is currently one of the most needed technology in IT related services. The availability of software based data processing is very important aspect of reusing and deepining knowledges obtaind in a stage of processing.
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Abstract—Consider the problem of allocation of spatially correlated gridded data to finer spatial scale, conditionally on covariate information observable in a fine grid. Spatial dependence of the process can be captured with the conditional autoregressive structure, suitable for gridded (areal level) data. Also geostatistical methods, particularly empirical universal kriging, can be used for this purpose. In this study, we compare prediction results as well as prediction standard errors for two disaggregation procedures, based on the inventory of agricultural ammonia emissions reported in Pomeranian Voivodeship of Poland.

I. INTRODUCTION

In many environmental and epidemiological applications, one has to deal with spatial variables observed at different resolutions. The change of support problem is encountered, for example, in a development of high-resolution inventories of greenhouse gases [1], [2] or ammonia emissions [3].

The choice of a relevant model capturing spatial correlation depends on a type of data, but also it can depend on a size of dataset and computational efficiency. In principle, the model suitable for areal data is based on Markov random fields, in particular the commonly used conditional autoregressive structure. However, the point-referenced data can be aggregated to the area level, and modelled the same way [4]. On the other hand, the geostatistical approach, designed for continuous spatial processes, can be used to model a process over a gridded domain.

In this paper, we aim to explore uncertainty underlying a particular procedure of areal data disaggregation from a coarse to fine grid. The setting assumes knowledge on (i) a variable of interest in a coarse grid, and (ii) some related variables (proxy data) in a fine grid. The task is accomplished with two alternative approaches to modelling spatial data: the one based on conditional autoregressive model, and the other, using geostatistical methods. These models represent two general classes commonly used in spatial statistics. Within geostatistical approach, empirical universal kriging was applied for a prediction of unknown values in a fine grid. For each model we compare the prediction standard errors against actual residuals (their absolute values), as resulting from an empirical study of ammonia emission inventory. In addition, we analyse the effect of the level of disaggregation.

II. MOTIVATING DATA SET

A. Inventory of ammonia emissions

The analysed dataset concerns ammonia (NH$_3$) emission inventory in a region of Poland. Ammonia is emitted mainly (up to 80 – 90%) by agricultural sources such as livestock production and fertilized fields [5], [6]. High concentrations of ammonia can lead to acidification of soils [7], forest decline, and eutrophication of waterways [6]. All of these lead to loss of plant biodiversity [8]. Moreover, ammonia emissions are recognized for their importance in contributing to fine particulate matter [9], hence their spatial distribution is of great importance.

However, agricultural emission sources cannot be measured directly, and spatial emission patterns need to be assessed otherwise. This issue was addressed, for instance in [3], where agricultural and land cover data were used to disaggregate the national NH$_3$ emission totals across Great Britain. This was accomplished employing a spatially weighted redistribution of emission sources, with weights based on respective landcover classes. It was demonstrated in [10] that this type of straightforward, linear approaches to spatial allocation can be substantially improved by introducing a spatial random effect modelled with a conditional autoregressive structure.

B. Data description

The dataset comprises the gridded inventory of ammonia emissions from fertilization (in tonnes per year), reported in Pomeranian Voivodeship of Poland. The inventory grid cells are of regular 5km × 5km size, and the whole of cadastral survey compiles $n = 800$ cells, denoted $y = (y_1, \ldots, y_n)^T$; see Fig. 1.

It should be noted, that the considered variable $y$ of ammonia refers to a total amount of emissions over a grid cell; it is called an extensive variable [11]. This should be distinguished from intensive variables, e.g. emission concentrations or proportions over a geographic region.
For explanatory information we use the CORINE Land Cover Map for this region, available from the European Environment Agency [12]. Specifically, for each single grid cell we calculate area (in m$^2$) of those land use classes that are related to ammonia emissions. The following CORINE classes were considered (for reference, the CORINE class numbers are given in brackets):

- Non-irrigated arable land (211), denoted $x_1$;
- Fruit tree and berry plantations (222), denoted $x_2$;
- Pastures (231), denoted $x_3$;
- Complex cultivation patterns (242), denoted $x_4$;
- Principally agriculture, with natural vegetation (243), denoted $x_5$.

Only land use data are used as explanatory information. Also, it should be pointed out that our modelling approach includes both a regression component as well as a spatial correlation component, and the resulting regression coefficients are not the same as typical emission coefficients, specific for the listed land use classes.

Performance of a disaggregation framework depends on various factors. Among others, it highly depends on the extent of disaggregation; note, that this is connected with a preservation of the correlation across spatial scales. An impact of this feature is evaluated in the study. We test the disaggregation from 10km$\times$10km and 15km$\times$15km (coarse) grids to a 5km$\times$5km (fine) grid. To examine performance of the disaggregation procedure, first we aggregate the original fine grid emissions into respective coarse grid cells. Next, we fit respective model and predict ammonia emissions for a 5km fine grid. Finally, we check obtained results with the original inventory emissions of a 5km grid. Thus, our simulation study tests the cases of a fourfold and ninefold disaggregation. The aggregated values of the two coarse grids as well as the actual inventory data in the fine grid are shown in Fig. 1.

III. DISAGGREGATION MODEL BASED ON CONDITIONAL AUTOREGRESSIVE STRUCTURE

In this section we present an approach for areal to areal data realignment, where the residual covariance structure is modelled with the conditional autoregressive (CAR) specification [13], [14]. This class of models is used in the case of areal data, and it introduces spatial association through a neighbourhood structure.

A. The model

1) Fine grid: We begin with the model specification in a fine grid. Let $Y = \{Y_i\}_{i=1}^n$ denote random variables associated with missing values of interest $y = \{y_i\}_{i=1}^n$ defined at each cell $i$, $i = 1, ..., n$ of a fine grid. Assume that random variables $Y_i$ follow a Gaussian distribution with respective mean and variance, $Y_i|\mu_i, \sigma^2_i \sim N(\mu_i, \sigma^2_i)$. Given the values $\mu_i$ and $\sigma^2_i$, the random variables $Y_i$ are independent.

The values $\mu = \{\mu_i\}_{i=1}^n$ represent the underlying mean process, and the (missing) observations in a fine grid are related to this process through a measurement error of variance $\sigma^2_i$. The model for the underlying mean process is formulated as a sum of regression component with available covariates, and a spatially varying random effect.

The approach to modeling $\mu_i$ expresses an assumption that available covariates explain part of the spatial pattern, and the remaining part is captured through a spatial dependence, introduced as the conditional autoregressive CAR model. The CAR scheme follows an assumption of similar random effects in adjacent cells, and it is given through the specification of
full conditional distribution functions of $\mu_i$ for $i = 1, \ldots, n$ \cite{15, 16}

$$
\mu_i | \mu_j, j \neq i \sim \mathcal{N} \left( x_i^T \beta + \rho \sum_{j=1}^{n} w_{ij} (\mu_j - x_j^T \beta), \frac{\tau^2}{w_{ii}} \right),
$$

where $\mu_{-i}$ denotes all elements in $\mu$ but $\mu_i$; $w_{ij}$ are the adjacency weights ($w_{ij} = 1$ if $j$ is a neighbour of $i$ and 0 otherwise, also $w_{ii} = 0$); $w_{ij}$ is the number of neighbours of area $i$; \( x_i^T \beta \) is a regression component with explanatory covariates for area $i$ and a respective vector of regression coefficients.; and $\tau^2$ is a variance parameter.

The conditions (1) yield the following joint distribution of the process $\mu$, see e.g. \cite{15}

$$
\mu \sim \mathcal{N}_n \left( X \beta + \epsilon, \epsilon \sim \mathcal{N}_n (0, N) \right),
$$

denoting also $N = \tau^2 (D - \rho W)^{-1}$.

2) Coarse grid: The model for a coarse grid (aggregated) observed data is obtained by multiplication of the mean process (3) with an $N \times n$ aggregation matrix $C$, where $N$ is a number of observations in a coarse grid

$$
C \mu = CX \beta + C \epsilon, \ C \epsilon \sim \mathcal{N}_N \left( 0, CNC^T \right).
$$

The matrix $C$ consists of 0’s and 1’s, indicating which cells are treated as the mean process for variables $Z = \{Z_i\}_{i=1}^N$ associated with observations $z = \{z_i\}_{i=1}^N$ of the aggregated model

$$
Z | \lambda \sim \mathcal{N}_N \left( \lambda, \sigma^2_Z I_N \right),
$$

where $I_N$ is the $N \times N$ identity matrix. Also at this level, the underlying process $\lambda$ is related to $Z$ through a measurement error with variance $\sigma^2_Z$.

B. Maximum likelihood estimation

The parameters $\beta, \sigma^2_Z, \tau^2$ and $\rho$ are estimated with the maximum likelihood method based on the joint unconditional distribution of $Z$

$$
Z \sim \mathcal{N}_N \left( CX \beta, M + CNC^T \right),
$$

where $M = \sigma^2_Z I_N$. Next, the log likelihood function associated with (6) is formulated

$$
\begin{align*}
L(\cdot) & = - \frac{1}{2} \log |M + CNC^T| - \frac{N}{2} \log (2\pi) \\
& - \frac{1}{2} (z - CX \beta)^T (M + CNC^T)^{-1} (z - CX \beta),
\end{align*}
$$

where $| \cdot |$ denotes the determinant. The analytical derivation is limited to the regression coefficients $\beta$, and further maximisation of the profile log likelihood is performed numerically. The standard errors of parameter estimators for this model have been developed by means of the expected and observed Fisher information matrices, details of which are provided in \cite{17}.

C. Prediction in a fine grid

Regarding the missing values in a fine grid, the underlying mean process is of our primary interest. The predictors optimal in terms of the minimum mean squared error are given by $E(\mu|z)$. The joint distribution of $(\mu, Z)$ is

$$
\begin{bmatrix} \mu \\ Z \end{bmatrix} \sim \mathcal{N}_{n+N} \left( \begin{bmatrix} X \beta \\ CN \end{bmatrix}, \begin{bmatrix} N & CNC^T \\ CN^T & M + CNC^T \end{bmatrix} \right).
$$

The above distribution allows for full inference, yielding both the predictor

$$
\hat{E}(\mu|z) = X \hat{\beta} + CN \hat{C} \left( M + CN \hat{C} \right)^{-1} (z - CX \hat{\beta})
$$

and its variance

$$
\hat{V}(\mu|z) = \hat{N} - \hat{N} \left( M + CN \hat{C} \right)^{-1} \hat{C} \hat{N}.
$$

IV. GEOSTATISTICAL APPROACH

In this section, we briefly review geostatistical approach, which is dedicated to modelling point-referenced data over a continuous domain. It specifies the process through a covariance function.

In the application considered, ammonia emission $Y(s)$ is the variable of area type. The point level data are obtained by dividing this variable by area (in km$^2$) of respective grid cell. This is a kind of approximation which expresses emissions over a unit area, or (roughly) emission intensity. Thus, a geostatistical model is applied to the modified process $Y_A(s) = Y(s)/A$, where $A$ stands for area of a 5km grid cell. We observe $\hat{Y}_A = \{Y_A(s_1), \ldots, Y_A(s_n)\}^T$ in a fine grid, and we wish to predict the variable $Y_A(s_0)$ at a location $s_0 \in D$ where it has not been observed, i.e. in centroids of a coarse grid.

Gaussian geostatistical models are based on two assumptions: second order stationarity and isotropy. Second order stationarity means that the process mean is constant and its covariance function depends only on the difference between locations. The process is isotropic if, additionally, the covariance depends only on distance (not direction) between two locations. Once these assumptions are met, spatial process can be modelled with parametric covariance functions. The exponential covariance function, applied in this study, is defined as,

$$
cov(h) = \begin{cases} 
\sigma^2 \exp(-\phi h) & \text{if } h > 0 \\
\tau^2_{nug} + \sigma^2 & \text{if } h = 0,
\end{cases}
$$

where $h$ denotes the Euclidean distance between two points, $\tau^2_{nug}$ represents the nugget effect, $\sigma^2$ is the partial sill, and $\phi$ denotes the effective range of the covariance. Furthermore, denote $K = \text{cov} \{Y_A, Y_A\}$, $k = \text{cov} \{Y_A, Y_A(s_0)\}$, and $k_0 = \text{cov} \{Y_A(s_0), Y_A(s_0)\}$. 
With land use information available as covariates denoted $X = (x(s_1), \ldots, x(s_n))^T$ and $x(s_0)$, universal kriging [18] was applied for a prediction in a fine grid. The model for a random field $Y_A(s)$ has a linear mean function and the error process $\epsilon(s)$

$$Y_A(s) = x(s)^T \beta + \epsilon(s), \quad (10)$$

where $\beta = (\beta_1, \beta_2, \ldots, \beta_p)^T$ is a vector of $p$ unknown coefficients, and $\epsilon(s)$ is a zero-mean Gaussian process with the exponential covariance function given by (9).

The geostatistical prediction problem is formulated as follows. We seek a predictor $\hat{Y}_A(s_0)$ that minimises the mean squared prediction error among the predictors satisfying two properties:

1. linearity: $\hat{Y}_A(s_0) = \lambda^T Y_A$
2. unbiasedness: $E\hat{Y}_A(s_0) = E(\lambda^T Y_A) = EY_A(s_0)$ for all $\beta \in \mathbb{R}^p$.

We obtain minimisation of $E\{Y_A(s_0) - \lambda^T Y_A\}^2$ subject to

$$X^T \lambda = x(s_0). \quad (11)$$

This constraint optimisation task can be solved with the method of Lagrange multipliers, see e.g. [19], [15]. Provided that matrices $K$ and $X^T K^{-1} X$ are invertible, it yields

$$\lambda = \left\{ K^{-1} - K^{-1} X \left(X^T K^{-1} X\right)^{-1} X^T K^{-1}\right\} k$$
$$+ K^{-1} X \left(X^T K^{-1} X\right)^{-1} x(s_0) \quad (12)$$
and the best linear unbiased predictor (BLUP) of $Y_A(s_0)$ becomes

$$\hat{Y}_A(s_0) = \lambda^T Y_A$$
$$= \left\{ k + X \left(X^T K^{-1} X\right)^{-1} \left[ x(s_0) - X^T K^{-1} k\right]\right\}^T$$
$$\times K^{-1} Y_A. \quad (13)$$

The resulting mean squared error of the BLUP, called also the kriging variance, is given by

$$k_0 - k^T K^{-1} k + \gamma^T \left(X^T K^{-1} X\right)^{-1} \gamma, \quad (14)$$

where $\gamma = x(s_0) - X^T K^{-1} k$.

Estimation of parameters has been performed using the geoR package from the R software [20].

V. RESULTS

A. Fourfold disaggregation

This subsection presents the model testing results for disaggregation from a 10km grid.

Table I displays the maximum likelihood estimates and standard errors for all parameters. Also the statistical significance of regression coefficients is reported with the t-statistic and respective $p$-values. It should be stressed, that estimation of parameters has been performed for emission values in the case of CAR models, and for emission intensity in the case of geostatistical models (denoted GEOST). Therefore, parameter estimates are comparable only within the same class of models. As regards GEOST models, due to an optimisation procedure [20], the standard errors are available only for the ratio $\tau^2_{w}/\sigma^2_{Z}$.

From a visual comparison of the 5km maps with predicted values of ammonia emissions (not shown), the differences with respect to the original data cannot be easily distinguished. Instead, Fig. 2 presents scatterplots of predicted values $y^*_i$ against observations $y_i$. This suggests that CAR model gives better results than GEOST. In general, CAR model provides very accurate predictions, although it tends to overestimate significantly some of small values.

![Fig. 2. Predicted ($y^*$) versus observed ($y$) values (in tonnes/year); disaggregation from 10km grid](image-url)

Model residuals ($d_i = y_i - y^*_i$) are further summarised in Table II (the upper panel). The quantitative comparison confirms that CAR model outperforms the geostatistical one, both in terms of the mean squared error (mse) as well as the sample correlation coefficient ($r$). Still, the highest overestimate, i.e. $\min(d_i) = -1.717$, is reported for CAR model.

Next, the prediction standard error was calculated following the formula (8) for CAR model, and the formula (14) for geostatistical model. Since in the present case study the correct values of emissions predicted in 5km grid are known, we are in a position to compare the prediction error with actual residuals (more precisely, with their absolute values). In Fig. 3 these values are presented on maps for both disaggregation procedures. For CAR model, it is noticeable that the prediction error does not reflect diversification of actual residuals very ac-
TABLE I

Maximum likelihood estimates for coarse grids

<table>
<thead>
<tr>
<th>Est.</th>
<th>Std.Err.</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10km</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β₁</td>
<td>1.13e-07</td>
<td>3.26e-09</td>
<td>2.99e-59</td>
</tr>
<tr>
<td>β₂</td>
<td>2.56e-07</td>
<td>1.94e-07</td>
<td>1.31</td>
</tr>
<tr>
<td>β₃</td>
<td>9.77e-08</td>
<td>1.19e-08</td>
<td>8.20</td>
</tr>
<tr>
<td>β₄</td>
<td>1.18e-07</td>
<td>2.13e-08</td>
<td>5.51</td>
</tr>
<tr>
<td>β₅</td>
<td>1.27e-07</td>
<td>1.32e-08</td>
<td>9.57</td>
</tr>
<tr>
<td>σ²</td>
<td>0.334</td>
<td>0.073</td>
<td></td>
</tr>
<tr>
<td>τ²</td>
<td>0.536</td>
<td>0.082</td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.948</td>
<td>9.98e-04</td>
<td></td>
</tr>
<tr>
<td>15km</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β₁</td>
<td>1.12e-07</td>
<td>3.95e-09</td>
<td>28.26</td>
</tr>
<tr>
<td>β₂</td>
<td>-4.07e-07</td>
<td>3.95e-09</td>
<td>28.26</td>
</tr>
<tr>
<td>β₃</td>
<td>1.07e-07</td>
<td>1.84e-08</td>
<td>5.83</td>
</tr>
<tr>
<td>β₄</td>
<td>1.24e-07</td>
<td>2.77e-08</td>
<td>4.49</td>
</tr>
<tr>
<td>β₅</td>
<td>1.27e-07</td>
<td>1.74e-08</td>
<td>7.31</td>
</tr>
<tr>
<td>σ²</td>
<td>2.339</td>
<td>0.424</td>
<td></td>
</tr>
<tr>
<td>τ²</td>
<td>-0.214</td>
<td>0.088</td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.966</td>
<td>4.91e-04</td>
<td></td>
</tr>
</tbody>
</table>

GEOST models

<table>
<thead>
<tr>
<th>Est.</th>
<th>Std.Err.</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10km</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β₁</td>
<td>9.72e-08</td>
<td>5.83e-09</td>
<td>16.68</td>
</tr>
<tr>
<td>β₂</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>β₃</td>
<td>8.06e-08</td>
<td>1.62e-08</td>
<td>4.96</td>
</tr>
<tr>
<td>β₄</td>
<td>9.53e-08</td>
<td>3.65e-08</td>
<td>2.61</td>
</tr>
<tr>
<td>β₅</td>
<td>1.12e-07</td>
<td>2.30e-08</td>
<td>4.88</td>
</tr>
<tr>
<td>σ²</td>
<td>2.04e-05</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>τ²</td>
<td>9.92e-05</td>
<td>0.07</td>
<td>-</td>
</tr>
<tr>
<td>ρ</td>
<td>205.01</td>
<td>298.41</td>
<td>-</td>
</tr>
<tr>
<td>15km</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β₁</td>
<td>9.21e-08</td>
<td>8.75e-09</td>
<td>10.53</td>
</tr>
<tr>
<td>β₃</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>β₄</td>
<td>1.21e-07</td>
<td>5.69e-08</td>
<td>2.12</td>
</tr>
<tr>
<td>β₅</td>
<td>1.12e-07</td>
<td>3.79e-08</td>
<td>2.96</td>
</tr>
<tr>
<td>σ²</td>
<td>4.50e-04</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>τ²</td>
<td>9.84e-05</td>
<td>0.285</td>
<td>-</td>
</tr>
<tr>
<td>ρ</td>
<td>61.02</td>
<td>61.39</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE II

Analysis of residuals

<table>
<thead>
<tr>
<th>mse</th>
<th>min(dᵢ)</th>
<th>max(dᵢ)</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>10km grid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAR</td>
<td>0.064</td>
<td>-1.717</td>
<td>1.104</td>
</tr>
<tr>
<td>GEOST</td>
<td>0.077</td>
<td>-1.444</td>
<td>1.200</td>
</tr>
<tr>
<td>15km grid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAR</td>
<td>0.136</td>
<td>-2.428</td>
<td>0.646</td>
</tr>
<tr>
<td>GEOST</td>
<td>0.144</td>
<td>-1.914</td>
<td>1.519</td>
</tr>
</tbody>
</table>

Curiously, and the highest values of residuals are underestimated (compare the scales of both maps). Otherwise, the prediction standard errors seem to provide a reasonable assessment. On the other hand, the prediction standard error for GEOST model is significantly underestimated, as seen from the map scales. Note, that for both disaggregation methods, the highest residuals are reported on the border of the domain; this fact is known in spatial statistics as the edge effect.

In addition, Fig. 4(a) presents the differences between the prediction standard errors of the models and absolute values of actual residuals. The empirical cumulative distributions of these differences confirm that the geostatistical model underestimates the prediction standard errors, much more than the CAR model does.

B. Ninefold disaggregation

Next, the results of disaggregation from a 15km grid are presented. In Table I we can see, for respective models, the increase of variances $\sigma^2_Z$ when turning from a 10km to 15km disaggregation.

Fig. 4. Empirical cumulative distributions of the differences between the prediction standard errors and absolute values of residuals (in tonnes/year) for (a) 10km and (b) 15km disaggregation.
The scatterplot in Fig. 5 reveals important differences between the two methods. CAR model generally provides more accurate predictions but heavily overestimates numerous values. Predictions from GEOST are less accurate, and the model also tends to overestimate low values and underestimate high ones. Overall, Table II shows that both approaches provide comparable quality of predictions, as summarised by the mean squared error and correlation coefficient. Again, the highest overestimate, i.e. $\min(d_i) = -2.428$, is noted for CAR model.

For the case of ninefold disaggregation, the prediction standard errors and absolute values of residuals are depicted in Fig. 6. For CAR model, this comparison provides quite good picture, although the highest values of residuals are still underestimated. Apart from this, the model uncertainty is reflected rather well. This is not the case for GEOST model. Firstly, a regular pattern on the map of prediction standard error is completely different from the actual residuals. It can be attributed to inherent features of the geostatistical method which provides the lowest prediction error at observed locations. Secondly, the prediction error for this procedure is evidently underestimated, similarly as for the case of 10km disaggregation.

Respective cumulative distributions of the differences be-
The major objective of this paper was to study uncertainty of two procedures for spatial allocation from a coarse to fine grid. For a particular disaggregation setting with proxy data available in a fine grid, we analysed the approach based on the conditional autoregressive structure, and the one based on the geostatistical methods.

For disaggregations from 10km and 15km grids to a 5km grid, both methods provided very good predictions, with $r = 0.96$ and $0.91$, respectively. The mean squared error of predictions was approximately 20% lower for CAR model in the case of fourfold disaggregation, and 5% in the case of ninefold disaggregation.

As regards the geostatistical method, despite its good predictive performance, this disaggregation procedure failed to properly assess uncertainty of the model. It should be noted
that in our study the covariance function was unknown and respective parameters were estimated, which resulted in empirical universal kriging procedure. In such a case, the predictor is no longer a linear function of the data. In [16] the authors note that empirical kriging variance tends to underestimate the actual prediction error variance of the empirical universal kriging predictor because it does not account for additional error due to parameter estimation. CAR model provided a reliable assessment of prediction error. In this particular case study, this might result also from the fact that CAR structure is dedicated to areal data, like the analysed dataset of ammonia emissions.

When increasing a degree of disaggregation, obviously the quality of predictions decreases, but the accuracy of uncertainty assessment improved for CAR model. For the geostatistical approach presented, it is generally poor. Nevertheless, universal kriging is a popular, widespread technique, built into numerous software tools, which facilitates application of this disaggregation approach.

To summarise, Table III lists advantages and disadvantages of both methods for the considered case of areal data disaggregation.
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Abstract—The paper addresses the problem of uncertainty in the greenhouse gas emission inventories, by proposing an alternative method for assessing uncertainty and its evolution over time. To estimate the inventory accuracy, the revisions published in consecutive years are used. These revisions are considered nonstationary time series. We describe evolution by time-dependent models, used to analyze data from the National Inventory Reports published annually up to 2015, for selected EU countries. We present a parametric model and a procedure for estimating parameters, along with the results obtained.

I. INTRODUCTION

According to the United Nations Framework Convention on Climate Change (UNFCCC) and its Kyoto Protocol, each of the cosignatories is obliged to provide annual data on greenhouse gas (GHG) inventory. These data are given in the National Inventory Reports (NIR), prepared either according to the 2000 IPCC report ‘Good Practice Guidance and Uncertainty Management in National Greenhouse Inventories’ [1], or later to the 2006 ‘IPCC Guidelines for National Greenhouse Gas Inventories’ [2], describing in detail how uncertainty analysis should be conducted. Each NIR report contains data from a given year and revisions of past data. Data for previous years are revised given more precise information. This means that, revisions made in different years use different knowledge, and hence uncertainties in different revisions change.

In general, uncertainty associated with GHG inventory can be classified as scientific uncertainty (when the actual emission and/or removal process is insufficiently understood) and estimation uncertainty (mostly structural, connected with activity data, emission factors, and other parameters), present whether GHG emissions are quantified. Three tier’s are described for categorizing both emissions factors and activity data. A tier represents a level of methodological complexity. Tier 1 is the basic method, while Tier’s 2 and 3 are each more demanding in terms of complexity and data requirements. Two of these approaches i.e. the error propagation (Tier 1) and the Monte Carlo approach (Tier 2) are recommended to assess uncertainty. The first one is much easier to calculate, while the second is considered more accurate. Since the use of the given approach is only suggested, most countries use only one of these approaches, or change the method of uncertainty assessment in consecutive reports, which makes it difficult to compare the estimates and its changes over time. In particular, it may happen that the alleged reduction in uncertainty is in fact connected with the different method of its assessment. The goal of this paper is to present an alternative, data-driven method of uncertainty assessment.

The problem of uncertainty analysis from the report data is not new, and has been dealt with for several years. Various databases were analyzed, including the IPCC data from the National Inventory Reports, but in most papers, all revision data were studied independently, e.g. in [3]. The question of how to analyze temporal evolution of the accuracy of emission inventories from several revisions was first formulated in [5], where uncertainty estimates were calculated for Austria using an algebraic approach, based on available data from different revisions year by year. Some conclusions from the results obtained there, were also presented in [4]. A similar year by year approach was presented in [8], using the Austrian NIR data as well.

This paper presents a different, revisions oriented analysis. We are interested in all consecutive yearly revisions, and differences between them, rather than in examining each of them separately. Intuitively this means that, by analyzing consecutive revisions and therefore errors and inaccuracies associated with them, which are different for each revision, we want to capture the structure of the uncertainty and its evolution over time. The method proposed combines a nonparametric regression technique using smoothing splines, as presented in [3], with a parametric model. This two-step semiparametric approach enables prior preparation of the data to which the model is fitted. Using the spline, is aimed at smoothing the data, i.e. at de-trending of the time series reported, and this in turn results in much better modelling.
This paper continues considerations outlined in [6] and carried out in [7], where we discussed some parametric model, applied to the NIR data published up to the year 2007. With the analysis carried out on longer samples, i.e. based on the NIR data published up to 2015, we managed to significantly improve the model, and get more representative results.

In Section II we present the idea of interpreting the data and propose a parametric model, that describes the uncertainty structure. Section III contains the results of fitting the model to the data on CO₂ emission from the National Inventory Reports for selected EU countries, along with the uncertainty assessment. Conclusions are given in Section IV.

II. DATA AND MODEL

We analyze data from the National Inventory Reports for selected EU countries. To consider a model, the data must first be interpreted in a manner which allows the extraction of uncertainty.

A. Data interpretation

Let \( E_{ny,i} \), denote the inventory data for the country \( i \), in the year \( n \), \( n = 1, \ldots, N_j \), revised in the year \( y_j \), \( j = 1, \ldots, J \), where \( y_j \) is the last year, when the last revision was made. The index \( j \) enumerates the revisions. For a given country \( i \), all the inventory data form a table (Table I), in which each row contains revision data reported in the year \( y_j \) i.e. a time series indexed by \( n \), and each column contains emission inventory for the year \( n \), recalculated in consecutive yearly revisions up to \( n \), (a time series indexed by \( y_j \)). The analysis will be conducted for rows of that table, i.e. investigating emission inventories from consecutive yearly revisions.

For a given country \( i \), we model any revision data to be composed of the ‘real’ emission, which we call the ‘deterministic’ fraction, and the ‘stochastic’ fraction, related to our lack of knowledge and imprecision of observation of the real emission. We assume that the uncertainty is related to the stochastic part of the model.

For the most recently revised data, there is

\[
E_{ny,i} = D_{ny,i} + S_{ny,i},
\]

where \( E \) stands for the emission inventory, \( D \) for its deterministic fraction, \( S \) for the stochastic fraction, and \( n \) is the year, for which the revised data were recalculated.

Now, the data revised in the year \( y_j \), where \( j = 1, \ldots, J-1 \) are modeled as having the same deterministic fraction. Thus they follow the same type of decomposition

\[
E_{ny,i} = D_{ny,i} + S_{ny,i},
\]

where the standard deviations \( \sigma_{ny,i} \) are of the form

\[
\sigma_{ny,i} = \sqrt{\sigma_{ny,i}^2 + \alpha_{y,i}(y_j - y_j)^2}, \quad \alpha_{y,i} > 0.
\]

Parameters \( \alpha_{y,i} \), associated with the stochastic fraction \( S_{ny,i} \), can be estimated from the data together with \( \sigma_{ny,i} \). They describe a shift of the precision level and depend on the difference between the revision year \( y_j \), \( j = 1, \ldots, J-1 \) and the most recent revision year \( y_J \), due to the learning. The deterministic fraction \( D_{ny,i} \) is found, using smoothing spline, as presented in [3]. Applying this nonparametric approach to the most recently revised data \( E_{ny,i} \), gives not only the estimate of the deterministic fraction, but also an estimate of the variance \( \sigma_{ny,i}^2 \). Considering dependence of the obtained results on spline determination, all results given in the paper are conditioned on the splines, though it is not additionally stressed in the sequel.

B. Model and Parameters

Given the smoothing spline \( S_p_{y_j,i} \), we consider it the estimate of \( D_{ny,i} \) and use it, along with the emission data \( E_{ny,i} \), for \( j = 1, \ldots, J-1 \) to estimate uncertainty described by \( S_{ny,i} \). The method is based on analysis of the differences between the revisions \( E_{ny,i} \), and the smoothing spline \( S_p_{y_j,i} \).

\[
v_{ny,i} = E_{ny,i} - S_{ny,i},
\]

where \( j = 1, \ldots, J-1, n = 1, \ldots, N_j \). Following (1) - (2), we assume that, for a fixed country \( i \)

\[
v_{ny,i} \sim N\left(0, \sigma_{ny,i}^2\right),
\]

where differences \( v_{ny,i} \) are independent and

\[
\sigma_{ny,i}^2 = \frac{\beta_{ny,i}}{2} + \alpha_{y,i}(y_j - y_j)^2
\]

Parameters \( \alpha_{y,i} \) in (4) can be obtained as Maximum Likelihood estimators. Due to (3) the log-likelihood function, with parameter \( \sigma_{ny,i}^2 \) is of the form

\[
\ln L(\sigma_{ny,i}^2) = -N_j \ln \sqrt{2\pi} - \frac{1}{2} N_j \ln(\sigma_{ny,i}^2) - \frac{1}{2(\sigma_{ny,i}^2)} \sum (v_{ny,i})^2
\]

Substituting (4), gives

\[
\ln L(\alpha_{y,i}) = -N_j \ln \sqrt{2\pi} \frac{1}{2} N_j \ln((\sigma_{ny,i}^2) + \alpha_{y,i}(y_j - y_j)^2)
\]

Then

\[
\frac{d \ln L(\alpha_{y,i})}{d\alpha_{y,i}} = -\frac{N_j(y_j - y_j)^2}{2((\sigma_{ny,i}^2) + \alpha_{y,i}(y_j - y_j)^2)}
\]

\[+ \frac{1}{2} \sum (v_{ny,i})^2 \frac{(y_j - y_j)^2}{((\sigma_{ny,i}^2) + \alpha_{y,i}(y_j - y_j)^2)^2}.
\]
Applying the necessary condition of extreme, we get the ML estimator of \( \hat{\alpha}_j, j = 1, \ldots, J - 1 \)
\[
\hat{\alpha}_j = \frac{1}{(y_J - y_j)^2} \left( \frac{1}{N_J} \sum (v^n_{y_j})^2 - (\sigma^n_{y_J})^2 \right),
\]
(5)

Having obtained (5), we take
\[
\alpha_j = \beta(y_J - y_j)^{\gamma}, \quad \text{where } \alpha_j > 0
\]
(6)

which leads us to the following model
\[
v^n_{y_j} \sim \mathcal{N}(0, \sigma^n_{y_j}), \quad \text{where } \sigma^n_{y_j} = \sqrt{\sigma^n_{y_J}^2 + \beta(y_J - y_j)^{2\gamma}}.
\]
(7)

Parameters \( \beta \) and \( \gamma \) in (7) are to be estimated by the Least Squares method, fitting (6) to the sequence \( \hat{\alpha}_j \). We put \( \hat{\alpha}_j = \ln \hat{\alpha}_j \), and \( \hat{\beta} = \ln \hat{\beta} \), which brings (6) to the following regression model
\[
\hat{\alpha}_j = \hat{\beta} + \gamma \ln(y_J - y_j).
\]
(8)

Parameters \( \sigma^n_{y_j} \), \( j = 1, \ldots, J - 1 \) are now obtained from (7). Dividing \( \sigma^n_{y_j} \) by the smoothing spline \( \text{Sp}_{y, j} \) gives the relative uncertainty estimates of the form
\[
\hat{\alpha}_j = \frac{\sigma^n_{y_j}}{\text{Sp}_{y, j}}, \quad j = 1, \ldots, J - 1.
\]
(9)

The procedure for a fixed country \( i \), consists of two steps.

**Procedure 2.1: Assessing uncertainty.**

**Step 1** For the most recently revised data \( E^n_{y,J} \)
- find the smoothing spline \( \text{Sp}_{y, J} \)
- estimate the variance \( \sigma^n_{y,J} \)
- calculate the differences
\[
v^n_{y, j} = E^n_{y, j} - \text{Sp}_{y, j}, \quad j = 1, \ldots, J - 1.
\]
**Step 2** To fit the parameters in model (3) – (4)
- find \( \hat{\alpha}_j, j = 1, \ldots, J - 1 \), using (5)
- estimate \( \beta \) and \( \gamma \) in regression model (8)
- find \( \sigma^n_{y,j}, j = 1, \ldots, J - 1 \), due to (7)
- find relative uncertainty estimates \( \hat{\alpha}_j, j = 1, \ldots, J - 1 \), using (9).

### III. Uncertainty Assessment

We analyze UNFCCC data on CO2 emission (in Gg) without land-use, land-use change and forestry (LULUCF), published yearly in the National Inventory Reports up to the year 2015 [9]. Calculation of emission estimates based on the measurements collected takes approximately two years, so the data reported in 2015 originate from the year 2013.

To illustrate various features of uncertainty structure we consider the data for six EU countries: Austria, Belgium, UK, Denmark, Ireland, and Finland. Each of them started to report data on GHG emission before the agreed year 2003 (on \( y_J = 2001 \)), conducting a test phase and providing data on emission since 1999 (Austria, UK, Ireland, and Finland) and since 2000 (Belgium and Denmark). This means we analyze the data on CO2 emission excluding LULUCF for the year \( y_J = 2013 \), and all the earlier revisions, down to 1999 or 2000.

The smoothing splines \( \text{Sp}_{y, j} \), built for the most recently revised data, i.e. a time series \( E^n_{y, j} \), where \( n = 1990, \ldots, 2013 \), for each of the countries considered are depicted in Fig. 1. They clearly evidence sudden year-to-year changes in the inventories that are interpreted as results of errors with respect to the curves obtained by smoothing.

One can notice that, the spline fit is not the same for all countries. It seems to be much better for countries whose emissions are depicted in figures in the left-hand column of Fig. 1. Since the purpose of the spline was to extract data on the ‘real’ emission, this can be explained by different levels of uncertainty, reported by these countries for the year 2013. Total uncertainty, reported for 2013 in the Austrian NIR was equal 4.27%, the one for the UK 4%, and 3.45% for Ireland. In the case of Belgium and Denmark the spline obtained significantly smooths the data reported, which can be interpreted in terms of higher uncertainty – the total uncertainty reported for 2013 was equal 5.53% and 5.2% for Belgium and Denmark respectively.

Fig. 1(d) can be considered a good example illustrating the problem of uncertainty assessment. Finnish total uncertainty reported for 2013 is the highest of them, estimated for 6%, although the fit may suggest much lower value. This is connected with the fact, that the uncertainty assessment in the Finnish NIR was obtained using Tier 2 (Monte Carlo approach), while the remaining ones are calculated using Tier 1. Just like in this case, the results obtained through different approaches are often difficult to compare.

Fig. 1 demonstrates also some similarities in the monotonic behaviour of emissions for the countries analyzed. It’s easy to see a decreasing trend starting from 2005 (it is visible even in the case of oscillating Belgian and Danish emissions, heavily smoothed by the spline). More interesting, however, is a significant drop in emissions in 2009, associated with the economic crisis.

The estimates for variances \( \sigma^n_{y, j} \), where \( y_J = 2013 \), calculated when building the smoothing spline are equal 2715127, 8091277.78, 121449538.0, 15182144.8, 650202.035, and 5940914.85 for Austria, Belgium, UK, Denmark, Ireland, and Finland respectively.

Having built the smoothing spline for \( y_J = 2013 \), we subtracted it from all the earlier revisions \( E^n_{y, j} \), where \( y_J = 1999, \ldots, 2012 \) in the case of Austria, the UK, Ireland, and Finland, and \( y_J = 2000, \ldots, 2012 \) for Belgium and Denmark. In each case, the revision data represented a time series \( E^n_{y, j} \), for \( n = 1990, \ldots, y_J \).

The assumptions in model (7) were checked, by performing statistical tests. The differences obtained, were tested for normality using the Shapiro-Wilk test (considered the most reliable normality test). Since in some cases we had to deal with small samples, the results were confirmed by the Lilliefors test (modification of the Kolmogorov-Smirnov test with unknown parameters). Moreover the differences were tested for significance of true population mean, using two-sided \( t \)-test, and taking significance level 0.05.
In most cases, there was no statistical evidence against the null hypothesis on normality of the data analyzed, and hence the alternative hypothesis was clearly rejected. The test failed in the case of the most initial revisions, in particular those provided in the test phase, i.e. concerning emission data on the years 1999 – 2000, which can partly be explained by the fact that the method of calculating emission revisions was being developed at that time. The $t$-tests performed on these differences, for which the normality assumption was met, showed that in most cases true population mean, is statistically insignificant and can be assumed zero. This means that, the assumptions taken in the model considered, were reasonable.

Following procedure 2.1, we found coefficients $\alpha_j$, as ML estimators (5) and fitted parameters in regression model (8). The model fitted has been verified. All the parameters estimated turned out to be significant – the null hypotheses considering them insignificant were rejected, since $p$-values in the case of $\tilde{\beta}$ ranged from $\exp(-7)$ to $\exp(-13)$ and for $\gamma$ from $\exp(-4)$ to $\exp(-8)$, the same as $p$-values in the $F$-test.

Coefficient of determination $R^2$, indicating the goodness of fit of the model considered, was equal 84% for Austria, 77% for Belgium, 86% for the UK, 94% for Denmark, 81% for Ireland, and 97% for Finland.

The estimates of $\gamma + 2$ and $\tilde{\beta}$ are given in Table II, along
with the results of model (8) validation.

The main result of the paper – relative uncertainties $u_j$, calculated due to (9) based on $\sigma_{y_j}$, $j = 1, \ldots, J - 1$ in (7) for each of the six countries considered, are given in Table III and depicted in Fig. 3.

The temporal evolution of standard deviations $\sigma_{y_j}$, $j = 1, \ldots, J - 1$ in (7), for all countries analyzed is shown in Fig. 2. It can be observed that, they are decreasing rather slowly in time. In turn, the corresponding relative uncertainty estimates $\hat{u}_j$, $j = 1, \ldots, J - 1$, presented in Fig. 3, for some countries, like Austria, UK, and Ireland decrease, some others, like those for Denmark or Belgium increase slowly until 2004 – 2005. An exception is Finland, for which nonmonotonic and slightly oscillating values of $u_j$ are shown. However, it can be observed that the uncertainty estimates for all of the countries analyzed in the paper grow quite rapidly in later years (in particular those for Denmark and Ireland). This is connected with noticeable decrease of emissions for all countries in the years 2005 – 2012, much quicker than the slow decrease of standard deviations $\sigma_{y_j}$. Note that the values of $\sigma_{y_j}$ estimated for the UK, are much higher than for other countries, due to much higher emissions. This did not prevent us, however, in getting a good uncertainty assessment, also for that country.

It is worth stressing that, the uncertainty estimates obtained due to (9) agree quite well with the official uncertainty assessments provided in the National Inventory Reports (see Fig.4). Uncertainty assessments have become part of the 2000 IPCC Good Practice Guidance [1]. Next to the emission data, parties are expected to provide assessment of total uncertainty level of reported emission and trend uncertainty, using Tier 1 analysis (error propagation), along with the uncertainty assessment for each greenhouse gas, and each of the key IPCC categories. It is also suggested to give the results at the Tier 2 level (Monte Carlo simulation), if available. The advantage of using Tier 2 methodology is that uncertainties are taken into account and the ranking shows where uncertainties can be reduced. In the 2006 IPCC guidelines [2] it is suggested that, good practice reporting should include analysis of both Tier 1 and Tier 2.

Since applying given approach is only suggested, most countries use only one of them, i.e. Tier 1, which is easier to calculate, although considered to be less accurate. Tier 2 approach is used by Austria (starting with 2005), for Finland (for the years 2001-2005 Tier 1 analysis was not conducted, the uncertainty assessments published in the National Inventory Reports was based on Tier 2), and the UK (2003), while Belgium provides the uncertainty assessments obtained using Monte Carlo approach only for Flanders.

We compared the resulting uncertainty estimates $\hat{u}_j$, with the reported Tier 1 trend uncertainty, and the uncertainty of CO$_2$ (Fig. 4). In the case of Finland, the trend uncertainty reported for 2001-2005 and 2011-2012 was calculated using Tier 2 approach, therefore in Fig. 4 both methods are considered. For the convenience of the reader, we set the same range on the vertical axis for all figures in Fig. 4, which allows for better comparison of the estimated uncertainties.

It can be seen that, the proposed uncertainty estimates correspond to those reported in the National Inventory Reports. In the case of Austria and the UK, they almost coincide with the official CO$_2$ uncertainty assessments, but after 2006, you may notice a slight difference in both ratings – the relative uncertainties $u_j$ are then slightly higher than the reported ones. For Belgium and Denmark the values of $u_j$ are pretty close to the uncertainty assessments for CO$_2$ and show similar monotonic behaviour. The estimates obtained for Ireland and Finland agree rather with the CO$_2$ uncertainty assessment, however the general monotonic behaviour is comparable with the trend uncertainty reported.

Assessments of trend uncertainty, reported since 2003 and 2004, are somewhat higher than the determined values of $u_j$, which may be partly explained by the fact that, they relate to total GHG emission.

The results obtained using the method proposed can therefore be considered independent confirmation of the official uncertainty estimates calculated according to [1] and [2].
TABLE II
Estimates of \( \gamma + 2 \) and \( \tilde{\beta} \) in (8).

<table>
<thead>
<tr>
<th>Model</th>
<th>Austria</th>
<th>Belgium</th>
<th>UK</th>
<th>Denmark</th>
<th>Ireland</th>
<th>Finland</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma + 2 )</td>
<td>0.60</td>
<td>0.91</td>
<td>0.59</td>
<td>0.62</td>
<td>0.48</td>
<td>1.02</td>
</tr>
<tr>
<td>( \beta )</td>
<td>7.63</td>
<td>7.50</td>
<td>8.08</td>
<td>8.40</td>
<td>6.74</td>
<td>7.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>H_0 : \gamma = 0 against H_1 : \gamma \neq 0</th>
<th>p-value</th>
<th>H_0 : \beta = 0 against H_1 : \beta \neq 0</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.48e-05</td>
<td>7.35e-05</td>
<td>6.33e-07</td>
<td>4.78e-08</td>
</tr>
<tr>
<td>1.53e-09</td>
<td>1.60e-10</td>
<td>0.00078</td>
<td>1.60e-13</td>
</tr>
</tbody>
</table>

| F-test | 8.48e-05 | 7.35e-05 | 0.00078 | 4.78e-08 | 7.74e-05 | 4.926e-11 |
| R^2    | 0.843    | 0.773    | 0.856    | 0.943    | 0.814    | 0.968    |

Fig. 4. Uncertainty assessment by means of relative values \( \hat{u}_j \) compared with the NIR uncertainty reported.
TABLE III

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.0249</td>
<td>0.0247</td>
<td>0.0237</td>
<td>0.0225</td>
<td>0.0215</td>
<td>0.0209</td>
<td>0.0209</td>
<td>0.0214</td>
<td>0.0221</td>
<td>0.0228</td>
<td>0.0232</td>
<td>0.0234</td>
<td>0.0235</td>
<td>0.0239</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.0224</td>
<td>0.0224</td>
<td>0.0225</td>
<td>0.0226</td>
<td>0.0228</td>
<td>0.0231</td>
<td>0.0234</td>
<td>0.0239</td>
<td>0.0249</td>
<td>0.0250</td>
<td>0.0253</td>
<td>0.0263</td>
<td>0.0270</td>
<td>0.0273</td>
</tr>
<tr>
<td>UK</td>
<td>0.0197</td>
<td>0.0139</td>
<td>0.0136</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0134</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0135</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.0317</td>
<td>0.0324</td>
<td>0.0329</td>
<td>0.0333</td>
<td>0.0336</td>
<td>0.0339</td>
<td>0.0344</td>
<td>0.0351</td>
<td>0.0360</td>
<td>0.0373</td>
<td>0.0390</td>
<td>0.0411</td>
<td>0.0436</td>
<td>0.0472</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.0188</td>
<td>0.0179</td>
<td>0.0175</td>
<td>0.0174</td>
<td>0.0173</td>
<td>0.0171</td>
<td>0.0169</td>
<td>0.0170</td>
<td>0.0175</td>
<td>0.0186</td>
<td>0.0197</td>
<td>0.0208</td>
<td>0.0215</td>
<td>0.0225</td>
</tr>
<tr>
<td>Finland</td>
<td>0.0420</td>
<td>0.0421</td>
<td>0.0398</td>
<td>0.0368</td>
<td>0.0340</td>
<td>0.0363</td>
<td>0.0407</td>
<td>0.0369</td>
<td>0.0366</td>
<td>0.0417</td>
<td>0.0428</td>
<td>0.0395</td>
<td>0.0423</td>
<td>0.0447</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

The paper deals with estimating uncertainty of the GHG inventory prepared by the countries within the Kyoto Protocol from the reported data. As opposed to conventional way of calculation of inventory error variance by processing the estimates of the activity and emission coefficients of all atom emission sources, recommended in the guidelines, the method presented uses solely official inventory data, submitted by parties to IPCC, according to common inventory protocol. The uncertainty estimates are obtained under very mild assumptions on smoothness of consecutive in time emission values for a given party. A simple model of uncertainty evolution in time is assumed. The statistical methods are used to estimate model parameters and then to calculate the uncertainty estimates. Hence, the results are obtained regardless of estimates given by parties and confirm independently the values calculated according to the methods recommended by IPCC.

The method gives quite smooth temporary curves for uncertainty estimates evolution. This effect can be induced by a model structure which was designed to catch the main directions of uncertainty evolution rather than very accurate estimation of local changes. An advantage of such model is, that the estimates obtained from our statistical estimation resemble the uncertainty estimates reported by countries as to the similar smoothness of both kinds of curves. They are also close in values to the estimates reported by countries.

The method presented is general enough to be applied to inventory data provided by other countries. Being a statistical method, its accuracy depends a lot on the number of available data points. The six countries analyzed in this paper were chosen due to their relatively long inventory sequences. It is intended to extend the calculation for other countries. Studying common properties of these models hopefully enables obtaining reliable results also for countries with shorter reported samples.
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Abstract—Underwater acoustic communication (UAC) system designers tend to transmit as much information as possible, per unit of time, at as low as possible error rate. However, the bit rate achieved in UAC systems is much lower than for wire or radio-communication systems. This is due to disadvantageous properties of the UAC channels, namely the sea and inland waters. Estimation of UAC channel transmission properties is possible within a limited bandwidth and temporal resolution. Thus, the UAC physical layer of data transmission is designed on the basis of roughly estimated channel parameters, or assuming the worst possible conditions. The paper presents the methodology of adapting UAC signaling schemes to tough underwater propagation conditions, through an example of two communication systems designed and developed at the Gdansk University of Technology.

I. INTRODUCTION

THE Department of Marine Electronic Systems, the Faculty of Electronics, Telecommunications and Informatics Gdansk University of Technology has a long and rich tradition in the processing of acoustic signals used in underwater systems. The main areas of interest are hydrolocation systems, namely sonar systems [1-6], and UAC systems [7-9]. The latter are particularly vulnerable to interference, due to tough propagation conditions, causing a time dispersion and time variability in the acoustic signals transmitting the information.

Due to a wide range in the transmission properties of UAC channels, there are, in the world, only few standards used to define very slow communication. In deep-water channels, transmission rates of up to 100 kbps can be achieved, while the same research centers offer much slower standards in shallow water channels, where reliable communication at a speed of 40-80 bps is a significant achievement. Such differences in UAC systems performances is due, inter alia, to the large temporal uncertainty of underwater channel transmission characteristics [10].

Furthermore, depending on the communications system in question, there are different requirements for speed and the dependability of transmissions in acoustic links. It may be a case of: a) slow but reliable transmission with autonomous underwater vehicle’s (AUV) control signals, b) slightly faster but still generally reliable measurement of data transmission from an underwater monitoring system or, c) maximum speed video transmissions from underwater cameras. Therefore, there is no one, single, typical, UAC problem. The physical layer of the data transmission should be adapted to the specific propagation conditions of the particular channel.

II. TRANSMISSION PROPERTIES OF THE UAC CHANNEL

A. Propagation conditions

The range of the UAC system is determined mainly by the absolute value of absorption attenuation, and varies in proportion to the square of the frequency of the system (except for the band between 0.5 to 5 kHz and 200 to 1000 kHz, in which it grows more slowly). Excessive differences of attenuation, due to growth in range has a limiting effect on the bandwidth of the system and reduces its throughput.

Phenomenon which strongly impacts transmission properties of the UAC channel consists of reflections from the seabottom and the water’s surface, as well as other objects present in water. This causes multipath propagation, and, in consequence, reception of both direct and delayed signals. This phenomenon also goes hand-in-hand with strong refraction, which is caused by a significant change in sound velocity as a function of depth. Both multipath propagation as well as refraction produce time dispersion in the transmitted signal, that can be measured as a parameter, known as multipath delay spread \( \tau_M \). Moreover, due to multipath propagation phenomenon, selective fading of transmitted signal spectrum is observed. A maximum bandwidth not affected with selective fading is expressed as coherence bandwidth \( B_C \).

The movement of the UAC system’s transmitter and receiver causes the Doppler Effect, resulting in the time-domain scaling of a natural broadband communication signal. This phenomenon also has a significant impact on the communication system’s performance. Because of the relatively low velocity of propagation of acoustic waves in water, which is approximately 1500 m/s, the relative Doppler shift is approx. 200,000 times higher than in case of radio-communication systems. The impact of the Doppler Effect on the received signal in UAC channels is expressed as a scal-
ing factor or – for narrowband signals – a maximum Doppler spread $\nu_M$.

UAC channel propagation conditions can change over-
time. Depending on the phenomena under consideration,
the variability of transmission properties can be of a range
of several months (i.e. seasons), several days and hours (i.e.
tides, times of day), minutes (i.e. internal waves), a few sec-
onds (i.e. surface waves) as well as the order of milliseconds
(that is to say: reflections, scattering) [7]. In designing the
UAC physical layer it is essential to determine the time and
frequency ranges over which the channel can be considered
as stationary. This is defined by coherence time $T_C$ param-

B. UAC channel transmission properties measurement

The time-varying impulse response (TV-IR) $h(t, \tau)$ of
the UAC channel is modeled as tapped delay line (Fig. 1). It
is defined in the domain of two time variables: observation
time $t$ and delay $\tau$. The values of $t$ indicate the mo-
ments of subsequent IR measurements while $\tau$ denotes the
position on the time axis of successive samples of the IR in
a single observation.

TV-IR is the basis for computation of transmission char-
acteristics. If TV-IR fulfills the wide sense stationary uncor-
related scattering (WSSUS) assumption, it can describe the
channel statistically, providing information on transmission
parameters: multipath delay spread $\tau_M$, Doppler spread
$\nu_M$, coherence time $T_C$ and coherence bandwidth $B_c$
[11]. The accuracy of instantaneous transmission param-
ters depends on the accuracy of channel impulse response
estimation [12].

![Fig 1. Tapped-delay line model of time-varying impulse response.](image)

The measurement of impulse response is performed using
the correlation method. As the probe signals, pseudorandom
binary sequences (PRBSs) and linear frequency-modulated
(LFM) chirps are used. A PRBS is the repetition of the max-
imal-length binary sequence $c_n \in \{-1,1\}$, modulated onto a
binary phase-shift keyed waveform. Maximal-length binary
sequences (known also as m-sequences) are widely used for
communication synchronization, and transmissions of sig-
als below the noise level [13-14]. A single “ping” of the
passband PRBS of the center frequency $f_c$, bandwidth $B$,
time duration $T$, m-sequence length $M$, and bit pulse
shape $u(t)$ is given by:

$$p(t) = \sin(2\pi f_c t) \sum_{m=0}^{M-1} c_m u\left[t - \frac{m}{M} T\right],$$

where $0 \leq t \leq T$ and $0 \leq m \leq M$, while a single “ping” of an
LFM chirp signal is given by:

$$p(t) = \sin \left[2\pi \left[ f_c - \frac{B}{2} \right] t + \frac{B}{2T} t^2 \right]$$

The channel probe signal is constructed as a concatenation of
$N$ pings:

$$s(t) = \sum_{n=0}^{N-1} p(t - nT)$$

As a result of correlative measurement, time-varying im-
pulse response $h(t, \tau)$ is obtained. The duration $T$ and
resolution $T/M$ of a single “ping” determines range and
resolution of variable $\tau$. Moreover, the resolution of $t$ is
equal to $1/T$, while its range depends on number of
“pings” and is equal to $NT$.

The uncertainty in time (and frequency) of probe signals
is characterized by their ambiguity functions $A(\tau, \nu)$. It
shows correlation filter response for a single ping as being a
function of the time delay $\tau$ from the beginning of signal
and frequency (Doppler) shift $\nu$ quantified for the center
frequency:

$$A(\tau, \nu) = \int_{-\infty}^{\infty} p(t) p^*(t-\tau) e^{2\pi i \nu t} dt,$$

where $0 \leq \tau \leq T$ and $-1/(2T) < \nu < 1/(2T)$. Fig. 2. shows the
ambiguity functions of PRBS and LFM signals of duration
of $T=256ms$. At zero frequency shift, the ambiguity func-
tions are the same as for PRBS and LFM, but in other areas
they are very different. The PRBS offers high resolution in
both delay and Doppler, but experiences clutter at frequency
shift $\nu \neq 0$ [15].

![Fig 2. Ambiguity functions of PRBS (a) and LFM chirp signal (b) [15].](image)

The chirp has a much stronger response than the PRBS for
Doppler-shifted signals, but this Doppler insensitivity
comes with a delay shift of $\Delta \tau = \nu \times T/B$. The LFM also
shows some broadening in large frequency shifts [15].

C. The UAC impulse response

As a result of correlation measurement an estimate of
TV-IR $h(t, \tau)$ is obtained. A single TV-IR estimate can be
acquired but amounting to no more than the duration $T$ of
the probe sequence, which should be adapted to the geome-
try and the time variability of the channel. The channel should be sampled as often as possible to obtain a TV-IR estimate with a satisfactory time resolution. However, $T$ is limited by the coherence time $T_c$ of the channel. This limitation stems from the assumption that channel characteristics should remain unchanged for the duration of a single measurement in order to obtain a single estimate of the impulse response. At the same time, $T$ should be greater than the time dispersion of the channel expressed as multipath delay spread $\tau_m$.

Depending on the reciprocal of product of the coherence time $T_c$ and the coherence bandwidth $B_c$, known as the spreading factor $SF=1/B_cT_c$, the UAC channel can be classified as being “underspread” or “overspread”.

If the $SF<1$ channel is assumed to be underspread. Such a channel can have a long impulse response which varies gradually, and this can be measured through the use of sufficiently long m-sequence or LMF signals. Underspread channels are also channels that change rapidly, but who possess a short TV-IR. A series of measurements through the use of short testing signals allows us to obtain knowledge on the nature of the variation in such channels.

If $SF>1$, the channel is called overspread. In this case, the channel has a long and rapidly varying impulse response. Measurement of the TV-IR of an overspread channel is extremely difficult and gives unreliable results, if not totally impossible [12]. Measurement with the use of a short sequence allows to examine variability in the channel, but the IR will be that of visible time-aliasing [15]. On the other hand, measurement with a long testing signal will result in the collection of true information on the distribution of subsequent multipath components along the time line. However, information on channel variability will be lost.

D. WSSUS assumption

Time-varying impulse response $h(t, \tau)$ is a starting point for the construction the UAC channel model. Due to the complexity of acoustic waves’ propagation mechanism, building a deterministic description is a complex task. Therefore, a statistical approach is applied, assuming (as in the radiocommunications [11]) that the channel can be described with Rayleigh distribution, making the set of the time-varying channel impulse response $h(t, \tau)$ a two-dimensional Gaussian processes with a mean of zero. With this supposition, the characteristics of the channel will be a specification of second-order statistics and the autocorrelation function of the impulse response, in addition to the IR itself, will be a subject for further analysis.

The autocorrelation of two-dimensional impulse response $h(t, \tau)$ is a four-dimensional function:

$$ R_{h}(t,t+\Delta t,\tau,\tau+\Delta \tau) = E[h^*(t,\tau)h(t+\Delta t,\tau+\Delta \tau)] $$

(5)

where $-T<\Delta \tau<T$ and $-NT<\Delta t<NT$. A channel is called wide-sense stationary (WSS) if the mean value of $h(t, \tau)$ is constant and $R_{h}(t,t+\Delta t,\tau,\tau+\Delta \tau)$ is stationary process in $t$ domain. Thus it can be reduce to a three-dimensional function:

$$ R_{h}(t,t+\Delta t,\tau,\tau+\Delta \tau) \overset{WSS}{=} R_{h}(\Delta t,\tau,\tau+\Delta \tau) $$

(6)

Additionally the uncorrelated scattering (US) assumption is fulfilled, when there is no correlation between the fading coming from different signal scatters. Thus the impulse response $h(t, \tau)$ is uncorrelated in $\tau$ domain and the autocorrelation function can be denoted as:

$$ R_{h}(t,t+\Delta t,\tau,\tau+\Delta \tau) = R_{h}(\Delta t,\Delta \tau) $$

(7)

The transfer function $H(t,\nu)$ of US impulse response has an autocorrelation function that is “stationary” in frequency domain $\nu$.

Under WSSUS assumption the autocorrelation function can be reduced to a two-dimensional function [16]:

$$ R_{h}(t,t+\Delta t,\tau,\tau+\Delta \tau) \overset{WSSUS}{=} R_{h}(\Delta t,\Delta \tau) $$

(8)

The second order statistics are thus presumed to be time-invariant, and signal reflections reaching the receiver are treated as mutually uncorrelated.

In practical systems TV-IR is measured with with band-pass modulated signal, and than down-sampled into baseband. Thus, the resulting $h(t, \tau)=h_l(t,\tau)+h_o(t,\tau)$ is complex time process, represented with real (in-phase) $h_l(t,\tau)$ and imaginary (quadrature) $h_o(t,\tau)$ components. According to [17], for a WSS bandpass process, the in-phase and quadrature components are balanced in the sense that they have the same autocorrelation function. Also, the cross correlation of the in-phase and quadrature components must be an odd function for any pair of WSS processes. This property can be used to test whether $h(t, \tau)$ is WSS [18]. Testing US condition requires the calculation of the complex transfer function $H(t,\nu)$ as the Fourier transform of $h(t,\tau)$.

Analysis of in-phase and quadrature components of $H(t,\nu)$, analogous to WSS test, is then performed.

E. Transmission Characteristics

Under the WSSUS assumption the scattering function $S|\nu,\tau|$ can be calculated as the Fourier transform in $t$ domain. It characterizes the mean amplitude of signal reflections reaching the receiver with the delay $\tau$ and Doppler Shift $\nu$:

$$ S|\nu,\tau| = \int_{-\infty}^{\infty} h(t,\tau)e^{-j2\pi\nu dt} \, dt $$

(9)

where $-1/2T<\nu<1/2T$.

Fig 3. Time-varying Impulse response of UAC channel.
Fig. 3 and Fig. 4 show the impulse response and the scattering function of the UAC channel measured over the course of an experiment in a lake. The receiving hydrophone was placed 0.5m below the surface of the water and the speaker – 0.5m deeper. The hydrophone was moved slowly with a velocity of 15 cm/s.

For a single transmitted impulse, the time between the first and last received component represents the multipath delay spread $\tau_M$, during which the signal power falls to some threshold level below that of the strongest component.

The width of $P\nu$ is referred to as maximum Doppler spread, denoted by $\nu_M$ (Fig. 5b).

On the basis of autocorrelation function $R_M[\Delta t, \Delta \nu]$, the autocorrelation of the channel transfer function is calculated as:

$$R_M[\Delta t, \Delta \nu] = \int_{-\infty}^{\infty} R_M[\Delta t, \Delta \nu]e^{-j2\pi \Delta \nu \Delta t} d\Delta t$$

where $-B/2<\Delta \nu<B/2$. It is a basis for calculating another two transmission characteristics of the communication channel. For $\Delta \nu=0$, the time correlation function $R_M[\Delta t]$ is obtained. Its width represents the coherence time $T_C$ (Fig. 6a). For $\Delta t=0$ the frequency correlation function $R_M[\Delta \nu]$ is obtained. It represents the correlation between the channel’s response to two signals as a function of the frequency difference between the two signals. It allows to determine the coherence bandwidth $B_C$ as its width (Fig. 6b).

The levels of transmission characteristics at which transmission parameters are determined depend on, amongst other factors, the technical capabilities of the particular UAC system and these are determined experimentally [11].

A set of four parameters $\{\tau_M, \nu_M, T_C, B_C\}$ is used for the designing a physical layer of the UAC system to minimize the influence of the time dispersion and time variability of the channel on the transmitted signal. The methodology is presented in the next section, in the examples of two UAC systems using different frequency diversity techniques.

**F. Limitations of WSSUS assumption**

In case of many underwater communication channels, especially when system terminals are in movement, the WSSUS model is of limited value. As it was shown in [18], UAC channels hardly ever fulfill the WSS and US assumptions, also in quasi-stationary conditions. But for a restricted period of time and a limited frequency range the assumptions can be satisfied. This approach is called local-sense stationary uncorrelated scattering (LSSUS) [19]. It allows to use two other transmission characteristics, namely stationary time $T_D$ and stationary bandwidth $B_D$, determining period of time and frequency range in which the WSSUS assumption is locally satisfied. They can extend the set of transmission parameters $\{\tau_M, \nu_M, T_C, B_C, T_D, B_D\}$ used for the designing a physical layer of the adaptive UAC system [19].
III. CASE STUDY – OFDM SYSTEM

The orthogonal frequency division multiplexing (OFDM) method is based on splitting the available transmission bandwidth into many narrow-band channels with center frequencies known as sub-carriers. The data is split into several parallel data streams, one for each sub-carrier, modulated with the use of a conventional modulation scheme (such as QAM, PSK or DPSK techniques) at a low symbol rate [11].

To adapt the OFDM signaling scheme to underwater channel conditions, the sub-carrier spacing \( B_{OFDM} \) in the frequency domain is chosen, so as to satisfy the rule:

\[ B_c > B_{OFDM} \gg \nu_M \]  

(11)

The sub-carrier spacing should be smaller than the coherence bandwidth, wherein the transfer function remains constant. It should also be much greater than the maximum Doppler spread in order to avoid interference between neighboring sub-carriers due to the Doppler shift. In the time domain, a single OFDM symbol duration \( T_{OFDM} \) should satisfy the rule:

\[ \tau_M < T_{OFDM} \ll T_c \]  

(12)

The OFDM transmission symbol should be shorter than the coherence time \( T_c \) in which the channel’s statistics can be assumed to be stationary. On the other hand, the transmission symbol should last at least as long as the corresponding signal reflections take to reach the receiver. This prevents overlapping consecutive symbols, known as inter-symbol interferences. Moreover, each OFDM symbol is preceded by a cyclic prefix, i.e. a redundant repetition of the last segment of itself. The cyclic prefix of duration \( T_c \) additionally protects the OFDM signal against inter-symbol interference [11].

Numerous sea and oceanic experimental trials of OFDM underwater communication systems have been reported [20-27]. The data transmission rate of a few kbps is achieved in shallow water channels with a depth of several hundred meters. [23]. In case of a channel with a depth of less than 100 m (and thus with much stronger multipath propagation phenomenon), only few hundred kbps are obtained [20-21]. However, there is a lack of reported results for very shallow water channels with a depth of ca. 10 m.

The OFDM technique is being implemented in a laboratory model of an acoustic data transmission system, designed at the Department of Marine Electronics Systems, Faculty of Electronics, Telecommunications and Informatics, Gdansk University of Technology [28-29]. Using this model, the underwater experiments were carried out in a lake. The underwater channel was ca. 4 m deep, and experiments were performed at distances from 1 to 30 m. The speaker was placed 1 or 2 m below the surface and the hydrophone was placed 0.5, 1 or 2 m below the surface. In mobile scenarios, the hydrophone was moved slowly with a velocity of 15 cm/s. The analysis of the impulse response, measured using PRBS signal, has shown that the multipath delay spread, measured at a -10 dB threshold level of the multipath intensity profile, was ca. \( \tau_M = 5 \text{ ms} \) and the maximum Doppler spread was ca. \( \nu_M = 1 \text{ Hz} \). The coherence bandwidth \( B_c \) was measured as being the width of the frequency correlation function at level 0.7 of the maximum value, as well as the coherence time \( T_c \), on the basis of the time correlation function. The results were: \( B_c = 23 \text{ Hz} \) and \( T_c = 1 \text{ s} \).

The bandwidth of tested UAC system was 3 kHz, with a centre frequency of 5 kHz. With such fixed band and transmission parameters in the measured channel, the OFDM signaling scheme was determined as shown in Fig. 7. The sub-carrier spacing \( B_{OFDM} \) was randomly chosen from a range of \([\nu_M, B_c]\). Next, the condition was checked, that is to say, if \( T_{OFDM} < T_c \), \( T_{OFDM} = 1 / B_{OFDM} \). If this was not the case, another \( B_{OFDM} \) value was randomly chosen. After adjusting the value of \( B_{OFDM} \), the following condition was checked: \( T_{OFDM} > \tau_M \). If this was not the case, a cyclic prefix of the duration \( T_c = T_{OFDM} / 5 \) was attached, lengthening the OFDM symbol duration.

With this procedure, a sub-carrier spacing of \( B_{OFDM} = 5.86 \text{ Hz} \) was calculated that corresponds to symbol duration \( T_{OFDM} = 0.23 \text{ s} \). Binary data, coded with a BPSK digital scheme, modulated each of the sub-carriers [18]. No channel coding was implemented. The maximum data transmission rate achieved during the underwater experiment in quasi-static scenario was 22 bps with bit error rate \( BER < 10^{-3} \), and 880 bps with \( BER < 10^{-1} \). In case of receiver moving in a uniform manner at a speed of about 15 cm/s, transmission rate of 615 bps was achieved with \( BER < 10^{-1} \), however to perform any data transmission (<20 bps) with \( BER < 10^{-3} \), it was necessary to expand a sub-carrier spacing to \( B_{OFDM} = 11.72 \text{ Hz} \). This confirms the strong influence of Doppler effect on UAC system performance.
IV. CASE STUDY – FHSS SYSTEM

The second considered communication system is based on the use of spread spectrum techniques [11]. These techniques create expedient conditions for the implementation of data transmission in occurrences of harsh multipaths. Where multipath delay spread of tens of milliseconds are encountered, this excludes the use of equalization. Spread spectrum techniques were originally developed for use in military systems on account of their low probabilities of interception (LPJ) and decent resistance to different types of jamming signals.

The conception of spread spectrum systems is due to the well-known Shannon equation (13), to channel capacity C, with the specified bandwidth B, and the power signal to noise ratio $\text{SNR}$:

$$C=B \log_2 (1+\text{SNR})$$  \hspace{1cm} (13)

By transforming the above equations to the following form (14) we can concluded that the greater the noise that dominates the signal, the greater the possibility that it will require a wider bandwidth signal in order to receive it correctly.

$$\frac{C}{B}=1.44 \text{SNR}$$  \hspace{1cm} (14)

Therefore, by greatly increasing the operating bandwidth, this at the same time, allows the use of a much lower signal to noise ratio.

In general, the work of the spread spectrum system is as follows. On the transmitter’s side, this is carried out by transforming an information signal into a transmission signal with a much wider bandwidth. When this is the case, this is achieved by spreading the data signal with a pseudorandom code. On the receiver’s side, there must be installed a despreading operation in order to restore the transmission signal to its original bandwidth. It is important to mention the same pseudorandom code in both the receiver and in the transmitter.

There are many types of spread spectrum techniques, of which the most common are: Frequency Hopping Spread Spectrum (FHSS), Direct Sequence Spread Spectrum (DSSS), Time Hopping Spread Spectrum (THSS) and Chirp Spread Spectrum (CSS). The first of them will be briefly discussed and analyzed.

Communication systems with frequency hopping spread spectrum techniques commonly use binary frequency shift keying. In this technique, all available channel bandwidth is divided into adjacent sub-channels. The carrier among sub-channels is switched by using a pseudorandom sequence. Pseudorandom sequence controls the frequency synthesizer in every signaling interval. In this technique, MFSK modulation with non-coherent demodulation is usually employed. Because of this, the use of coherent modulations is difficult to retain phase coherence during the generating process of the signal, in accordance with the hopping pattern.

In transmitters, the data signal is subjected to channel encoding and interleaving. Then goes to the input of MFSK modulator. The modulator assigns a corresponding frequency in baseband to value of sending bit with duration $T_b$. The produced signal is then placed in the appropriate sub-channel (frequency slot) for the time $T_C$ - termed as “dwell time”. After the amplification, the signal passes on to the channel by using the transducer.

In the receiver, the amplified signal is firstly subjected to dehopping by mixing the synthesizer output with the received signal. Then the resulting signal is demodulated into an MFSK demodulator. A synchronization signal for keeping adequate synchronism in the pseudorandom generator with frequency hopping, a received signal is extracted from a received signal. A synchronization signal between each transmitted bit is placed in the signal frame. “Coarse” synchronization is carried out based on the signal of the frame synchronization which is usually a couple of LFM signals. This signal is also used in the estimation of channel impulse response functions. Hyperbolic frequency modulation (HFM) can be used because it is more resistant to the Doppler Effect.

For the sake of the simplicity in the receiving process, and by using the fast Fourier transform (FFT), non-coherent reception is performed. Similarly, the transform is the discrete-time implementation of the corresponding matched filters. In the next step, this is subjected to an analysis of the entire operating band, in which dehopping is carried out by selecting an appropriate sub-channel.

This technique has no impact on performance in an AWGN channel. The characteristic parameter for this type of spread spectrum system is gain processing, which expresses the bandwidth expansion factor:

$$G_b = \frac{T_b}{T_C}$$  \hspace{1cm} (15)

In cases in which changes of the carrier frequency are used many times during particular data bit $T_b$, then we are dealing with a fast frequency hopping system (FFH). The figure below shows an example of an FFH system with the frequency hopping pattern $T_b=3T_C$.

Parameters such as coherence bandwidth and coherence time are included in the following manner. The FFH technique uses frequency and time diversity to effectively counteract the effects of the multipath. Due to the fact that this system commonly works for worst-case conditions in the channel, it is necessary to determine the requirements for the resistance to the maximum multipath delay spread. The cause of this, as shown in the figure above - i.e. channel clearing time - is the length of time long enough to allow the disappearance of multipath arrivals and in correspondence with the used pseudorandom time sequence during the transmission of a single bit. Although the extension of an applied pseudorandom sequence allows for more effective counteraction in the effects of the multipath, yet this will reduce the transmission rate and requires a broadening of the operating band. However, it should be noted that an important purpose of frequency diversity is the protection of each bit against spectral nulls due to frequency-selective fading.

The employed frequencies are spaced in order to take into account the limits of the frequency change caused due to the presence of the Doppler Effect in the entirety of the available operating band. They also satisfy the condition of or-
thonality by determining the minimum frequency separation $\Delta f$ for the herein employed length of tones.

Fig 8. FFH system

The assumption concerning a communication system with this technique presented here can potentially reach maximum transmission of tens of bits per second. When the communication system takes into account the maximum value of a multipath delay spread of 30ms, then the system functioning according to the scheme shown in Fig. 8, has a value of a channel clearing time of 37.5ms, at a length $T_c = 12.5$ms. This yields a maximum transmission rate of 20bps for BFSK modulation, and 40bps for 4-FSK modulation, with no use of any channel coding.

Generally, a suppression mechanism in an interfering signal results from the fact that the useful signal is only transmitted at the specific moment in time, in a single narrowband channel. When the system works with the FFH technique, the interfering signal will coincide with the spectrum of the useful signal only to a small overall with its duration. The frequency hopping technique is simple to implement and is suitable in battery-powered solutions.

V. CONCLUSIONS

Due to the low propagation velocity of acoustic wave compared to electromagnetic wave, and thus greater influence of the Doppler effect, UAC systems provide transmission rates of tens or hundreds bps. The same modulation and coding techniques, applied in radiocommunication systems, allow to achieve transmission rate of Mbps and Gbps [30].

UAC channels are characterized by a large variety of propagation conditions. Designing reliable communication system requires knowledge of transmission parameters of the channel, namely multipath delay spread, Doppler spread, coherence time and coherence bandwidth. However, the possibilities of the measurement of transmission characteristics are limited, specially in case of overspread channels. New methods are needed to improve the estimation of time-varying dispersive underwater channels [12][18].

In shallow underwater channels with strong time-varying multipath propagation conditions the physical layer of data transmission is selected for the worst-case multipath delay spread and Doppler spread. The adaptation of the signaling scheme into the instantaneous transmission properties is possible only in selected well-tested channels. New modulation and coding techniques should be developed to perform reliable data transmission in time-varying propagation conditions [31].
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Abstract—This paper reports our efforts toward an ASR system for a new under-resourced language (Fongbe). The aim of this work is to build acoustic models and language models for continuous speech decoding in Fongbe. The problem encountered with Fongbe (an African language spoken especially in Benin, Togo, and Nigeria) is that it does not have any language resources for an ASR system. As part of this work, we have first collected Fongbe text and speech corpora that are described in the following sections. Acoustic modeling has been worked out at a graphemic level and language modeling has provided two language models for performance comparison purposes. We also performed a vowel simplification by removing tones diacritics in order to investigate their impact on the language models.

I. INTRODUCTION

AUTOMATIC Speech Recognition (ASR) is a technology that allows a computer to identify the words spoken by a person in microphone. Speech recognition technology is changing the way information is accessed, tasks are accomplished and business is done. The growth of speech applications over the past years has been remarkable [1]. ASR applications have been successfully achieved for most western languages such as English, French, Italian etc., for Asian languages such as Chinese, Japanese, Indian etc, because of the large quantity and the availability of linguistic resources of these languages [2]. This technology is less prevalent in Africa despite its 2,000 languages because of lack or unavailability of these resources for most African languages (vernacular for most). Also, for the most of the time, these are not written languages (no formal grammar, limited number of dictionaries, few linguists). Despite the shortcomings, some have been investigated and now have the linguistic resources to build a speech recognition systems. For example, in the context of a project entitled ALFFA1, the authors in [3] developed ASR systems for 4 sub-saharan african languages (Swahili, Hausa, Amharic and Wolof). Another language of West Africa (Yoruba) spoken mainly in Nigeria, in Benin and neighboring countries has been also investigated for an ASR system. [4] provides a brief review of research progress on Yoribá Automatic Speech Recognition.

Our main objective in this paper is to introduce a first ASR system for an under-resourced language, Fongbe. Fongbe is a vernacular language spoken primarily in Benin, by more than 50% of the population, in Togo and in Nigeria. It’s an under-resourced because it lacks linguistics resources (speech corpus and text data) and very few websites provide textual data. Building these resources, acoustic models and language models for Fongbe ASR becomes a challenging task. For this, we used Kaldi toolkit2 that has allowed us to train our acoustic models on speech data that we have collected ourselves. For the language modeling, we used SRILM toolkit3 to built trigram language models that we trained on collected text data. To enhance performance of our ASR, we subsequently transformed the vowels by normalizing different tones of Fongbe. Experiments have shown a significant improvement in the results given by the world error rates (WER).

The remainder of this paper is organized as follows. The next section describes the target under-resourced language that is Fongbe. Section 3 describes how text and speech corpora have been collected. Section 4 and 5 focus respectively on language modeling and acoustic modeling. Section 6 presents

1http://alffa.imag.fr
2kaldi.sourceforge.net/
3www.speech.sri.com/projects/srilm/
and comments the experimental results of WER that we obtained. Section 7 concludes this paper and presents future work.

II. DESCRIPTION OF FONGBE LANGUAGE

Fongbe language is the majority language of Benin, which is spoken by more than 50% of Benin’s population, including 8 million speakers and also spoken in Nigeria and Togo. The Fongbe people are the largest ethnic group in Benin. Fongbe is part of the Gbe dialect cluster and is spoken mainly in Benin [6]. It is quite widespread in the media and is used in schools, including adult literacy. The Fongbe group is one of the five Gbe dialect. J. Greenberg classifies Fongbe in the Kwa languages group in the Niger-Congo branch of the large family Niger-Kordofan [5]. It is written officially in Benin with an alphabet derived from the Latin writing since 1975. It has a complex tonal system, with two lexical tones, high and low, which may be modified by means of tonal processes to drive three further phonetic tones: rising low-high, falling high-low and mid [6]. The use of diacritical marks to transcribe the different tones of the language is essential even if they are not always marked since Fongbe is originally a spoken language. The Fongbe’s vowel system is well suited to the vocalic timbre as it was designed by the first Phoneticians. It includes twelve timbres: 7 oral vowels with 4 degrees of aperture and 5 nasal vowels with 3 degrees of aperture. Its consonant system includes 22 phonemes.

Scientific studies on the Fongbe started in 1963 with the publication of Fongbe-French dictionary [7]. Since 1976, several linguists have worked on the language and many papers were published on the linguistic aspects of Fongbe. Unlike most of the western languages (English, French, Spanish, etc) and some Asian languages (Chinese, Japanese, etc) and African (Wolof, Swahili, shrugged, etc.) the Fongbe language suffers from a very significant lack of linguistic resources in digital form (text corpus and speech) despite the many linguistic works (phonology, lexicon and syntax).

III. COLLECTION OF LANGUAGE RESOURCES

The development of automatic continuous speech recognition system is made from a large amount of data which must contain both speech signals (for the acoustic modeling of the system) and also text data (for the language model of the system). It becomes a challenge and very difficult when it is an under-resourced language that still doesn’t possess these digital resources. In this section we describe the methodology used to collect texts and audio signals of Fongbe language for building the recognition system.

A. Speech corpus

As an audio corpus is not available for Fongbe, we proceeded to the speech signals collection to build the audio data for the system. We thus conducted the tedious task of recording the texts pronounced by native speakers (including 8 women and 20 men) of Fongbe in a noiseless environment. We have recorded at 16Khz 28 native speakers who have spoken around 1500 phrases (from daily living) grouped into 3 categories. A category is read by several speakers and contains texts that are different from contents of other categories. These recordings were made with an android application referred to as LigAikuma [8] which is developed by GETALP group of Grenoble’s Computer Science Laboratory. Overall, there are around 10 hours of speech data that have been collected. First, we split the data by categories leading to a first configuration FC1: 2 categories for training (8 hours) and 1 category for testing (2 hours). Next, we split the data by speakers leading to a second configuration FC2: 20 speakers (8 hours) for training and 8 speakers (2 hours) for testing. We split the data this way firstly to make sure that category appear in test data will not appear in training and secondly, to reduce the chance of having speakers overlapping between training and testing.

TABLE I  CONTENTS OF FONGBE SPEECH CORPUS

<table>
<thead>
<tr>
<th>Speech segments</th>
<th>Phrases</th>
<th>Duration</th>
<th>Categories</th>
<th>Speakers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train data</td>
<td>8,234</td>
<td>542</td>
<td>C1, C2, C3</td>
<td>25</td>
</tr>
<tr>
<td>Test data</td>
<td>2,168</td>
<td>542</td>
<td>C1</td>
<td>4</td>
</tr>
<tr>
<td>Train data</td>
<td>8,651</td>
<td>1,421</td>
<td>C1, C2, C3</td>
<td>24</td>
</tr>
<tr>
<td>Test data</td>
<td>1,751</td>
<td>1,410</td>
<td>C1, C2, C3</td>
<td>7</td>
</tr>
</tbody>
</table>

B. Text corpus

To build a language model we need to have a text corpus containing thousands of words of the given language. The standard way most commonly used to build a text corpus is the collection of texts from websites. As we have shown in previous sections, Fongbe is an under-resourced language and thus has a very limited number of websites compared to languages such as Wolof, Hausa, and above all Arabic, French and English that have a very large wide coverage on the internet and do not suffer from lack of textual data. So, based on the few websites that provide texts in Fongbe, we used RLAT [9] to crawl text from these websites covering few texts from everyday life and many texts of the Bible translated into Fongbe. RLAT enables us to crawl text from a given webpage with different link depths. For improving the quantity of texts obtained from HTML links of websites, we have added to our corpus some texts obtained from PDF files that cover many of Fongbe citations, songs and the Universal Declaration of Human Rights. After extracting all text content in web pages and pdf file, we conducted to a cleaning and normalization of the texts:

1) remove all HTML tags and codes,
2) remove empty lines and punctuations,
3) conversion of texts to Unicode,
4) remove pages and lines from other languages than Fongbe,
5) transcription of special characters and numbers,
6) delete duplicate lines.

In total, we obtained nearly 10,130 words to build our vocabulary dictionary and a corpus which contains 34,653 sentences collected from the few documents written in Fongbe that are actually available. In Table II, we list the websites used to extract text for two language models (LM1 and LM2) and from which we selected 1,500 utterances (source 1) for recording speech data for the training and testing set.

### Table II.

<table>
<thead>
<tr>
<th>Source</th>
<th>Websites</th>
<th>Text</th>
<th>Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><a href="http://www.fonbe.fr">http://www.fonbe.fr</a></td>
<td>variety of texts in daily life</td>
<td>1,500</td>
</tr>
<tr>
<td>2</td>
<td><a href="http://unicode.org/udhr/id/udhr_fon.txt">http://unicode.org/udhr/id/udhr_fon.txt</a></td>
<td>Universal Declaration of Human Rights, Educational texts, songs and tales</td>
<td>92</td>
</tr>
<tr>
<td>3</td>
<td><a href="http://spedef-fongbe.org/">http://spedef-fongbe.org/</a></td>
<td>Educational texts, songs and tales</td>
<td>2,200</td>
</tr>
<tr>
<td>4</td>
<td><a href="http://www.voodoo-beninbrazil.org/fon.html">http://www.voodoo-beninbrazil.org/fon.html</a></td>
<td>Educational Texts</td>
<td>1,055</td>
</tr>
<tr>
<td>5</td>
<td><a href="https://www.bible.com/fr/bible/813/dan">https://www.bible.com/fr/bible/813/dan</a></td>
<td>The Bible</td>
<td>29,806</td>
</tr>
</tbody>
</table>

### IV. LANGUAGE MODELING

Statistical language models (LM) are employed in various natural language processing applications, such as machine translation, information retrieval or automatic speech recognition. They describe relations between words (or other tokens), thus enabling to choose most probable sequences. This proves to be especially useful in speech recognition, where acoustic models usually produce a number of hypotheses, and ranking them according to a language model can substantially improve recognition rates [10]. To compare the performance of our Fongbe recognition system, we built two language models (LM) using the same text corpus. The first language model (LM1) is built with the original texts after normalization and vowel accents. The second language model is built with the original texts by vowel normalization. To represent the uncertainty of our language models, we calculate the perplexity values of all the utterance transcriptions from speech corpus that are not contained in the various text corpus and which represents our test data to evaluate the performance of the two language models. Table V shows the perplexity values. The vowel normalization after the original text modification has positive impact on the quality of the language model by reducing in the OOV from 9.1% to 4.96%. This leads to observe a significant perplexity improvement between LM2 compared to LM1. Final system has been built using a lexicon which contains 10,130 unique grapheme words. As in [12], [11], we used grapheme as modeling unit to create our own lexicon because. An example of its content obtained after text pre-processing is shown in Table IV.

### Table IV.

<table>
<thead>
<tr>
<th>Example of Lexicon’s content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
</tr>
<tr>
<td>a.x.su</td>
</tr>
<tr>
<td>a.x.*u.xu</td>
</tr>
<tr>
<td>Vowel normalization</td>
</tr>
</tbody>
</table>

### Table V.

<table>
<thead>
<tr>
<th>Language Model comparison using the perplexity.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
</tr>
<tr>
<td>LM1</td>
</tr>
<tr>
<td>LM2</td>
</tr>
</tbody>
</table>

### V. ACOUSTIC MODELING

In this section, we describe the methods that we used for training and testing our 2 configurations (FC1 and FC2) and...
present in the next section the obtained results. The recordings and their transcriptions are used for acoustic modeling. The Acoustics models (AMs) are trained and tested on acoustic data from both FC1 and FC2 by using Kaldi acoustic modeling scripts that we have adapted to produce Kaldi scripts for Fongbe. We not only explored AM training methods but also experimented the impact of presence of tones in the utterances transcription from speech corpus by using LM1 (with tones) or LM2 (no tones). Thus, FC1 and FC2 training are performed not only with the same scripts but also by using both pronunciation dictionary. The pronunciation dictionary based grapheme that is used with LM1 contains 49 graphemes while the dictionary used with LM2 contains 28 graphemes.

The models are trained with 13 MFCC (Mel-Frequency Cepstral Coefficients) features whose coefficients are tripled with the $\Delta + \Delta \Delta$ by computing the first and second derivatives from MFCC coefficients. We also computed other feature transformation techniques such as LDA (Linear Discriminant Analysis) and MLLT (Maximum Likelihood Linear Transformation) which gain substantial improvement over $\Delta + \Delta \Delta$ transformation. Subsequently, we also applied speaker Adaptation with feature-space Maximum Likelihood Linear Regression (fMLLR). Refer to the papers [13] and [14] for details on the theory of these transformation techniques implemented in Kaldi ASR. Figure 1 and Table VI show the hierarchy of the acoustic models that we trained in our experiments. In this hierarchy, we started by training monophone model using the MFCC features and we ended up training of SGMM using fMMI transformed features. The intermediate triphone models are also trained as shown in Figure 1. For decoding, we used the different trained acoustics models with the utterances from the test data. For each trained acoustic model we used the same speech parametrization and feature transformation method as was used for the given acoustic model at training time.

<table>
<thead>
<tr>
<th>Training method</th>
<th>Script</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monophone</td>
<td>mono</td>
</tr>
<tr>
<td>Triphone $\Delta + \Delta$</td>
<td>tri1</td>
</tr>
<tr>
<td>LDA + MLLT</td>
<td>tri2a</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR</td>
<td>tri2b</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR + fMMI</td>
<td>tri3b_fmmi_a</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR + MMI</td>
<td>tri3b_fmmi_b0.1</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM + MMI</td>
<td>sgmm2_5b2</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM + fMMI</td>
<td>sgmm2_5b2_fmmi_b0.1</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM + fMMI</td>
<td>combine*</td>
</tr>
</tbody>
</table>

VI. EXPERIMENTAL RESULTS

The experiments focus on comparing the quality of ASR hypothesis measured by WER on AMs trained by different methods. To obtain the best path, we followed the standard KALDI procedures and report the best WER. The experiments were performed first on LM1 built with the original texts and using both speech data configurations. Then we conducted experiments based on the same procedures on LM2 including texts without diacritics. The interest is to measure the impact of using diacritics in language modelling from the results given by the WER. We also showed how the data speech configuration influence the quality of AMs measured by WER.

A. Results before vowel normalization

In this subsection we present the results of different acoustic training methods according to data speech configuration. Table VII presents AMs results for LM1.

From the results in table VII, we can see that the monophone AM has the worst WER while the best performances are achieved with the sgmm2_5b2 AM for FC1-config and the sgmm2_5b2_mmi for FC2-config. We can thus notice that the monophone AM is typically used for the initialization of triphone models. The quality of speech recognition varies according to the used discriminative training method. The LDA+MLLT is more effective feature transformation than using $\Delta + \Delta \Delta$ features. There are subtle performance differences among the discriminatively trained acoustic model. The WER on both speech data configuration for fixed LM1 is around 44%. This can be explained by the complexity of Fongbe language for modelling the diacritics and the quality of language model used (LM1). The perplexity reported in table V justifies this assertion. Figure VI-A shows the curve performances of the acoustic training methods for both speech data configuration.

B. Results after vowel normalization

Table VIII presents two WERs of different acoustic training methods according to data speech configuration. In the second
TABLE VII
WER OF LM1-BASED ASR (WITH DIACRITICS) FOR DIFFERENT TRAINING MONOPHONE AND TRIPHONE METHODS

<table>
<thead>
<tr>
<th>Speech data config/ method</th>
<th>WER %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FC1-config</strong></td>
<td></td>
</tr>
<tr>
<td>Monophone (a)</td>
<td>69.44</td>
</tr>
<tr>
<td>Triphone (b)</td>
<td>69.13</td>
</tr>
<tr>
<td>Δ + ΔΔ (c)</td>
<td>70.21</td>
</tr>
<tr>
<td>LDA + MLLT (d)</td>
<td>65.2</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR (e)</td>
<td>54.96</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR + iMMI (f)</td>
<td>55.36</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR + MMI (g)</td>
<td>51.11</td>
</tr>
<tr>
<td>LDA + MLLT + SAT + FMLLR + iMMI + MMI (h)</td>
<td>55.60</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM (i)</td>
<td>44.04</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM + MMI (j)</td>
<td>47.11</td>
</tr>
<tr>
<td>LDA + MLLT + SGMM + iMMI + MMI (k)</td>
<td>49.83</td>
</tr>
</tbody>
</table>

| **FC2-config**             |        |
| Monophone (a)              | 71.97  |
| Triphone (b)               | 60.37  |
| Δ + ΔΔ (c)                 | 59.74  |
| LDA + MLLT (d)             | 57.52  |
| LDA + MLLT + SAT + FMLLR (e) | 51.47  |
| LDA + MLLT + SAT + FMLLR + iMMI (f) | 53.06  |
| LDA + MLLT + SAT + FMLLR + MMI (g) | 52.75  |
| LDA + MLLT + SAT + FMLLR + iMMI + MMI (h) | 52.37  |
| LDA + MLLT + SGMM (i)      | 44.09  |
| LDA + MLLT + SGMM + MMI (j) | 44.17  |

Fig. 2. Influence of speech data configuration on speech recognition quality. LM2 is fixed and only speech data and acoustic models vary. The letter in abscissa represent acoustic training methods labelled in Table VI-A.

We have included the WER results of ASR performed after vowel normalization (without diacritics).

Column (LM2-Based ASR), we have included the WER results of ASR performed after vowel normalization (without diacritics).

Column of LM2-Based ASR in Table VIII also shows that triphone models significantly improve the monophone model performance. The tri2b+SAT+FMLLR acoustic model adapted to speaker from feature-space Maximum Likelihood Linear Regression reduced the WER by 6% absolute for both speech data configuration. The WER on FC1-config is lower than 20% for discriminative methods based on tri3b. For FC2-config, these acoustic training methods reduced the WER by 20%. The best results are coming from the training for Subspace Gaussian Mixture Models (SGMM), with an overall WER of 14.83% for FC1-config and 28.93% for FC2-config. The speech data divided by speakers helps us to obtain a relative gain of 14% with the best final WER of 14.83%. This leads us to choose AM training methods using SGMM for performance comparison among FC1-config and FC2-config.

It is therefore remarkable that the language model LM2 gives very satisfactory decoding results compared to LM1 standard (with diacritics). Adding diacritics in text corpus before language modelling made the speech recognition system less efficient by increasing the WER by 44.04% compared to 15.23% (performance without diacritics). While diacritics add information, which should help the recognition system, it also increases OOV rate and perplexity of the language model (see Table V).

For further, we performed an effective comparison of ASR performance without diacritics. To do this, we removed the FRÉJUS LALEYE ET AL.: FIRST AUTOMATIC FONGBE CONTINUOUS SPEECH RECOGNITION SYSTEM 481 comparison among FC1-config and FC2-config.
diacritics from the outputs (hypotheses) and references of ASR system built with LM1 (LM1'-Based ASR). The obtained results for this evaluation are included in the third column of Table VIII. These results can be compared to results obtained with LM2-Based ASR system (second column). This comparison leads us to assert that the removing of diacritics for different models is more effective and provides an efficient ASR system.

VII. CONCLUSION

In this work we introduced the first system of Fongbe continuous speech recognition by training different acoustic models using Kaldi scripts and different language models using SRILM toolkit. We also demonstrated the effect of tones on the quality of the recognition system. This leads us to conclude that with the current state of our system, the language modelling without diacritics improves significantly the recognition performances by decreasing the WER by 15.23% for speech data divided by speakers and 28.93% for speech data divided by category. Using the Kaldi recipe and the language resources we provide, researcher can build a Fongbe recognition system with the same WER obtained in this paper. For future work, firstly we will enhance the speech and text data and introduce other training techniques to further improve the performance of this first system of Fongbe recognition. Secondly, we will investigate the Fongbe re-diacritization in the context of Speech recognition.
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Abstract—This paper presents the experimental study of multi-stage classification based recognition of Lithuanian speech emotions. Three different criteria for feature selection were compared for this purpose: Maximal Efficiency, Minimal Cross-Correlation feature criterions, and the Sequential Feature Selection. A large database of spoken emotional Lithuanian language was used in this experiment – each of 5 emotions was represented by 1000 utterances. The results of the speaker-independent emotion recognition experiment show the superiority of multi-stage classification using the SFS technique by 0.7-8 %. This classification scheme gave the highest recognition accuracy and the smallest feature set.

I. INTRODUCTION

SPEECH emotion recognition is a classical task of pattern classification including feature extraction, training and classification (decision making). The feature extraction step is a crucial for the successful speech emotion identification process: appropriate and relevant feature set is a key component of any valid and efficient recognition system.

Various feature sets have been proposed for speech emotion recognition [1]-[5]. In straightforward manner composed feature sets often contain a few hundred or even thousand features and this can become problematic in case of limited datasets. Thus various feature selection or transformation techniques are applied for reduction purposes [2], [3], [6], [7]. Various parallel, serial, and hierarchical classification schemes have been proposed and proved to be more effective for speech emotion recognition [2], [4], [8], [9] also.

In this paper we present multi-stage classification based recognition of Lithuanian speech emotions. Section II contains the review of multi-stage classification of speech emotions. The multi-stage classification scheme using three different feature selection criteria is presented in next section. The results of the experimental study are given in Section IV and concluded in Section V.

II. MULTI-STAGE CLASSIFICATION OF SPEECH EMOTIONS

The classification of speech emotion can be implemented in two ways. The simplest is to classify emotions in one step using one general feature set for all emotions. Usually this means a very large but not optimal feature set.

The interest in sophisticated classification schemes has been noticeable in last few years. Variations of classification scheme include multi-stage classification (when the whole recognition process is implemented in a few steps), multiple classifier schemes (different classifiers are dedicated to separate emotions or emotion groups), pair-wise classification and others. All these classification schemes can be arranged into three groups: serial, parallel, and hierarchical (Table I).

The serial combination of classifiers considers the speech emotion classification process as the consecutive identification of one or more separate emotions during one classification step. N-I separate classifiers will therefore be needed to identify N emotions [2]. The parallel scheme is based on the concurrent identification of separate emotions – all the emotions are analyzed by a set of classifiers during one step [2], [9]. The third and the biggest group of multiple classifier systems is based on the hierarchical organization of the classification process according to some criterion.

The speaker’s gender, three dimensional emotion model based groups and other criteria are used for hierarchical organization of the classification process. In general, the hierarchical group contains attributes of both the serial and parallel schemes [1]-[9].

As we can see, multi-stage organization of the speech emotion classification process results in a complicated process and the accuracy obtained varies from 50 % up to 88 %. Nevertheless, the above-mentioned multi-stage classification schemes outperform single-step schemes and provide an opportunity to modify the feature set for a particular emotion or emotion group without affecting another. This should be considered as the main advantage of multi-stage classification of speech emotion.

III. FEATURE SELECTION BASED MULTI-STAGE CLASSIFICATION

Considering the above-mentioned advantages, we proposed a multi-stage classification scheme for speech emotion recognition [10]. The main idea of the proposed scheme is the grouping of emotions for different classification stages. All groups of emotional speech
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utterances are labeled in several stages. During the first stage all utterances are classified into predefined groups. During successive stages, these groups are divided into subgroups or separate emotions. This classification scheme enables us to use different (more effective, we suppose) feature sets per classification node, thereby improving the overall recognition rate. The feature set for every node (we will call this set as subset) is formed individually according to performance on the emotional group analyzed.

Three feature selection techniques were applied for the multi-stage classification scheme: Maximal Efficiency criterion (ME), the criterion of the Minimal Cross-Correlation of features (MC), and the Sequential Forward Selection (SFS) based technique.

A. Maximal Efficiency Feature Selection Criterion

This criterion is applied by making an assumption about the aggregate efficiency of features with maximal individual efficiency i.e. of features giving the lowest classification error. The formation of a feature subset using the ME selection criterion is carried out

$$ f_m^{(l)} = \arg \min_j E(f_j^{(l)}), j = 1, ..., J. $$

Here $E(f_j^{(l)})$ is a classification error of the $j$-th feature in the $l$-th level $f_j^{(l)}$. $J$ is a total number of features in the $l$-th classification level.

The feature subset is initialized once and repeatedly extended with the most effective features $f_j^{(l)}$. The evaluation of every subset case is carried out and the extension process is stopped when the overall efficiency of the subset is not improved. Thus the selection procedure of $J$ features from $M$ feature set will require analysis of $J + M - 1$ feature subsets.

B. Minimal Cross-Correlation Criterion

In this case an assumption is made as to the efficiency of linearly independent features. Independent features make the set more effective than strongly correlated ones. Thus by selecting linearly independent features we seek for a more effective subset.

MC criterion based feature selection is initiated with the most efficient feature thus ensuring the discriminative power of the subset. The analyzed feature subset is expanded by adding features with the minimal cross-correlation value

$$ f_m^{(l)} = \arg \min_j \left| R(f_0^{(l)}, f_j^{(l)}) \right|, j = 1, ..., J. $$

Here $f_0^{(l)}$ is the feature with highest classification accuracy for analyzed emotion group. $R(f_0^{(l)}, f_j^{(l)})$ is the cross-correlation of the $f_0^{(l)}$ and the new feature $f_j^{(l)}$.

Again, the expansion of the feature subset is stopped when the efficiency of the feature subset begins to diminish. Similar to ME criterion the selection procedure of $J$ features from $M$ feature set using MC criterion will result in analysis of $J + M - 1$ subsets.

Considering the unknown distribution of emotion feature values, the Spearman coefficient was selected to evaluate the correlation of the features. Moreover, the Spearman correlation is hypothesized as being more robust to data outliers, an aspect we find important in the case of speech emotion features.

C. Sequential Forward Selection

The SFS technique is one of the acquisitive search algorithms aiming to find the most significant subset of the features, and the aggregate efficiency of the feature subset is considered rather than individual properties of the features.
The selection of features starts from initialization of the empty feature subset $F_0$. The subset is extended with a feature $f_{i+1}^{(l)}$ making the new subset $F_{i+1}$ more effective

$$f_m^{(l)} = \arg \max_j \left[ E(F_i + f_{i+1}^{(l)}) - E(F_i) \right], j = 1, \ldots, J. \quad (3)$$

The feature set extension step is repeated until the efficiency of newly obtained feature set $F_{i+1}$ increases or while $j < J$. $J > M$ different feature subsets should be analyzed to select $J$-th order feature subset using this procedure. Therefore, the SFS will require number analyzed feature subsets grows significantly in comparison with aforementioned criteria.

The applied Maximal Efficiency and Minimal Cross-Correlation feature selection criteria, and the Sequential Forward Selection Technique make locally optimal choices and will thus give suboptimal feature subsets.

IV. EXPERIMENTAL STUDY

In this study we decided to perform a thorough comparison of the aforementioned feature selection criteria for the recognition of Lithuanian speech emotions. Three versions of the multi-stage classification scheme were implemented using different feature selection criteria and applied to the Lithuanian speech emotion identification task.

We have chosen recognition tasks for 3 emotions (anger, joy, neutral), 4 emotions (anger, joy, neutral, sadness), and 5 emotions (anger, joy, neutral, sadness, and fear). 1000 examples of each emotion (recorded by 5 females and 5 males) were analyzed during the experiment [11].

The initial full set consisted of 6552 different speech emotion features including time and frequency domain features, mel scale features, probabilities of voicing in speech, and their various derivatives (first and second order differentials, statistics, distribution data) [12].

A non-parametric $K$-Nearest Neighbor classifier was chosen for experimental testing. The value $K = 5$ was selected considering the large size of the data sets.

A two-stage classification scheme was designed assuming low-pitch and high-pitch emotion classes in the first classification stage. These two groups are classified into separate emotions during the second stage using a group-specific feature subset.

Considering the number of examples for each emotion, a 10-fold cross-validation scheme was selected to obtain more robust results. As every speaker pronounced 100 emotional sentences, the speech emotion recognition experiment was performed in speaker-independent mode.

The average recognition results are given in Fig. 1, detailed results for every emotion are given in Table II (the Maximal Efficiency criterion is denoted as $ME$, Minimal Cross-Correlation criterion denoted as $MC$, and the SFS technique denoted as $SFS$).

As we can see in Fig. 1, the SFS based multi-stage recognition of speech emotions showed the highest accuracy in all cases. Its superiority over other selection criteria based schemes was 0.7-8%. Two things should be pointed about these results. To begin with, the average results are much lower than our previously obtained results. In the case of 5 emotions, the recognition rate was 50% approximately (not impressive in comparison with results from other studies). Besides, the superiority of the SFS based multi-stage scheme is much smaller in comparison with previous results. There are two possible reasons for the lower results:

- Non-professional actors: the valence of the emotions is much lower in comparison with emotions expressed by professional actors. Consequently, the classification of these patterns is a more challenging task.
- The size of the database: the much larger set of emotional utterances contains more different verbal expressions, thus the variability of the utterances is much wider and more confusing.

The MC criterion produced the lowest recognition rates for emotional cases. In case of 5 emotions, the recognition rate was 41.6%. Nevertheless, the single-stage recognition of 5 emotions (using the entire set of features) has shown an accuracy of 28.4% only. Thus multi-stage classification has obvious superiority over single-stage classification.

Analysis of the recognition results for particular emotions reveals that anger and the neutral state are the most difficult emotions to recognize among the others.

Figure 2 shows the dependence of the obtained feature set size (order) on the number of recognized emotions. Again, the SFS based multi-stage scheme demonstrated the highest efficiency. The size of the feature sets was 2.5-4 times smaller in comparison with the cases of ME and MC selection criteria. The highest order was obtained for the MC criterion; the total size of the feature set was 90-110. In general, the order of the feature set increases with the number of analyzed emotions. This could be caused by suboptimal feature selection techniques.

Analyzing individual results from every speaker, we have noticed a fluctuation in recognition rate amongst speakers. For example, the average recognition results of speaker #9

![Fig 1. Average emotion recognition results](image-url)
were 1.5–2.5 times lower than average. The results of speaker #10 were 1.2–1.3 times higher than the average results. The reason is the suboptimal feature selection aiming for the highest average recognition rate not for the individual one.

V. CONCLUSIONS

In this paper the results of a comparative study of a multi-stage classification scheme for Lithuanian speech emotion recognition are presented. Three different feature selection criteria were applied for recognition purposes: Maximal Efficiency, Minimal Cross-Correlation of features and Sequential Forward Selection. The following conclusions can be drawn from the results:

- The average recognition rate was 62–65 % for the 3 emotion set (anger, joy, and neutral), 55–57 % for the 4 emotion set (anger, joy, sadness, and neutral), and 42–50 % for the 5 emotion set (anger, joy, sadness, fear, and neutral). The results are not impressive in comparison with results from other studies, but the large set of emotional utterances should be considered as the main factor for the accuracy obtained.

- Sequential Forward Selection based scheme shows higher performance in comparison with individual feature properties based selection criteria (Maximal Efficiency and Minimal Cross-Correlation in our case). The superiority was 0.7–8 %.

- The recognition of a large number of emotional utterances requires large feature sets. Increasing the number of recognized emotions also expands the size of the required feature set. Consequently, speaker and text-independent speech emotion recognition would require for huge feature sets.
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Abstract—Protection of private data, signing electronic documents are selective use of identity verification. In this work, the problem of voice verification has been discussed. The method of verifying the voice based on the methods of artificial intelligence was presented. Numerous tests were performed to demonstrate the effectiveness of the presented solution - research results are shown and discussed in terms of advantages and disadvantages.

I. INTRODUCTION

The digitization of today’s world has started some time ago. At almost every step we associate with the technology in one form or another. Each one of us carries a cell phone or laptop and therefore has continuous access to the Internet. On the Internet, people handle all the daily issues - buy goods, pay bills or store images and a variety of data. These are the times in which it is hard to remain anonymous what requires continuous improvements in data transmission and data protection.

One of the most advanced trends in computing today is artificial intelligence, which finds its use in almost any application. One of the first approaches of this trend were neural networks, which are mainly used as classifiers, i.e. classification of signatures [1], surface structures [2] and multimedia applications [3]. Modern methods of mathematics and artificial intelligence are increasingly finding application in medicine and other aspects. In [4] and [5], the authors presented an interesting approach to the processing of EEG signals. A very important achievement is also fuzzy logic, which is often combined with neural networks in order to not only increase precision, but allow the classification of other measures such as linguistics [6] and [7]. Similarly we can use voice recognition in AAL environments to help users [8] and improve data acquisition [9]. These aspects of artificial intelligence methods are also widely used in verification of people. On a daily basis, we meet with the problem of verification in banks, stores (e.g. when signing checks), companies or in different institutions for which a signature, voice, or even features of the iris are a confirmation of our identity. Voice verification is one of the least expensive in implementation of solutions of this type – just a microphone and expert application are needed. Different approaches are analyzed in order to maximize the precision of the voice classification. In [10], the authors presented the statistical approach, again in [11] used hidden Markov models for the same purpose. In this work, I would like to introduce an innovative way of extracting features of the voice sample using heuristic and neural classifier.

II. AUDIO SIGNAL PROCESSING

For the purposes of analysis of digital sound samples, sound file must be represented by a numerical value, or a function that enables analysis. One of the best known methods is the Discrete Fourier Transform (DFT) presented in [12]. Transform is called transformation of vector that represents the numerical values of the signal $\vec{z} = [x_0, x_1, \ldots, x_{N-1}]$ into $\vec{\alpha} = [z_0, z_1, \ldots, z_{N-1}]$, where the value of $z_i \in C$. DFT is performed according to the following formula

$$z_k = \frac{1}{N} \sum_{n=0}^{N-1} x_n \exp\left(-\frac{2\pi kni}{N}\right),$$  \hspace{1cm} (1)

where $k$ is harmonic number, $n$ is number of signal samples and $N$ is total number of samples.

One way to display the audio signal is to use a spectrogram [13] which is a graph of amplitude spectrum signal over time. The construction of the spectrogram operates on the principle of dividing the signal (obtained by the use of short-time fast Fourier transform with Hamming function) on parts for which the amplitude of harmonic components are calculated. During the analysis of this graph, we assume that

- the power at a given frequency is based on the color - the value is higher if the color is warmer;
- the frequency increases with the height of the point on the chart.

Fig. 1: Graphical representation of sound samples with the sentence ”My name is Han Solo”: (a) the DFT of the signal (b) spectrogram of the recorded sound with noise (c) spectrogram of the clear signal.
Recorded sound is exposed to register all types of noise - in the case of voice verification in a large company, people standing in a queue already make noise as well as any other voices. Noise is clearly visible on spectrograms interiors as a plurality of light color. In order to correct analysis of sound, noise should be removed to leave only the desired recording. Noise reduction can be achieved by a multi-band spectral subtraction described in [14]. The algorithm assumes that speech spectrum will be divided into \( N \) bands and the estimate of the clean speech spectrum can be obtained by performing the following formula for each band \( i \) for \( k \) value

\[
|\hat{S}_i(k)|^2 = |Y_i(k)|^2 - \alpha_i \delta_i |\hat{D}_i(k)|^2 \quad l_i \leq k \leq h_i, \tag{2}
\]

where \( \hat{S} \) means the magnitude spectra of the clean speech and \( \hat{D} \) of the noise, \( Y \) is the magnitude spectra of the incoming signal, \( l_i \) is the beginning frequency of the \( i \)th band and similarly \( h_i \) is the ending frequency, \( \delta_i \) is a tweaking parameter which is set by empirical way. The parameter \( \alpha_i \) can be calculated by

\[
\alpha_i = \begin{cases} 
5 & \psi_i < -5 \\
4 - 0.15 \times \psi_i & -5 \leq \psi_i \leq 20 \\
1 & \psi_i > 20
\end{cases}, \tag{3}
\]

where

\[
\psi_i = 10 \log_{10} \left( \frac{\sum_{k=l_i}^{h_i} |Y_i(k)|^2}{\sum_{k=l_i}^{h_i} |\hat{D}_i(k)|^2} \right). \tag{4}
\]

The samples of this methods to process audio file are shown in Fig. 1. Another way to present the audio signal is a periodogram, which for the first time was shown by Arthur Schuster [15]. It is obtained by the modulus squared of the DFT and presents the Power Spectral Density (PSD) estimate, as shown in Fig. 3.

III. PREPROCESSING FOR NEURAL NETWORK

Creating samples is an important part for the pattern recognition problem. Each sample must not only represent input data but save as much information about the sample using the fewest number of values. For that purpose, a model of the general pattern based method on a large number of input samples is proposed. All samples representing the specific person will be created using general pattern.

A. Preparation of the aggregate sample

In the first step of processing sound samples, spectograms are created. Each spectrogram is subjected to noise removal. On the basis of all samples, the aggregated sample is prepared. This process is about creating one sample spectrogram, which retain repeating features in all processed ones. At the beginning of the method, the \( w \times h \) array is created, where \( w \) is the width and \( h \) the height of all samples - each point \((x, y)\) on spectrogram is corresponding to one cell in the array. Initially, each cell is set to 0. For each point \((x, y)\) color pixel on each bitmap is verified. In the case where the pixel is not white, the value on this position \((x, y)\) is increased by 1 in the array. Color \([R_{old}, G_{old}, B_{old}]\) is selected and the new sample is created. For each pixel, the color is calculated using a value of \( m \) from an array and the following formula

\[
C_{new} = C_{old} \ast (1 - m \varsigma), \tag{5}
\]

where \( C \) is one of the color components \((R, G \text{ or } B)\) and \( \varsigma \) means the color shade and it is calculated as

\[
\varsigma = \frac{2}{\max_{0 \leq i < w \text{ or } 0 \leq j < h} m_{ij}}. \tag{6}
\]

In the next section of this paper, created spectrogram will be called a general spectrogram. The process of creating a general spectrogram is shown in Fig. 2.

![Fig. 2: Visualization of creating a general spectrogram](image)

Fig. 2: Visualization of creating a general spectrogram based on input spectograms with attached legend of colors - the darker shade of red, the point often occurs on the input samples.

B. Heuristic detection of key-points

Using the so-created general spectrogram, heuristic algorithm will be used to find the key points of the image. The coordinates of key points will allow to create the mask of the features by which we will be able in a quick and effective way to retrieve specific values from the spectrogram to perform training using verification vectors.

As a heuristic algorithm, Flower Pollination Algorithm (FPA) [16] was selected, which is a mathematical model of a natural phenomenon pollination of flowers in the spring. The original algorithm assumes some basic rules aimed at simplifying some dependence

- Global pollination (e.g.: biotic phenomenon) is represented as Levy flights,
- Local pollination is interpreted as abiotic and self-pollination,
- Pollen is carried by the wind what is modeled by a random factor \( p \in [0, 1] \).

FPA is used to find the important points in the image. Population of flowers is placed in random places on general spectrogram. Then, the simulations of global and local pollination are performed in order to find the best points. Point
selection is done according to the fitness function, which is defined as
\[
F(x_i) = \begin{cases} 
\min_{0 \leq j < N} 0.2 \times B(x_j) & \text{if } x_{best} = 0 \\
\sqrt{B^2(x_i) - B^2(x_{best})} & \text{for others}
\end{cases}
\]
(7)
where \(x_i\) is a point representing a pollen, \(x_{best}\) is a point with the best fitness value in actual iteration, and the function \(B(\cdot)\) is the brightness of a pixel that takes values of \([0, 1]\), \(N\) is the size of population.

In each iteration, two operations are performed – global and local pollination. Global pollination moves pollen \(x_i\) over the spectrogram image according to
\[
x_{i}^{t+1} = x_{i}^{t} + L(x_{i}^{t} - x_{neighboring})
\]
(8)
where \(t\) is the number of iteration, \(x_{neighboring}\) is the nearest point to \(x_i\) and \(L(\cdot)\) is a function of Levy flight understood as
\[
L(x, \kappa, \mu) = \frac{\kappa}{2\pi} e^{-\kappa/(2(x-\mu)^2)}
\]
(9)
where \(\kappa\) and \(\mu\) are specified parameters.

The second operation is a local pollination which takes place over the neighborhood pixels for a given point \(x_i\) and it is defined as
\[
x_{i}^{t+1} = x_{i}^{t} + \epsilon(x_{i}^{t} - x_{k}^{t})
\]
(10)
where \(x_j\) and \(x_k\) are neighboring pollens.

The algorithm returns the best adapted solution with its designation of the owner of the sample.

C. A general vector for identification

In order to analyze every sound, a file should be saved as a vector of numbers representing as much as possible features. In addition, the vector should contain the minimum number of values, because then a learning process occurs much more efficient. The proposed model in the general formula for a vector in this work is the combination of the features extracted from the spectrogram and the periodogram using the method described in Sec. III.

The proposed model of the sample can be defined as follows
\[
[B(x_0), B(x_1), \ldots, B(x_n), f_{max}, id],
\]
(11)
where \(B(x_i)\) is brightness value of pixel at the key-point \(x_i\) obtained from FPA, \(f_{max}\) is the maximum value of the PSD determined from periodogram (see Fig. 3) and \(id\) is the designation of the owner of the sample.

IV. NEURAL NETWORK

The beginning of the history of neural network models is dated to the first half of the twentieth century [17]. Until today, new and modified models of the network, or even learning algorithms of this type of networks are created. A neural network is understood as a complex object composed of many layers. The simplest models contain only two - input and output layer. In this type of layers, learning vector is inserted into input layer and the calculation result is forwarded to the next layer. In more complex structures the hidden layers are added between input and output. Their number depends on the size of the problem, for which a structure has been created. Each layer is made of neurons through which the layers are connected – each neuron of one layer is connected to each neuron in the next one. Neurons use activation function, whereby the value is calculated. In [18], different activation functions were proposed, but the most common is a unipolar sigmoid function. Moreover, each connection between two neurons is burdened with a certain weight in the range of \([0, 1]\) and this contributed to a number of learning methods for improving received results.

One method of learning neural network is the back-propagation algorithm for the first time mentioned in [19]. To this day, it is one of the most commonly used training algorithms for neural networks. It is a type of supervised learning which is based on minimizing the error function of the output layer up to the achievements of the first hidden layer. The error calculated in this way is used to modify the weights on the connections between neurons. The formula for calculating an error for the neuron \(k\) is defined as follows
\[
\delta_k = \begin{cases} 
out_k(1 - out_k) \sum_{o \in out} w_{ok} \delta_k & \text{the output layer} \\
out_k(1 - out_k) \sum_{o \in out} w_{ok} \delta_k & \text{the hidden layer}
\end{cases}
\]
(12)
where \(out\) means the output values from neuron \(k\), \(ex\) is the expected value at the output of the neuron. The calculated error values are used in updating the weights by
\[
w_i = w_i + \delta w_i
\]
(13)
V. EXPERIMENTS

Using the method of pre-processing sound samples described in Sec. II and III are processed. In experimental research 100 different sound files belonging to four people
were used. During the processing, the following parameters were used:
- FPA – 100 flowers, 15 iterations, \( \kappa = 0.4, \mu = 0.35 \).

After creating samples, obtained vectors have been placed in a database and used for training the network until the error value was smaller than 0.1 with the proportion of mixed samples – 80% to train and 20% to verify. Subsequently, using all samples for examined network an accurate measurements were calculated in Tab. I.

<table>
<thead>
<tr>
<th>Id</th>
<th>Correctly classified</th>
<th>Incorrectly classified</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>11</td>
<td>56%</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>5</td>
<td>80%</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>2</td>
<td>92%</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>7</td>
<td>72%</td>
</tr>
</tbody>
</table>

The results allow to calculate the effectiveness of the verification network, which reaches 75% with 25 samples of voice for one person. The results in the table indicate that for a person no. 1 efficacy hardly exactly 56% accuracy, again for a person no. 3 it was 92%. Such a large discrepancy between the results can be an effect of a bad sound recording or different voice tones. Another problem that might be a big obstacle in good verification is possible jitters or hoarseness. This can be accomplished by recording the samples for a few days—not only by one day.

VI. Final Remarks

In times where almost everything revolves in the digital world, any method of data security become an important area of IT. Newer and more complex algorithms can increase the security not only of information in computer networks, but many companies, where the entrance is authorized.

The innovative idea of the features extraction from the processed audio samples is presented in this work. Experiments based on artificial intelligence methods have been performed and discussed. The proposed method of voice verification due to the 75% effectiveness is a good alternative to existing methods. Moreover, the use of heuristics to find a sequence of points can efficiently assist in verification of possibility of fraud - each sequence of points is different because of the basic assumption of randomness for heuristics. Therefore proposed solution seems to be right development to increase security in man-machine interactions.
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Abstract—In this paper, we describe the process by which web services ontologies are populated from a web services collection. The general approach relies on a global ontology model that is used to represent automatically web services. The model is enriched with web service instances classified into a taxonomy. The main idea is to extract taxonomic relations (isTypeOf) from web services using a supervised classifier of textual descriptions attached to web services. The entire process for ontology population involves the following tasks: text extraction from web service descriptions, classification of text descriptions and extraction of taxonomic relations (instances of classified web services). An experimentation was carried out with a collection of web service, which shows promising results and the feasibility of our approach.

Index Terms—web services classification; ontology population; web services ontology population; text classification.

I. INTRODUCTION

Web services are reusable software components through which it is possible to build and integrate new applications without having to implement all elements of a system. Nowadays, Web services have become more popular due to their proliferation for offering storage services and resource management in the cloud. Web services are available in both public and private repositories using descriptions in XML and natural language, such as: English, Spanish or German. There are several public repositories of Web services, for example: SOAP Web service directory supported by Membrane\textsuperscript{1}; Repository of Visual Web Service\textsuperscript{2}; ProgrammableWeb\textsuperscript{3}; OWL-TC\textsuperscript{4}.

Web services are described using the standard WSDL and OWL-S. Both consist of an XML file, in which necessary elements to achieve a detailed description of web services is defined.

Programmers and application developers can use web services like software components, but they need search them into a large volume of web service published in repositories. This task is commonly known as web services discovery. However, web services discovery remains a difficult and error-prone task, since web services repositories offer keywords-based search mechanisms. In addition, web service repositories are organized in static structures that do not allow a flexible and dynamic organization of services. As a solution to this problem, ontologies can organize web services repositories with semantic relations and taxonomic relations in order to offer a semantic organization of them. In addition, this structure can help to discover and test web services in the work presented in [1].

In this paper, we present an approach for web services classification based on the frequency of 1-grams (words), in order to populate a web services ontology. The main aim of this paper is to improve the structure repositories in order to facilitate web services discovery by providing an ontology-based semantic structure.

The rest of the paper is organized as follows. In Section II, we report the state of the art related with classification and ontology population in web services. Section III describes Web Services Descriptions Language (WSDL) and an ontology-base service description language (OWL-S). Section IV presents the global ontology model used for populate web services. Section V presents our approach for web services ontology population. Experiments and results are presented in Section VI. Finally, conclusions and future work are shown in Section VII.

II. RELATED WORKS

Web services are described using parameters (input and output) names, data type names and operation names. These elements have been exploited for several purposes. As in [2] and [3] that have used text processing with parameters and operations names in order to obtain the similarity between web services; content-based approaches for web services classification have been proposed in [4], [5], [6], [7], [8] and [9], which are described below. Web services clustering from WSDL documents in order to facilitate web services discovery proposed in [10] and [11], also in [12] a clustering-based approach to web service categorization in order to form a hierarchy of service taxonomy is presented.

In this paper, we rely on text classification to enable web services ontology population. Text classification is a task widely used, as in [13]. Moreover, web services classification is a task that has been addressed in different ways. Regarding with web services ontology population using text descriptions
classification of web services, poor works have been pro-
pounded. However, web services classification is close to web
-service ontology population since it needs a class name to be
-instantiated. Thus, we have conducted our research of related
-works in two aspects: approaches for supervised classification
-of web services; and works for ontology population.

Using OWLS-TC collection, we have the following works:
[4] uses web services textual descriptions, such as: operations,
-inputs/outputs textual descriptions. They classify web services
-with a Naive-Bayes classifier. In [5], the classification of web
-services is based on support vector machine algorithm and it
-is achieved by calculating a similarity between words using
WordNet and a domain taxonomy in order to reach an efficient
classification of web services in the collection. A similar web
services classification has been proposed in [6], in this case it
-is based on sets, they propose a representation of web service
descriptions with vector space model and an entropy-based
weighting of all terms.

There are works that not use the public collection mentioned
above. They use private collections of web services. [7]
showed that using quality attributes (reliability, documentation,
performance, and response time), it is possible to classify and
predict the quality of a web service; they have used a private
collection of 364 web services. Unsupervised classification is
applied in [8], where an automatic classifier is presented based
on tags embedded in WSLD documents for each web service,
it method was tested with 951 web services distributed in 19
categories. In addition, other relevant work is presented in [9],
they expose a text mining approach to web services classification
by identifying key concepts in textual documentation
services, but only in a specific domain.

Another field for this paper is web services ontology popula-
tion. Some works that have presented ontology learning meth-
ods includes ontology population for web services domain.
As in [14] that enhances an existing ontology with similarity
relations between operation of web services. An ontology
learning mechanism is proposed in [15] in order to enable
RESTful semantic web services using syntactic and semantic
descriptions. And [16] propose an automatic extraction method
that learns domain ontologies from textual documents
attached to Web services.

III. WEB SERVICES DESCRIPTION

The recommended SDL for the Web Service implementation
is named Web Service Description Language (WSDL), which
is currently a well-established W3C standard. WSDL defines
an XML grammar for describing networked services as col-
clections of communication endpoints capable of exchanging
messages. In this work, we consider WSDL 2.0, that is the
latest version, which incorporated important changes in the
description of a service. WSDL 2.0 changes the definitions
tag with the description tag. The main difference between
WSDL 2.0 and previous versions are: the targetNamesSpace
is a required attribute of the definitions element in WSDL 2.0;
message constructs are removed in WSDL 2.0; operator over-
loading is not supported in WSDL 2.0; PortType is renamed
as Interface; Interface inheritance is supported by using the
extends attribute; and Port is renamed as Endpoint.

Also, OWL-S is an ontology-based service description lan-
guage, which provides a semantic description of web services.
OWL-S is based on Service class that presents a Profile class in
order to describe the service functionality, which is described
by Service Model class. OWL-S contains descriptions in
natural language focused on the understanding by humans.
A challenge is faced when this user-focused description need
to be processed.

IV. GLOBAL ONTOLOGY MODEL

This section presents a global ontology model exposed
in [17], which is used to populate web services from text
descriptions in our approach. It is also widely explained here.
We use Manchester Syntax for OWL 1.1 [18] in order
to present the global ontology due to it is a user-friendly
syntax. Thus, the ontology model created in [17] represents
the following relevant classes for our approach.

- Class: GeneralService
- Class: GeneralOperation
- Class: GeneralEffect
- Class: GeneralPrecondition
- Class: GeneralParameter
- Class: InputParameter
- SubClassOf: GeneralParameter
- SubClassOf: GeneralParameter

The ontology model also includes object properties, relation
between classes, as follows:

- ObjectProperty: hasOperation
  Domain: GeneralService
  Range: GeneralOperation

- ObjectProperty: hasEffect
  Domain: GeneralOperation
  Range: GeneralEffect

- ObjectProperty: hasPrecondition
  Domain: GeneralOperation
  Range: GeneralPrecondition

- ObjectProperty: hasInput
  Domain: GeneralOperation
  Range: InputParameter

- ObjectProperty: hasOutput
  Domain: GeneralOperation
  Range: OutputParameter

The idea of this paper is that the web service instances are
created and classified into subclasses of GeneralService class
and thus, we have an extended ontology model from presented
in [17]. Under this assumption, Figure 1 shows nine subclasses
that we have proposed to be populated.

V. WEB SERVICE ONTOLOGY POPULATION

Web Service Ontology Population is carried out by text
classification of each Web service description in WSDL tags
and natural language. Text classification associates predefined
categories to a Web service from text analysis. Figure 2 shows our architecture for web service ontology population from web service descriptions through text classification. From a general ontology model, our process of ontology population is able to discover taxonomic relations to enhance our initial model and thereby achieve the classification of web services.

Web service ontology population uses a collection of public web services that are classified in any of nine proposed categories. Each web service in our collection has associated a WSDL description and an ontology-based extension of this description in OWL-S. We have proposed four phases in order to populate a web service ontology, which are described below.

A. Text preprocessing

WSDL files and OWL-S files that describes web service functionality are analyzed in order to identify and extract the text descriptions, which is useful for achieve content-based classification. Thus, the content of serviceName and textDescription labels from Profile class is extracted, such labels contain natural language text. From WSDL file, the service name (wsdl: service name), names of operations (wsdl: operation name) and the data type names of messages, both simple or complex (xsd: simpleType name and xsd: complexType name). This natural language text and full names of elements are used to characterize, classify and represent the web service instances into the corresponding class in our extended ontology model.

Text extracted is segmented into canonical words. In web services domain is common to find complex names of services, extended ontology model.

B. Features extraction and selection

Lexical words of each web service were normalized and selected in order to represent a space model to have a formal representation of each web service. This model uses the lexical words (1-gram) like features. From our collection of web services 1801 words are extracted and represented in vectors.

Features are weighted using the Bag-of-Word(BoW) model, which consists of a collection of texts and their vocabulary that is considered features in our research. Each web service is expressed like a vector $S_j = (w_{1,j}, w_{2,j}, \ldots, w_{n,j})$, where $w_{i,j}$ expresses the relevance that produces a feature $i$ in a text $j$. In our case, a lexical word (1-gram) of vocabulary represents a feature $i$ and web service descriptions represent a text $j$.

The approach used to obtain the relevance of a feature (1-gram) in the text of a web service is based on applying Term Frequency Inverse Document Frequency (TF-IDF) in order to determine what lexical word in the collection of texts might be more important for a text description of a Web service. This weighting uses the Term Frequency (TF) of our vocabulary in a text (1) and Inverse Document Frequency (IDF) that determines whether the term is common in the text collection (2), then the final equation to calculate a TF-IDF of a 1-gram is shown in (3).

$$TF(t_i, S_j)$$  

In order to determine the value of Term Frequency (TF), we use the number of times that the term $t$ occurs in a web services description $S$.

$$IDF(t_i, S_j) = \log \frac{|S|}{1 + |S : t_i|}$$  

Inverse Document Frequency (IDF) is obtained by dividing the total number of web service descriptions by the number of web service descriptions that contain the term, and then, logarithm of such quotient is taken.

$$w_{ij} = TF(t_i, S_j) \times IDF(t_i, S_j)$$  

A feature selection process was carried out in order to reduce our vector space. The aim of features selection is to reject irrelevant features to obtain the best subset to improve the accuracy in web services classification. For this process, we apply an analysis of attribute correlation and wrapping scheme based on decision trees, widely used as the features selection algorithm, in order to select relevant features. Such process has obtained a subset of 69 lexical words (1-gram) like relevant features.
C. Web service classification

Web services classification is based on features extracted from web service descriptions in WSDL and OWL-S and weighted with TF-IDF. The features are represented in vectors, which are used by a supervised classifier, widely used in machine learning to estimate the predictive function of each class of a collection.

As a supervised classifier is used to obtain the category of a web service, we have divided our collection in two sets: a training and test set. The main aim of this phase is to build a classifier of web services using their text description. Nine categories are considered by the classifier to be built: Communication, Economy, Education, Food, Geography, Medical, Simulation, Travel and Weapon. They are automatically assigned to each web service.

A rule-based classifier was built under machine learning scheme using the 1-gram words like features. C4.5 [19] was used like classification model for web services. This classifier builds decision trees from a set of training data by a selection of the best attributes that obtain effectively partitions from training set, then, the rules of the decision tree are applied to the test set in order to evaluate the results.

C4.5 classifier was trained with 899 web service descriptions, adjustments in the trees are applied for obtaining the corresponding rules, which are used with the test data for obtaining the similar output. The difference in the output determines the performance of our web services classifier. We have implemented the C4.5 for web services classification using WEKA tool [20].

D. Ontology population

This section presents the process of automatic population of Web services ontology. This task uses the assigned categories in the previous phase, they are used to create class instances in order to populate the global ontology model used for the representation of Web services.

Ontology population is the process of adding class instances and relation instances between individuals of the ontology into an existing ontology [21]. Thus, ontology population takes the category assigned to each Web service and it creates an ontological instance into the corresponding class from global ontology model. A isTypeOf relation is created between the instance of the Web service and the corresponding class.

Our ontology population process is illustrated with an example. Given a pre-processed text of the web service identified like ActivityDestination, as shown below, we determine his class in order to be populated.

**Web service description:** name: activity destination service; operation name: get destination; input name: activity name; output name: destination name; description: this web service provides the destinations where an activity is available.

The following code represents the population of class Travel service with the ActivityDestination service.

Individual: ActivityDestination

Types: Travel
Facts: hasOperation GetDestination
Facts: hasName "Activity destination service"

And the GetDestination operation has an input and an output, which are described as follows:

Individual: GetDestination
Types: GeneralOperations
Facts: hasInput ActivityName
hasOutput DestinationName

VI. Experimentation and Results

The main idea of our experiments is to evaluate the classification task, which was carried out with C4.5 classifier. Thus, with the evaluation of our classification task, we are evaluating the correct population of global ontology model used to represent Web Services. It is because that the population of web services ontology corresponds to create instances in the class discovered by C4.5 classifier.

According to the assessment presented above, we carried out our experiments. We use selected word of the vocabulary like features.

Our evaluation was carried out with version 3.0 of OLWS-TC collection, which consist of 1129 web services described using WSDL and OWL-S. As this collection is considered to test, their web services are pre-classified into the following classes: Communication, Economy, Education, Food, Geography, Medical, Simulation, Travel and Weapon. It was divided into two groups: 899 web services for training web services classifier and 230 web services for testing our approach.

The experimentation was performed with 899 web services in order to obtain the classification model and then, it was applied to 230 web services to be tested. Also, they used the vector of 1-grams like features weighted with TF-IDF for each web service and the C4.5 classifier with the following parameters: confidence factor used for pruning the tree = 0.25 and the minimum number of instances per leaf = 2.

We evaluate the results in terms of Precision(P), Recall(R) and F-measure(F1). Metrics widely used in classification tasks. In our case, these metrics compare the results to be evaluated with external values of trust (web services previously classified).

Table I shows the results of our evaluation, which consists of testing C4.5 classifier with features extracted (1-grams) and weigh them using TF-IDF.

The results showed in Table I emphasize that the use of selected features (words) present promising results reaching 92.1 % of correctly classified web services.

We have used OLWS-TC collection for our experiments. This collection has been used as a benchmark for works that have proposed web services classification. Therefore, it is possible to compare our results with previously proposed approaches, such as Zhang and Pan [4], Wang et al. [5], Chen et al. [6] and Yuan and Jian [8]. In Table II a comparison of proposed approaches with our approach is presented in terms of precision, recall and F1-measure.
TABLE I
RESULTS OF THE WEB SERVICES CLASSIFICATION

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>0.927</td>
<td>0.879</td>
<td>0.903</td>
</tr>
<tr>
<td>Economy</td>
<td>0.935</td>
<td>0.953</td>
<td>0.944</td>
</tr>
<tr>
<td>Education</td>
<td>0.845</td>
<td>0.944</td>
<td>0.891</td>
</tr>
<tr>
<td>Food</td>
<td>0.857</td>
<td>0.706</td>
<td>0.744</td>
</tr>
<tr>
<td>Geography</td>
<td>0.982</td>
<td>0.900</td>
<td>0.939</td>
</tr>
<tr>
<td>Medical</td>
<td>0.935</td>
<td>0.863</td>
<td>0.906</td>
</tr>
<tr>
<td>Simulation</td>
<td>0.913</td>
<td>0.875</td>
<td>0.903</td>
</tr>
<tr>
<td>Travel</td>
<td>0.961</td>
<td>0.909</td>
<td>0.934</td>
</tr>
<tr>
<td>Weapon</td>
<td>0.974</td>
<td>0.925</td>
<td>0.949</td>
</tr>
<tr>
<td>Average</td>
<td>0.924</td>
<td>0.921</td>
<td>0.921</td>
</tr>
</tbody>
</table>

The results show the effectiveness of our approach compared with other approaches under the same Web services collection and the same evaluation criteria. Although the results are not so encouraging for Food class as for other classes, our solution can help developers to recovery Web services and reuse existing software components in a disorganized repository of web services.

VII. CONCLUSIONS AND FUTURE WORK

This paper has presented an approach for web service ontology population through a text classification technique. We have employed C4.5 classifier with 1-grams using the weighting TF-IDF like features to represent a web service using the vector space model. A selection of features was carried out in order to reduce the space of representation, obtaining 69 words like relevant features.

The main contributions of this paper are as follows: (a) we present an approach to classify web services using their descriptions and a text classification technique; (b) we populated a web service ontology; (c) and we have used a benchmark collection for testing called OWLS-TC, in which we have demonstrated that our solution outperforms other approaches in terms of average resulting classification.

As future work, we plan to discover non-taxonomic relations or concepts [22] between web services and functionalities, input/output descriptions to enhance web service ontology in order to facilitate discovery and composition of web services.

In addition, semantic similarity between operations and between classified web services is relevant to extract for helping to software developers in web service discovery.
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Abstract—With the development of telecommunication technology over the last decades, the request for digital information compression has increased dramatically. In many applications, such as high quality audio transmission and storage, the target is to achieve audio and speech signal codings at the lowest possible data rates, in order to offer cheaper costs in terms of transmission and storage. Recently, compression techniques using wavelet transform have received great attention because of their promising compression ratio, signal to noise ratio, and flexibility in representing speech signals. In this paper we examine a new technique for analysing and compressing speech signals using biorthogonal wavelet filters. In particular, we compare this innovative compression method with a typical VoIP encoding of human voice, underlining how using wavelet filters may be convenient, mainly in terms of compression rate, without introducing a significant impairment in signal quality for listeners.

Index Terms—Wavelet Analysis; Audio Compression; Digital Filters; VoIP; SIP, Quality of Services.

I. INTRODUCTION

SPEECH is a very basic way for people to convey information to each other by means of human voice, within a bandwidth of around 4 KHz. The growth of the computer industry has invariably led to the demand for quality audio data. Analogue audio signals, such as voice speeches, or music, are often represented digitally by repeatedly sampling the waveform and representing it by the resulting quantized samples. This technique is known as Pulse Code Modulation (PCM). PCM is typically used without compression in high-bandwidth audio devices (e.g., in CD players), but compression is essential where the digital audio signal has to be transmitted by means of a communication medium, such as a computer or telephone network [1]. In order to send real-time audio data over a communication link, data compression has been used due to the mismatch with the available link bandwidth [2].

Compression of signals is based on redundancy removal between neighbouring samples or between the adjacent cycles [3]. In data compression, it is desired to represent data by as small as possible number of coefficients within an acceptable loss of quality. Therefore, compression methods rely on the fact that information, by its very nature, is not random but exhibits an intrinsic order and pattern, so that the essence of the information can often be represented and transmitted using less data than would be required for the original signal [2].

Compression techniques can be classified into one of two main categories: lossless and lossy. Lossless compression works by removing the redundant information present in an audio signal, but preserving its quality and the complete integrity of the data. However, it offers small compression ratios, hence it can be used if we have no stringent requirements; furthermore, it does not guarantee a constant output data rate, since the compression ratio is highly dependent on the input data. On the other hand, one advantage of lossless compression is that it can be applied to any data stream. In lossy coding, the compressed data does not preserve bit-wise equivalence with the original data. The goal of this kind of compression is to maximize the compression ratio or the bit rate reduction, with reduced cost in terms of loss in quality [2].

Compression methods can be classified into three functional categories: direct methods, when the samples of the signal are directly handled to provide compression; parameter extraction methods, if a preprocessor is employed to extract some features that are later used to reconstruct the signal; transformation methods, such as Fourier transform, wavelet transform, and discrete cosine transform. In this latter, the wavelet transform is computed separately for different segments of the time-domain signal at different frequencies. This makes wavelet filtering good for signals having high frequency components for short duration and low frequency components for long duration, such as images, video frames and speech signals [3].

In this paper we show an innovative technique to process and compress an audio signal using a 3.7 biorthogonal wavelet filter, by using thresholding techniques in order to eliminate some insignificant details of the signal, then obtaining a lossy compression that allows us to significantly reduce audio bit-stream length, without compromising the sound quality. While such a technique has been selected because of its remarkable performances, due to the intrinsic nature of the implemented wavelet transforms and filters, it is also possible to implement the coding and decoding pipeline directly on hardware. Therefore, the proposed system not only constitutes an outperforming compression software, but also a possible hardware interface. The latter can be thought both as a consumer-side phone-box or as a provider-side switchboard integrated system.
II. VOIP ENCODINGS

Nowadays, modern telecommunication is mainly based on the following steps: voice information is digitalised (by sampling), then encoded, and then transmitted as a packets stream [4].

A. Encoding

The encoding process starts by producing digital “rough” results during the sampling phase, then normally reducing the bit rate (so, the bandwidth) of the sampled data through a suitable compression. There may be many coding techniques and among these we can mention:

- **Differences encodes**: if the next sample differs not much from the previous one, then we transmit the difference (which requires a lower number of bits) with respect to the original sample; a typical example is video encoding used in MPEG, which adopts a differential coding both regarding the previous frame and the next one [5].

- **Weighted encodes**: if certain samples are often present within the voice stream, we adopt a convention which codifies them through a smaller number of bits in order to save bandwidth (used e.g. in compression techniques such as ZIP) [5].

- **Loss encodes**: it is based on the principle that, for human ear, certain audio signals are practically ignored. This type of encoding causes such parts of signals to be erased, and the resulting encoding becomes leaner because there are less data to send (this technique is used in MP3 audio compression) [6].

With these techniques we can obtain significant signal compressions. Due to the various application fields, different types of codecs, characterised by different complexity, have been developed. In order to determine which of these should be used in a VoIP service, it is important to take into account the features in terms of bandwidth, encoding delay, and the voice quality reproduced on the receiving part. The main encoding used for the telephony transport on digital lines is the PCM, described in ITU-T G.711 recommendation, which produces a flow of 64 kbps [5]. This encoding is very simple and widespread (for the reasons mentioned above) particularly among telcos. The standard which offers the highest compression, maintaining good voice quality, is the DR SCS (Dual Rate Speech Coding Standard) or G.723. It can go up to speeds of 5.3 kbps, and is commonly adopted on videoconferencing systems over analog lines [5], [7].

Other popular voice coding standards for telephony and packet voice include [5]:

- **G.711** - Describes the 64 Kbps PCM voice coding technique outlined earlier; G.711-encoded voice is already in the correct format for digital voice delivery in the public phone network or through Private Branch eXchanges (PBXs);

- **G.728** - Describes a 16 Kbps low-delay variation of CELP voice compression;

- **G.729 -** Describes CELP compression that enables voice to be coded into 8 Kbps streams; two variations of this standard (G.729 and G.729 Annex A) differ largely in computational complexity, and both generally provide speech quality as good as that of 32 Kbps ADPCM.

B. Packets encoding

While the previous steps (sampling and coding) can be partially used even on a digital telephone network, the packaging operation is peculiar to packet networks. A package, by its nature, is composed by a series of headers so that the package can reach properly the destination. These headers cannot be eliminated; this fact implies they must be present independently from the number of packets sent and their size. In voice over IP, the typical header has a size of 58 bytes (18 bytes Ethernet, 20 bytes IP, UDP 8 bytes, 12 bytes RTP): if each package carried only one data byte, the efficiency would become equal to approximately 1.7%, as a voice stream at 64kpbs would generate a traffic of 3.7Mbps. Unfortunately, it is not possible to use packages of arbitrary size, because by decreasing the package encoding time, the delay would increase. A reasonable packaging delay values are in the order of 20-40 ms [5].

Compression efficiency is possible, in this scenario, to work around the problems as well as with respect to the used bandwidth, if the compression is achieved by other coding techniques, such as wavelet compression.

III. WAVELETS

In recent years, wavelet theory has been developed as a unifying framework for a large number of techniques for wave signal processing applications, such as multiresolution analysis, sub-band coding and wavelet series expansions [8]. The idea of analysing a signal at various time frequency scales with different resolutions has emerged independently in many mathematics, physics and engineering fields. In fact wavelet analysis is capable of revealing aspects of data that other signal analysis techniques cannot take into account, especially when breakdown points, discontinuities in higher derivatives, and other self-similarity occur. Furthermore, because it let us obtain a different representation of data than those offered by traditional techniques, it can help us to efficiently compress or de-noise a signal without any appreciable degradation [9], [10], [11]. A significant advantage of using wavelets for speech coding is that the compression ratio can easily be optimised, while most other techniques have fixed compression ratios keeping all the other parameters constant.

Wavelet analysis is the breaking up of a signal into a set of scaled and translated versions of an original wavelet. The wavelet transform of a signal decomposes the original signal into wavelets coefficients at different scales and positions.

A. Wavelets in continuos domain

Wavelets are continuos “basis” functions constructed in order to satisfy certain mathematical properties. A wavelet
is defined as a function $\psi(x)$ which must be subject to the following constrains:

1) $\int_{-\infty}^{+\infty} \psi(x) \, dx = 0$

2) $\parallel \psi(x) \parallel^2 = \int_{-\infty}^{+\infty} \psi(x)\psi^*(x) \, dx = 1$

Moreover, a whole family of wavelet functions can be obtained by just shifting and scaling as:

$$\psi_{j,k} = \sqrt{2^j} \psi(2^jt - k), \ i, j \in \mathbb{N} \tag{1}$$

The idea behind wavelets is that by stretching and translating one such wavelet function $\psi(t)$ (also called mother wavelet), we can represent a signal $f(t) \in L^2(\mathbb{R})$ as:

$$f(t) = \sum_{j,k} b_{j,k} \psi_{j,k}(t) \tag{2}$$

where $b_{j,k}$ are called wavelet coefficients of the signal $f$ in the wavelet basis given by the inner product of $\psi_{j,k}$ [12]. The wavelet coefficients represent the original signal in the wavelet domain [10]. An advantage of wavelet transforms is that the windows vary.

B. Discrete Time Case

In the discrete time case, two methods have been developed independently, namely sub-band coding (widely used in voice compression) and multiresolution signal analysis.

1) Multiresolution analysis: With this method we can derive a lower resolution signal by lowpass filtering with a half-band low-pass filtering having impulse response $g(n)$. This results in a signal $y(n)$ where

$$y(n) = \sum_{k=-\infty}^{k=+\infty} h(k) * f(2n - k) \tag{3}$$

Now based on subsampled version of $f(n)$ we want to find an approximation, $a(n)$, of the original signal $f(n)$: this is done by inserting a zero between every sample, because we need a signal at the original scale for comparison. Therefore, there is some redundancy in the number of samples, which will be proven useful for compression.

2) Sub-band coding schemes: The idea behind this technique is based on the following methodology; a pair of filters are used, i.e. a low pass and a high pass filter; we decompose a sequence $X(n)$ into two subsequences at half rate, or half resolution, and this by means of an orthogonal filter. This process can be iterated on either or both subsequences. In particular to obtain finer frequency resolution at lower frequencies, we iterate the scheme on the lower band only (see Figure 1). Thus, applying wavelet transform on a speech signal helps in compressing it to meet the stringent demands of bandwidth consumption while maintaining the quality and integrity of a signal [10].

C. Biorthogonality

The wavelet filter used in this work for audio signal compression is the 3.7 biorthogonal wavelet transform. A biorthogonal wavelet is a wavelet where the associated wavelet transform is invertible but not necessarily orthogonal; the first number indicates the order of the synthesis filter, while the second number refers to the order of the analysis filter. Even if frequency responses from biorthogonal filters may now not show any symmetry and the energy of the decomposed signal may also not equal the energy of the original signal, there are some reasons behind using biorthogonal wavelets, such as their compact support: this means we do not require IIR filters to approximate the signal. This fact is good because IIR filters are more difficult to treat and they also require extra computing power [12].

IV. GPU PARALLEL COMPUTING WITH CUDA

The advent of multicore CPUs and many core GPUs have allowed the development of applications that transparently scale to take advantage of the increasing number of processor cores. Recently, the parallel programming field has seen an increasing success with the development of a novel technology, called Common Unified Device Architecture (CUDA).

A. GPU architecture

A CUDA-enabled GPU is composed of several MIMD (multiple instruction multiple data) multiprocessors that contain a set of SIMD (single instruction single data) processors. Each multiprocessor has a shared memory that can be accessed from each of its processors, and also shares a bigger global memory. Shared memory buffers reside physically on the GPU as opposed to residing in off-chip DRAM, so because of this, the latency to access shared memory tends to be far lower than typical buffers [13].

In CUDA programming model, an application consists of a host program that executes on the CPU and other parallel kernel programs executing on the GPU. A kernel program is executed by a set of parallel threads, where a thread is a subdivision of a process in two or more sub-processes, which are executed concurrently by a single processor. The host program can dynamically allocate device global memory to the GPU and copy data to/from such a memory from/to the memory on the CPU. Moreover, the host program determines...
the number of threads used to execute kernel. Set of threads are grouped in blocks, and each block shares its own memory. It follows also that interactions between CPU and GPU should be minimised in order to avoid communication bottlenecks and delays due to data transfers [14], [15], [16].

B. Performing wavelet transforms on GPU

Classical wavelet transform implementations can be too computationally costly to cater for real time systems, hence we have investigated a parallel and fast approach to the problem at hand. As we have shown in [12], it is possible to adopt a fast GPU-oriented processing system to obtain the wavelet decomposition within the speed requirements of a VoIP service.

Figure 2 shows CPUs and GPUs timing performances for a conventional host, named PC, and for a Server. PC has been equipped with an AMD Athlon 64X2 having CPU clock frequency up to 2.9 GHz and a NVIDIA GeForce GTX 480 GPU; in Server, instead, has been equipped with an Intel Xeon CPU having a clock frequency up to 3.4 GHz, and a NVIDIA GeForce GTX-480 GPU (pc).

Fig. 2: Comparison among parallel and sequential programs on PC and Server

V. WAVELET COMPRESSION

The goal of this work is to show the potential in terms of audio signals compression processed by wavelet filters. In particular, here we used a 3.7 biorthogonal wavelet filter. We will evaluate the wavelet compression efficiency and we will compare it with encoded audio trace through the typical PCM-16-bit VoIP standard at frequency of 8KHz. This analysis looks at both the quantitative aspects of encoding (the compression factor), and the audio quality perceived by listeners.

A. Experimental Setup

Initially an audio signal has been imported as a simple numerical array, whose size and the sampling frequency are fixed. In our setup, the audio signal has a duration of about 8 seconds and is sampled at a frequency of 22050 Hz. As explained in Section III, we know that, when we consider details with increasingly sample rate, the wavelet filter selects audio signal components which are at higher frequencies and which are characterised by a short time decay. These characteristics are typical of noise and background, therefore removable from the audio signal. It is then convenient to intervene more strongly on this portion of the information when coming to lossy compression. This result is achieved by appropriately setting thresholds. The detailed coefficients are removed from the last two sub-bands.

The result of superimposition between original and compressed signal is shown in Figure 3b. Once the two last sub-bands are removed, the coefficients set is compressed, taking also advantage of the zero-coefficients redundancy. As explained in Section III-B2, the sub-band coding process performs a dyadic signal processing. In other words, by the first subsampling cycle, we get a details vector, called $d_1$, whose size is equal to half of original signal’s size; for the second scale, a details vector $d_2$ is achieved, whose size will be equal to half of $d_1$ vector’s size, i.e. one quarter (25 %) of the original signal size. Moreover, since we have suppressed the last two bands of the original signal, we take into account only the first quarter of the coefficient vector, because all other elements are consecutive zeros that were generated during the compression phase. Furthermore, the existence of other non-consecutive zeros inside the coefficient vector helps the compression further. Finally, we have compressed the coefficients using a gzip compressor. This final result is then transmitted by the VoIP client.

The reconstruction phase proceeds reversely to the compression stage: the starting point is the compressed data; the data stream is then decompressed with gzip. The decompressed data are initially incomplete, because we have to add zeros in order to reach the original size of the coefficients vector. In this way we can reconstruct the original digital signal.

B. Streams

The presented procedure is recursively applied for audio results. In this paper, we have analysed audio tracks that have a minimum duration of 8 seconds and a maximum of 10 minutes. For each of them, we have taken into account:

- the size of starting file, saved in .wav format and sampled at 22050 Hz;
- the size of file encoded using the 16-bit PCM to 8 KHz VoIP standard;
- the size of gzip-compressed file after wavelet filtering.

From the comparison among these three quantities, for different audio traces durations, the final result is shown in Figure 4. By observing Figure 4, it is possible to note a marked difference in the occupied bandwidth between the first two audio signals, namely the original and the VoIP one, compared to the proposed results obtained by wavelet compression. We have determined that the VoIP standard can give a compression factor of about 4, while the wavelet filtering allows us to obtain
They minimise the number of hits required to represent each frame of audio material at a fixed distortion level. In [19], the authors show that the WP decomposition provides sufficient resolution to extract the time-frequency characteristics of the input signal and the WP based audio compressor provides transparent sound quality at compression rates comparable to the MPEG compressor with less than one third of the computational effort.

In [20], the authors have proposed a novel filter bank scheme which switches between a MDCT and a wavelet filter bank based on signal characteristics. A tree structured wavelet filter bank with properly designed filters offers natural advantages for the representation of non-stationary segments, such as attacks.

Interesting results are usually achieved when using a neural network approach to retain the relevant information on huge amount of sparse data [21], [22], [23], and some experiments have been performed on the compression of images [24]. Moreover, several solutions have been proposed for separating the components representing neural networks and the logic using them [25], [26], [27], [28]. In [29], the authors have proposed to apply wavelet analysis and audio compress technology in audio watermarking. Their approach performs a wavelet transform to determine the local audio properties. In [30] the authors have provided a novel scheme to join the wavelet packets and perceptual coding to construct an algorithm that is well suited to high-quality audio transfer for internet and storage applications. Finally, in [31] the authors examined how a compression method employs an approximation of a psychoacoustic model for wavelet packet decomposition. It has a bit rate control feedback loop particularly well suited to matching the output bit rate of the data compressor to the bandwidth capacity of a communication channel.
VII. CONCLUSION

In this paper we have investigated the compression potential of a 3.7 biorthogonal wavelet filter based technique for VoIP telecommunication. We have seen how, by using this compression technique, it is possible to obtain a greater compression factor than that obtainable with other traditional encodings. This fact is advantageous because the obtained audio stream is more efficiently compressed and requires less bandwidth for transmission.

The wavelet filtering is also interesting because makes it possible to implement it in a physical device. In fact, the proposed approach can be realised in hardware, basing on digital signals processing and compressing through wavelet filters. Furthermore we have to consider that nowadays modern 3G technology, widely used in mobile telephony, provides users with a quite limited data transmission bandwidth. For this reason wavelet compression approach, featured by a compression factor greater than ones used in other codings, meets practical needs of people who want to exchange data in a wireless medium.
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Abstract—Grammars might be used for various other aspects, than just to represent a language. Grammar inference is a large field which main goal is the construction of grammars from various sources. Written text might be analysed indirectly with the use of such inferred grammars. Grammars acquired from processed text might grow into large structures as the inference process could be continuous. We present a method to decompose and store grammars into a non-redundant set of lambda calculus supercombinators. Grammars decomposition is based on their structure and each distinct element is stored only once in such a structure. We present a method that can create such a set from any context-free grammar. To prove this and to show the possible applications in the field of natural language processing we present a case study performed on samples from two books. Those samples are the entire Book of Genesis from The King James Bible and the first 24 chapters of War and peace by Tolstoy. We obtain context-free grammars with the Sequitur algorithm and then we process them with our method. The results show significant decline in the number of grammar elements in all cases.

I. INTRODUCTION

REPRESENTATION of extracted information from text is a question that correlates with cognitive science as researchers try to emulate the processes that run in our head [1]. Natural languages might differ from their formal counterparts, but they can be described with the same formal theory as Chomsky [2] pointed out almost 60 years ago.

From a more pragmatic standpoint of view, extracted information may be represented in a grammar form. This is usually the goal of the grammar inference (or grammar induction) field. As Gold in [3] stated, only superfinite grammars can be inferred from a text. By text Gold means a set of positive samples, i.e. samples that belong to the language that inferred grammar is representing. Yet recent advances in this field has shown, that although in a strict formal way Gold theorem still holds, by using heuristic, statistical or evolutionary methods, we are able to infer more complex grammars, like context-free grammars (CFG). De la Higuera presents a review of possible inference methods in [4]. And not only formal languages can be inferred. We are able to perform inference on natural languages as well, as Omnis, Waterfall and Edelman point out [5].

As we infer grammars of large quantities of text, we may indeed obtain large grammars. If those texts are similar, for example we are processing books written in the same language by the same author, then the resulting grammars are in a risk of having a large number of rules and lots of similar information stored separately. This phenomena is called structural explosion. Where structurally similar, but symbolically different rules of grammar are inferred and then stored each separately. In this paper we present a way how to represent any CFG grammar in a non-redundant form. This form is a single structure composed of lambda calculus supercombinators. In the section II we reason why such a form is useful and how it relates to the field of natural language processing.

The main contributions of this paper are:

• We present the entire process of supercombinator set construction from any CFG grammar. The theoretical background is presented in the section III and the detailed description itself is in the section IV. It is a multi step process, each step is explained in a separate section accompanied with appropriate examples.

• Our approach has been tested on larger scale experiments that we present in the section V. We used Sequitur algorithm [6] to create context-free grammars from book samples and then we run our process on them. We present the results, that show significant reduction of grammar elements. This indicates the prevention of structural explosion.

• In the section VI we discuss the possibilities of text analysis that results from the usage of Sequitur algorithm and our supercombinator set acquisition process. We point out that even from the simple grammars, that are the result of Sequitur algorithm, we can extract useful structures contained in a natural language text.

II. MOTIVATION

The basic idea behind this work stems from the engineering discipline of grammarware [7]. Simply put, we can use grammars for other purposes, than just for the representation of a language. With our approach we can decompose and store a CFG into a non-redundant form. In this section we explain, what good that process brings and how it relates to the field of natural language processing.

Why do we need to store a grammar inside a non-redundant structure? If we were given a small, predefined, static CFG, that we use only as a base for a parser for example, than our process could indeed be redundant itself. However, we can
obtain a CFG from previously unknown or rather unprocessed text. And we might want to process lots of such texts for purposes like information extraction, language learning, text analysis, grammar inference or others. And consider that we would want to obtain one structure from all of those texts. If we were to keep those grammars stored in a basic CFG form, we could find ourselves buried under structurally same, yet semantically different rules. This is so especially if we are to process grammars that are large yet their rules are rather simple, as we show in the section V. Such rules might differ only in symbols but all grammar operations are the same. So instead of having a sequence of two different symbols stored for each pair of symbols separately, we can store one structural representation of two symbol sequence and link it with its respective symbols. Those symbols are also stored non-redundantly, so in case we have large terminal symbols (like words), having links to them is more memory efficient.

Our approach is based on the lambda calculus principle. The idea of the application and abstraction that is inherent to the lambda calculus offers a way to represent grammar rules that are separated from their terminal symbols. Therefore the entire structure is represented as one big set of supercombinators. The applications of those supercombinators on other supercombinators might be perceived as links. In that case we may view such a set as some network like structure. We explain this principle in further detail in [8] and [9], but also here, in the section III.

Now, how our work relates to the natural language processing? Well, the supercombinator form has few advantages. The non-redundancy has already been mentioned. The second advantage is that it describes and decomposes the structure of grammar rules. This for example opens the possibility to a form of text structure analysis. By searching for similar structures of text, combined with appropriate grammar inference mechanism, we might obtain information that may be used for various forms of analysis, like author or style identification.

Our approach strongly relates to the field of grammar inference. Should we apply our process on a finite string of symbols, we would obtain just two supercombinators, out of which one would be long and would represent entire sequence of words. And that is not what we want, since we want to capture structure. So we need to start from a grammar form.

In this paper we are processing simple (in the structure, not in the size) CFGs obtained by Sequitur algorithm application (see section V) on text written in a natural language, in our case the English language. We do not need to use Sequitur algorithm only. There are many ways to infer (or induce) a grammar from any text, see section VII. Therefore we can use any CFG grammar in our process.

III. BACKGROUND

First of all, we need to explain how the entire process of supercombinator form acquisition works. The first version of this process has already been explained in [9]. There we have used only regular languages to create our supercombinator set. And thus the process was left in the theoretical space, i.e. we have not used real world case study. Our other work [8] presented an introduction to context-free languages application via higher order principle. In this section we build up on this principle towards building complete set of supercombinators from any CFG.

A. Enriched Lambda Calculus

Ordinary lambda expression $e$ is defined by the rule (1).

$$ e \rightarrow a \mid x \mid e \mid e e \mid \lambda x.e $$

(1)

Where $a$ represent any constant, $x$ a lambda variable, $e e$ is lambda application and $\lambda x.e$ is lambda abstraction. We can enrich this simple definition with grammar operations, thus the result of lambda expression reduction would not be a single value but the grammar expression, either regular or, as we later show, even context-free. As an example for regular-language-enriched lambda calculus have an expression (2).

$$ L = \lambda x_1. \lambda x_2. x_1 \mid x_2 $$

(2)

This expression takes two variables as arguments and results into a regular expression, that consists of the alternative operation applied on both arguments. Therefore lambda application $L a b$, where $a$ and $b$ are terminal symbols, yields a regular expression $a \mid b$. We may notice, that we have used an infix notation for the alternative operation. This is only a syntactic sugar however.

To enrich our basic lambda calculus definition (2) we just add a regular expression option as another alternative. The formal definition of that regular expression is shown in (3).

$$ r \rightarrow a \mid r_1 + \ldots + r_n \mid r_1 \ldots \mid r_n \mid (r)^* \mid (r) $$

(3)

The first element represents terminal symbol. Then the structures of concatenation, alternative and Kleene closure meta-operations are defined. The final element represents ordinary bracketing. Note, that the operators of regular expression themselves are depicted in a bold font, so we can distinguish them from the meta-operators. Concatenation is usually depicted without its operator or with ‘.’ operator. We have used the ‘+’ operator as the dot is already used in the lambda abstraction. Also, the expression $r_1 + r_2$ is equal to the expression $r_1 r_2$. Should we use operator-less notation in our extended lambda calculus notation however, it could cause a confusion between a lambda application and the concatenation itself. Therefore we are going to stick with the plus operator should we use the concatenation inside of a lambda expression.

The fact, that we may define lots of different and specialized operations for regular expressions is accounted for in this paper. We are not restricting our algorithm for supercombinator form construction with predefined static regular expression operations (i.e. only those three defined in (3)). We use an abstract function that acts as a placeholder for any operation. This idea is further explained in the section IV-A.

We show in Tab I a supercombinator set obtained from the expression $a b \mid (c)^*$. This expression serves as a good example, since it contains the alternative, concatenation and
 closure operations. The set itself was obtained with the use of process defined in [9]. The process in this paper is slightly different, but any actual difference is pointed out.

The important accompanying part of any supercombinator is its permissible argument string set. There may be more than one permissible argument string for each supercombinator as we can see in the case of \(L^0\). At three terminal symbols are possible arguments in this case. Only one argument string is allowed for any other supercombinator. We obtain the original expression \(ab|(c)^*\) by \(\beta\)-reduction of the supercombinator \(L^4\) with its argument string \(abc\). The original expression would not be the result, if we allow any other argument strings to accompany that supercombinator. Note, that the permissible arguments are represented in the memory only once. They are connected with their supercombinators with the use of links. Argument strings are necessary for the reconstruction of original expression, any other argument string would lead to different expressions being created.

Supercombinators in Table I represent a structurally decomposed form of regular expression \(ab|(c)^*\). Some of those supercombinators are applied more than once, like \(L^0\). This is the solution to the structural explosion, since no multiple occurrences of equal supercombinators exist. There exists one top supercombinator for every expression It’s the one by which \(\beta\)-reduction we obtain the original expression. In this case it’s the \(L^4\). The supercombinator form is reusable. So if we were to process more expressions, all already existing supercombinators would be reused. Only new arguments links would be added in that case. A simple example: if we were to add expression consisting of one symbol, say \(a\), the supercombinators \(L^0\) argument set would be enriched by the \(a\) symbol and at the same time it would become top supercombinator for that expression (but only if used with the \(a\) symbol).

Each supercombinator represents a part of the entire expression structure. As we see in Table I, the identity function is represented by \(L^0\), a sequence of two variables by \(L^2\) or a closure over one variable by \(L^3\).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Supercombinators & Arguments \\
\hline
\(L^0\) & \(\lambda x_1, x_1\) \{ \(a, b, c\) \}
\hline
\(L^1\) & \(\lambda x_1, L^0 x_1\) \{ \(a\) \}
\hline
\(L^2\) & \(\lambda x_1, \lambda x_2, L^1 x_1 + L^0 x_2\) \{ \(a b\) \}
\hline
\(L^3\) & \(\lambda x_1, (L^0 x_1)^*\) \{ \(c\) \}
\hline
\(L^4\) & \(\lambda x_1, \lambda x_2, \lambda x_3, L^2 x_1 x_2 | L^3 x_3\) \{ \(a b c\) \}
\hline
\end{tabular}
\caption{Supercombinator set for grammar \(ab|(c)^*\).}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{The infinite state automaton obtained from higher order expression \(A \rightarrow aAb | ab\).}
\end{figure}

The simple example is shown in the expression (4).

\(A \rightarrow aAb | ab\) \hspace{1cm} (4)

This expression represents the language \(a^n b^n\), standard example of a nonregular language. The expression (4) is in BNF form, but we may view it as an expression, where we have an alternative of two subexpressions. The first one is a sequence of three symbols. The middle symbol represents a jump inside another iteration of expression evaluation. Expression 4 is represented by the automaton depicted in Fig. 1. It’s an infinite state automaton. The important fact here is the idea that there is not that big of a gap between regular and context-free grammars.

This idea of higher order expression translates into our enriched lambda calculus easily. The higher order jump is nothing else but an ordinary lambda application. The first element in the alternative of expression (4) can be translated into the following lambda expression:

\[L^0 = \lambda x_1, \lambda x_2, x_1 + (L^1 x_1 x_2) + x_2\] \hspace{1cm} (5)

Where \(L^4\) is the top supercombinator for the expression (4), from which the supercombinator \(L^0\) is being applied. In this scenario, both supercombinators have the same arguments, so there is no need to extend the possible argument set for supercombinators in the lower levels of hierarchy.

It’s important to note, that supercombinator (5) is not in the final, complete form, since it applies directly its arguments to the result. In the final form, argument applications are always translated into the identity supercombinator \(L^0 = \lambda x. x\).

\hspace{1cm} C. Basic Idea

We have presented the idea of regular-language-enriched lambda calculus and the way to view CFGs as context-free expressions or higher order regular expressions. Now we are going to show the outline of our process, where we translate those expressions into a supercombinator set.

Every context-free expression is based on a set of context-free grammar rules. Under the BNF definition (or EBNF if were to use closure and option operations), these rules have form of \(A \rightarrow r\), where \(A\) designates the nonterminal and \(r\) an expression into which the nonterminal is transformed. The expression has a form as defined in (3) with the addition of nonterminal symbol as a possible element.

Any nonterminal symbol may have more rules that define its expansion. But those rules can be merged together with...
the alternative operation without any consequences. Our approach requires all such expressions to be merged together.

\[
\begin{align*}
A & \to ab \\
A & \to (c)^* \\
\Rightarrow & \quad A \to ab \ | \ (c)^*
\end{align*}
\] (6)

There exist one top supercombinator for every expression. This is the supercombinator from which we are able to reconstruct the original expression by applying it to its permissible argument string. We may extract that string even before we start to transform the expressions. This is an important property for implementing higher order jumps.

Simple outline of our transformation process is:

1) First step is to transform the input into the internal expression tree form. Each rule is transformed into separate tree, thus we obtain a set of trees, precisely one tree per nonterminal. Each tree is named after the nonterminal, that it represents.

2) Then we obtain the list of permissible arguments for every tree in the set. These lists do not only include arguments obtained by searching the tree for terminal symbols, but also include all terminals inside each nonterminal accessible from the current expression tree. Each terminal symbol occurs in every final argument string precisely once. No duplicates are allowed.

3) Each expression tree is transformed into separate, independent set of supercombinators. Each supercombinator of that set has exactly one argument string, since they haven’t been merged yet. Every occurrence of nonterminal in expression is replaced by temporary supercombinator that points to that nonterminal. We have already acquired their permissible argument strings in the previous step.

4) Equal supercombinators are merged for each expression separately. Supercombinators now may contain more than one argument string in their permissible argument set. This process is done for each expression independently, thus may be performed in parallel.

5) Temporary supercombinators representing other nonterminals are now replaced by top supercombinators of expression represented by those nonterminals.

6) Equal supercombinators from all expressions are new merged together. The result of this is a single supercombinator set that represents a structurally decomposed original grammar.

IV. SUPERCOMBINATOR SET ACQUISITION FROM CONTEXT-FREE GRAMMAR

We present the details of the transformation process in this section. All the steps of transformation are illustrated with appropriate examples.

A. Tree Creation

We start our process in the similar fashion as in our previous work, by expression transformation into a tree form. However, the trees used in the current process are different. As mentioned earlier, we tried to separate the operations from the basic structure. While in our previous work, the operations themselves were part of a tree as nodes, now they have been abstracted away.

We have selected \( A \to ab \ | \ (c)^* \) as an example expression. Its depiction on Fig. 2 shows the old and the new type of tree. This figure immediately shows the difference in node amounts. The current tree form, the one on the right, is much more space efficient.

The formal definition of this new tree form is depicted in Listing 1. Constructors \( \text{Term} \) and \( \text{NTerm} \) represent terminals and nonterminals respectively. We can see that instead of a direct use of an operator as a node, we use abstract nodes. They are \( \text{UnOp} \) for unary operations, \( \text{BinOp} \) for binary operations and \( \text{MultiOp} \) for \( n \)-ary operations. \( \text{OpName} \) holds the name of that operation, which semantic is not defined here, since for now we only care about the structure. The semantics needs to be supplied for each intended operation for the lambda calculus to work, but it’s presented independently from a tree.

We have implemented two different ways of processing operations. One is by constructing the tree only with the use of \( \text{MultiOp} \) nodes, that hold the entire subtree in a list. The second is by using a combination of \( \text{BinOp} \) and \( \text{UnOp} \) nodes. This difference is crucial, since it produces different supercombinators, as we show in the section IV-C and further expose by the experiment in the section V-A. The list structure can hold any operation arity, therefore may be used exclusively. The other two operations should be used in tandem to achieve currying in application of supercombinators.

Currying is a well known phenomenon, where we may perceive any \( n \)-ary function as a sequence of unary high order functions that are applied to the arguments. We may view the sequence \( abed \) as either being transformed to the node \( \text{MultiOp}(a, b, c, d) \) or as currying like tree \( \text{BinOp}(a, \text{BinOp}(b, \text{BinOp}(c, d))) \).

Both tree approaches can be combined, as we did in our
previous work. We have used MultOp like nodes for an alternative operation, BinOp type for a sequence and UnOp for a closure. We have also used special Nil node to sign the termination of a whole expression or a sequence. This special node is the reason, why there is $L^1$ supercombinator in Table I. However, it’s equivalent to the $L^0$ supercombinator and therefore redundant.

The Jump node presents an actual jump to the nonterminal designated by the name in this node. This basically turns the set of trees into a directed, possibly cyclic, graph.

B. Argument Lists Extraction from Nonterminals

This step is essential for our process, since we are using jumps to other expressions. And each jump brings a new possibility of permissible terminal symbols at the input of their top lambda expression. Take expressions (7) as an example.

$$A \rightarrow a \, B \, a$$
$$B \rightarrow b \, c \, D \mid C$$
$$C \rightarrow c \, d \mid A$$
$$D \rightarrow d \, d$$

The only terminal symbol actually inside of the expression $A$ is the symbol $a$. But others, namely $b$, $c$ and $d$ are accessible. As they are accessible from the $B$ and the $C$ expressions. The expression $D$ has only the symbol $d$ as accessible.

From a set of terminals and nonterminals of all expressions, a single directed cyclic graph is constructed. Each nonterminal forms a node which links to its body, and terminals represent leaves. The graph of expression (7) is depicted in Fig. 3.

Afterwards, a depth first search is performed for every nonterminal node in order to find all possible symbols from it. If we omit nonterminals from such a path, only a string of terminals remains. The final step is the removal of all duplicates, so the symbol strings contain each symbol at most once. This process is shown in (8) for nonterminal $A$. Thus symbol string for expression $A$ is $abcd$, $beda$ for $B$ and $cdab$ for $C$. $D$ has only one symbol, $d$, as a permissible symbol.

$$A \Rightarrow A \, a \, B \, b \, c \, D \, d \, d \, C \, c \, d \, a \Rightarrow a \, b \, c \, d \, d \, a \Rightarrow a \, b \, c \, d$$

C. Construction of Supercombinator Sets

The process described in this section is performed on all expressions separately, therefore can be executed in parallel. Every single expression yields independent supercombinator set. We used to perform this process with the use of a direct tree transformation in our previous work. We have chosen to do it differently this time.

The basic idea behind obtaining supercombinators is that every operation node of a tree yields exactly one supercombinator. Therefore we have defined a data type for them, shown in Listing 2. All constructors are named after the nodes of a tree they represent. Each of them has its own id. All ids are unique, since we haven’t performed merge yet. The id references allow us to use linear form instead of interconnected tree form, hence we may perceive them as pointers.

Each supercombinator has its own permissible argument string. We have separated that string from the underlying data type in order to keep its core aspects tidy and in order. It’s functionally irrelevant whether the argument string is represented directly within the data type or as an accompanying list of arguments within a tuple.

The LeafLambda constructor represents already mentioned supercombinator $L^0 = \lambda x . x$, specified only by its id. Its argument string consists only from the original symbol of a Leaf node. JumpLambda is temporary supercombinator that serves as a place-holder for expression name and hold permissible argument strings of that expression. We have already obtained them during the previous step. Other three forms of supercombinators are functionally similar since they represent operations. SubLambda represents a supercombinator that is being applied to that operation. It holds only a pointer to the real supercombinator and references to arguments inside the argument string.

The direct mapping between supercombinators and our internal form is shown on the example (9). The ids are upper indices of the $L$ symbol. The arity of a lambda expression is obtained from the length of its argument string. The lists in SubLambda tuple refer to the index of an argument inside the argument string. Such an argument string has the length of 2 in this case.

$$BinLambda 1 \, Sum \, (2, [0, 1]) \, (0, [0]) \iff L^1 = \lambda x_0 . \lambda x_1 . L^2 \, x_0 \, x_1 \mid L^0 \, x_0$$

The permissible argument string for any supercombinator is obtained as a merge of their children arguments. Therefore it is really important to perform step 2, as the jump supercombinators now have an entire argument string of an expression they are referring to.

Using MultOp nodes exclusively in a tree yields different supercombinators as an equivalent tree composed of BinOp and UnOp nodes. The former results into n-ary operation
lambda expressions, where one operation is applied over multiple sub expressions. The latter method usually yields more supercombinators, but each has at most two sub expressions applications in its body, i.e. its underlying operation is at most binary.

D. Merge within Expression Supercombinator Set

The previous step may yield supercombinators that are equal, only their argument strings may be different. All such supercombinators are merged, so no duplicates are present inside each set. This step, as the previous one, can be performed in parallel over all expression sets.

The equality of supercombinators, formally described in [9], means, that in order for supercombinators to be equal, they need to have the same arity and need to contain same SubLambda elements. In terms of definition in Listing 2 that means equality of all elements excluding the id. All equal supercombinators need to be merged. Even some supercombinators which contain references that initially lead to different supercombinators might be equal, since the subsupercombinators may have been merged in the previous iteration of the merge step. Example of a merger is presented in Table II, where we see the initial and merged supercombinator set of the expression ab|cd.

We start the merge process with the identification of all equal supercombinators within a set. Then we group them together. We now have some groups of equal supercombinators and the rest of the set. Those groups can now be merged, even in parallel. Well, only their argument strings are merged into a single set and only one supercombinator comes out of this process. Its id now needs to be updated in the entire set, replacing the old, now unused ids. After this update, new equal supercombinators may be present, so we need to repeat this process until no new equal supercombinators are found. The process depicted in Table II had two merge iterations. Argument sets always consist of strings with the same length, since the arity of equal supercombinators needs to be the same. The resulting set of supercombinators is now duplicate free.

E. Removal of Jump Supercombinators and the Merge of All Sets

At this moment, we possess numerous sets of supercombinators that we need to connect together and then merge them to a single set. Each temporary jump supercombinator is now replaced by a top supercombinator of an expression it points to. It is important to keep the ids in between the sets from clashing, i.e. each set needs to have different ids. After this step, another merge is applied that joins all the sets to a single, duplicate free set.

For a simple grammar (10) we obtain the final supercombinator set in lambda calculus form, depicted in table III. If we consider the nonterminal A to be the starting symbol, then the top supercombinator is in our case \( L^2 \).

\[
\begin{align*}
A & \rightarrow a \, B \mid a \\
B & \rightarrow b \mid A \, b
\end{align*}
\]

<table>
<thead>
<tr>
<th>Supercombinators</th>
<th>Arguments</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L^0 ) ( = , \lambda x_0, , x_0 ) &amp; {{ { a }, { b } } }</td>
<td></td>
</tr>
<tr>
<td>( L^1 ) ( = , \lambda x_0, , \lambda x_1, , L^0 , x_0 + L^1 , x_1 , x_0 ) &amp; {{ { a , b } } }</td>
<td></td>
</tr>
<tr>
<td>( L^2 ) ( = , \lambda x_0, , \lambda x_1, , L^1 , x_0 , x_1 \mid L^2 , x_0 ) &amp; {{ { a , b } } }</td>
<td></td>
</tr>
<tr>
<td>( L^3 ) ( = , \lambda x_0, , \lambda x_1, , L^2 , x_0 , x_1 + L^3 , x_1 ) &amp; {{ { a , b } } }</td>
<td></td>
</tr>
<tr>
<td>( L^4 ) ( = , \lambda x_0, , \lambda x_1, , L^3 , x_0 \mid L^3 , x_1 , x_0 ) &amp; {{ { b , a } } }</td>
<td></td>
</tr>
</tbody>
</table>

If we use a special form of \( \beta \)-reduction, we obtain the grammar (10) back. By special form we mean replacing all top supercombinors in the body of expression by their nonterminal representation. This is an important step, since it prevents the infinite loop. Already mentioned \( L^2 \) supercombinator is the top for \( A \) and the \( L^4 \) supercombinator is the top for \( B \). But should we use in the \( \beta \)-reduction only on the top supercombinator of an entire grammar, the \( A \), we get a transformed version of a grammar, as shown bellow in (11).

We can conclude, that we may use the supercombinator form to transform a form of grammar.

\[
A \rightarrow L^2 \ a \ b \rightarrow^\ast \ a \ (b \mid A \ b) \mid a
\]

V. Experimental Results

We have been using only abstract grammar symbols so far. Those abstract symbols, like \( a \) for terminals and \( A \) for nonterminals are useful for the explaining purposes, but they do not represent anything we can find in the real world directly. Thus we have performed experiments on the book samples. As mentioned before, we obtain a supercombinator set that represents the structure of elements. But we cannot just use our process over a fixed sequence of words, since that would result into one big supercombinator (and one \( L^0 \) supercombinator of course). We need a grammar first. And for that reason we have chosen Sequitur algorithm.

Sequitur algorithm, created by Nevill-Manning and Witten [6], creates context-free grammar from a linear sequence of discrete symbols. The words of English language in our case. The resulting grammar generates only the input text, therefore it’s possible to use our supercombinators for text analysis of that text, since no other text is possible to generate either from the Sequitur grammar our supercombinator set.

We use the Book of Genesis from the King James Bible and chapters from Leo Tolstoy novel War and Peace\(^1\) We have chosen these books because they are written in different styles and the former has many unknown authors while the latter was written by a single well known author, therefore may be less schematic and fragmented. We use various samples from these two books, all of which are listed in Table IV. We also list abbreviations, by which we are going to reference them, and we list the total word count of each section as well.

\(^1\)The books were obtained from Project Gutenberg, located at \url{http://www.gutenberg.org}, where they are distributed under GNU Free Documentation license 1.2.
TABLE II

EXPRESSIONS \( ab \) \( cd \) MERGE OF DUPLICATE SUPERCOMBINATORS.

<table>
<thead>
<tr>
<th>Supercombinators</th>
<th>Arguments</th>
<th>Merged Supercombinators</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L^0 = \lambda x_1.x_1 )</td>
<td>{ a }</td>
<td>( L^0 = \lambda x_1.x_1 )</td>
</tr>
<tr>
<td>( L^1 = \lambda x_1.x_1 )</td>
<td>{ b }</td>
<td></td>
</tr>
<tr>
<td>( L^2 = \lambda x_1.x_1 )</td>
<td>{ c }</td>
<td></td>
</tr>
<tr>
<td>( L^3 = \lambda x_1.x_1 )</td>
<td>{ d }</td>
<td></td>
</tr>
<tr>
<td>( L^4 = \lambda x_1.x_2 )</td>
<td>{ ab }</td>
<td>( L^0 = \lambda x_1.x_1 )</td>
</tr>
<tr>
<td>( L^5 = \lambda x_1.x_2 )</td>
<td>{ cd }</td>
<td>( L^3 = \lambda x_1.x_2 )</td>
</tr>
<tr>
<td>( L^6 = \lambda x_1.x_2 )</td>
<td>{ abc }</td>
<td>( L^2 = \lambda x_1.x_2 )</td>
</tr>
<tr>
<td>( L^7 = \lambda x_1.x_2 )</td>
<td>{ abcd }</td>
<td>( L^4 = \lambda x_1.x_2 )</td>
</tr>
</tbody>
</table>

TABLE IV

LIST OF BOOKS AND THEIR SECTIONS USED IN THE EXPERIMENTS.

<table>
<thead>
<tr>
<th>Book Name</th>
<th>Used Sections</th>
<th>Abbreviation</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book of Genesis</td>
<td>Sections 1 - 3</td>
<td>Gen3</td>
<td>1429</td>
</tr>
<tr>
<td>Book of Genesis</td>
<td>Sections 1 - 6</td>
<td>Gen6</td>
<td>3840</td>
</tr>
<tr>
<td>Book of Genesis</td>
<td>Sections 1 - 12</td>
<td>Gen12</td>
<td>7306</td>
</tr>
<tr>
<td>Book of Genesis</td>
<td>All</td>
<td>Gen</td>
<td>39797</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapter 1</td>
<td>WP1</td>
<td>2015</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapter 2</td>
<td>WP2</td>
<td>1378</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapter 3</td>
<td>WP3</td>
<td>1469</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapter 4</td>
<td>WP4</td>
<td>1417</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapters 1 - 4</td>
<td>WP1-4</td>
<td>6279</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapters 1 - 12</td>
<td>WP12</td>
<td>17755</td>
</tr>
<tr>
<td>War and Peace</td>
<td>Chapters 1 - 24</td>
<td>WP24</td>
<td>37538</td>
</tr>
</tbody>
</table>

TABLE V

SEQUITUR GRAMMAR SAMPLE OBTAINED FROM THE BOOK OF GENESIS.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Rule body</th>
</tr>
</thead>
<tbody>
<tr>
<td>78</td>
<td>have dominion over the fish 29 sea 79 96</td>
</tr>
<tr>
<td>79</td>
<td>56 the</td>
</tr>
<tr>
<td>80</td>
<td>all 61</td>
</tr>
<tr>
<td>81</td>
<td>56 every</td>
</tr>
</tbody>
</table>

The resulting Sequitur grammar uses only concatenation operation. Using Sequitur to decompose text of literature, i.e. text without rigorous structure, inevitably leads to the state, where the first rule consists of a long sequence of terminals and nonterminals, while the rest of the rules have rather low arity. Despite this fact, we still might obtain interesting results by performing our process, as the portion of lower arity rules might be represented by a single supercombinator. To imagine how Sequitur grammar looks, see Tab V, where we show a sample of the grammar obtained from Gen. We see that nonterminals are represented by numbers and terminals by actual words.

What do we expect from our experiments? Since our process captures the structure of rules, we expect the processed Sequitur grammar to have less elements, represented by supercombinators, than is the count of the rules. We show in Table VI the count of Sequitur rules, each column represents different arity. The last column represent the actual arity of the first rule, it does not represent the amount of rules. The Book of Genesis contains more, and larger, repetitive patterns than War and Peace as we can see in Table VI.

Note, that in Table VI we have 9-ary rule for Gen3 and Gen6, but no such a rule is present in Gen12. This is not an error, but a result of the text amount Gen12 contains. The rule in question here is: have dominion over the fish 29 sea 79 96. It generates the phrase have dominion over the fish of the sea and over the fowl of the air. In case of Gen12, the rule for this phrase is different: have dominion 531 fish 574 86 111. More sub-phrase rules have been created, since they are reused elsewhere in Gen12 text. Two 9-ary rules in Gen sample are unrelated, since they generate different phrases.

A. Difference between Binary and N-ary Trees.

The first experiment is going to show us, whether we should use binary\(^2\) or n-ary trees. As we mentioned in Section IV-C, n-ary trees might result into a smaller set of supercombinators. On the other hand, a binary tree always results in supercombinators with the underlying operation having arity of maximum two. Without the merge operation in mind, the decomposition of an n-ary operation with the use of an n-ary trees would yield one supercombinator with its underlying operation having arity of n. But with the binary trees, we would get maximum of \( n - 1 \) supercombinators with at most binary operations. The actual arity of those \( n - 1 \) supercombinators would gradually drop from maximum of n to 2 in case that every terminal symbol is different for that particular operation. We expect larger set of supercombinators obtained from binary trees than from n-ary based on those mentioned facts.

The difference between those two approaches is illustrated in Table VII for unary and Table VIII for n-ary tree approach. The fields represent the total number of supercombinators described by their operation arity shown in the second row. As mentioned earlier, binary trees yield always supercombinators with at most binary operations. Since only the concatenation operation was used, no supercombinator with unary operation was created in both cases. Supercombinator with nullary operation is the \( L^0 = \lambda x.x \). We see, that in all cases it’s present only once in each set, so our merge works.

The total amount of supercombinators is dramatically different for binary and n-ary strategies. That’s a direct result of the fact mentioned at the beginning of this section. Although

\(^2\)Those trees aren’t actually binary, since unary nodes are possible via UnOp constructor. They are called binary for brevity.
### TABLE VI

**THE AMOUNT OF SEQUITUR GRAMMAR RULES DIVIDED BY THEIR ARITY.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>2-ary</th>
<th>3-ary</th>
<th>4-ary</th>
<th>5-ary</th>
<th>6-ary</th>
<th>7-ary</th>
<th>8-ary</th>
<th>9-ary</th>
<th>11-ary</th>
<th>1st rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen3</td>
<td>122</td>
<td>18</td>
<td>2</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>762</td>
</tr>
<tr>
<td>Gen6</td>
<td>339</td>
<td>35</td>
<td>7</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>2116</td>
</tr>
<tr>
<td>Gen12</td>
<td>660</td>
<td>61</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3906</td>
</tr>
<tr>
<td>Gen</td>
<td>3363</td>
<td>206</td>
<td>56</td>
<td>22</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>19512</td>
</tr>
<tr>
<td>WP1</td>
<td>120</td>
<td>6</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1678</td>
</tr>
<tr>
<td>WP2</td>
<td>68</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1173</td>
</tr>
<tr>
<td>WP3</td>
<td>73</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1244</td>
</tr>
<tr>
<td>WP4</td>
<td>84</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1189</td>
</tr>
<tr>
<td>sum</td>
<td>345</td>
<td>26</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WP1-4</td>
<td>421</td>
<td>23</td>
<td>6</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4812</td>
</tr>
<tr>
<td>WP24</td>
<td>1369</td>
<td>50</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12582</td>
</tr>
<tr>
<td>WP24</td>
<td>2963</td>
<td>106</td>
<td>14</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>24901</td>
</tr>
</tbody>
</table>

### TABLE VII

**SUPERCOMBINATOR SETS OBTAINED FROM TWO BINARY TREE APPROACH.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>0-ary</th>
<th>2-ary Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP1</td>
<td>1</td>
<td>1682</td>
</tr>
<tr>
<td>WP1</td>
<td>1</td>
<td>1683</td>
</tr>
<tr>
<td>WP3</td>
<td>1</td>
<td>1246</td>
</tr>
<tr>
<td>WP1</td>
<td>1</td>
<td>1191</td>
</tr>
<tr>
<td>Sum</td>
<td>4</td>
<td>5292</td>
</tr>
<tr>
<td>WP1</td>
<td>1</td>
<td>5272</td>
</tr>
<tr>
<td>WP1-4</td>
<td>1</td>
<td>4825</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>0-ary</th>
<th>2-ary Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP1</td>
<td>1</td>
<td>1682</td>
</tr>
<tr>
<td>WP2</td>
<td>1</td>
<td>1173</td>
</tr>
<tr>
<td>WP3</td>
<td>1</td>
<td>1247</td>
</tr>
<tr>
<td>WP4</td>
<td>1</td>
<td>1192</td>
</tr>
<tr>
<td>Sum</td>
<td>4</td>
<td>5296</td>
</tr>
<tr>
<td>WP1-4</td>
<td>1</td>
<td>5273</td>
</tr>
</tbody>
</table>

### TABLE VIII

**SUPERCOMBINATOR SETS OBTAINED FROM n-ARY TREE APPROACH.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>0-ary</th>
<th>2-ary</th>
<th>3-ary</th>
<th>4-ary</th>
<th>5-ary</th>
<th>1st rule Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1 (1678) 10</td>
</tr>
<tr>
<td>WP2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1 (1173) 9</td>
</tr>
<tr>
<td>WP3</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1 (1244) 8</td>
</tr>
<tr>
<td>WP4</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1 (1189) 7</td>
</tr>
<tr>
<td>Sum</td>
<td>4</td>
<td>14</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>1 (4812) 19</td>
</tr>
<tr>
<td>WP1-4</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1 (4812) 19</td>
</tr>
</tbody>
</table>

### TABLE IX

**SUPERCOMBINATOR SETS OBTAINED FROM n-ARY TREE APPROACH.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>0-ary</th>
<th>2-ary</th>
<th>3-ary</th>
<th>4-ary</th>
<th>5-ary</th>
<th>1st rule Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1 (1678) 10</td>
</tr>
<tr>
<td>WP2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1 (1173) 9</td>
</tr>
<tr>
<td>WP3</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1 (1244) 8</td>
</tr>
<tr>
<td>WP4</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1 (1189) 7</td>
</tr>
<tr>
<td>Sum</td>
<td>4</td>
<td>14</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>1 (4812) 19</td>
</tr>
<tr>
<td>WP1-4</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1 (4812) 19</td>
</tr>
</tbody>
</table>

---

**B. Constructing Supercombinator Set from a Sequitur Grammar**

Straightening out the issue of what tree forms to use we can now proceed to the evaluation of larger book parts. The results are shown in Table IX.

Supercombinators are again divided by their operation arity. This is an especially useful feature for comparison with the arity of Sequitur grammars. We can see that for every arity of the original Sequitur rules (see Table VI) there exists at least one supercombinator with the same operation arity. This result was expected, since we have used n-ary trees. And the actual number of supercombinators is always lower or equal to the number of rules. We can say, that our process does not create any unexpected supercombinators that might introduce different structure into the original text. The arity of the first rule is the same as the arity of the operation within the top supercombinator, which is again the result of the n-ary tree usage.

Another interesting result is the comparison of the difference between binary rules and their respective supercombinators. Since the Book of Genesis seems to have more equal parts, as concluded in Section V, it has more supercombinators with larger arity operation. This also means that the sets of lower arities are larger than in the case of War and Peace. We see that difference in Gen and WP24, where the former has dropped from 3363 to 126 and the latter from 2963 to 33 for binary operations. This is due to the fact, that supercombinators with lower arity operations may contain sub-supercombinators with lower arities.
any other operation arities. We see that \textit{Gen} has more larger arity operations than \textit{WP24}.

Figure 4 represents the total difference between the number of Sequitur rules and supercombinators obtained from them. The difference is rather significant. This shows, that our process is capable of data reduction. Different grammar rules with the same structure are merged into a single supercombinator, and as we can see, this has a significant impact in the case of Sequitur generated grammars.

\section{VI. \textbf{Discussion}}

Presented results show that our approach can prevent the structural explosion. Although this has already been pointed out in our previous work, we have performed small experiments on a simple regular grammar examples. This paper presents larger scale experiments performed on context-free grammars that support these claims.

We may conclude from the results in Table IX that if the final supercombinator set contains supercombinators with higher operation arities, the total number of supercombinators with the lower ones rises with them as is the case of \textit{Gen} sample. We do not observe this for the \textit{WP24} sample in such a scale, since it has less supercombinators with higher arities.

The different tree approaches that we have defined result into different supercombinator sets. Should we use only binary like trees, the resulting set of supercombinators in the case of Sequitur generated grammars would be larger and thus the promised reduction of size would be impossible. The other, list oriented approach does not suffer from that drawback and delivers the promised results.

![Fig. 4. Total number of Sequitur rules compared with their resulting supercombinator count.](image)

Another interesting discovery lies with the analysis of the text itself. Although Sequitur algorithm may be useful for analysis, for example if we want to find out most occurring phrase or longest occurring repeating phrase (like the rule 78 one in Table V), our approach takes this notion one step further. By one step further we mean the analysis of the abstract structures, that supercombinators are. One of those is the argument string length of \(L^0\) supercombinators, that presents absolute count of all words occurring in the text. This number obviously differs from the word count in Table IV, since we do not store duplicates in our structure.

The comparison of arities signifies the difference between The Book of Genesis and War and Piece, but that discovery can be inferred from pure Sequitur results, that we show in Table VI. But should we want to find out, what structure is most used, our supercombinator form is probably better suited for that question. But this is not so visible from the current results, since we have used Sequitur, and thus produced only supercombinators with the concatenation operation. Thus further research with better grammar inference method is necessary.

\section{VII. \textbf{Related Work}}

Our work relates with the field of grammar inference. As already mentioned in the Introduction, not only formal inference but the induction of natural languages grammar can be incorporated with our supercombinator set construction mechanism. The induction of grammar can be achieved with the use of various different methods. Omnis, Waterfall and Edelman use cognitive graphs in their model ADIOS to infer CFG in [5]. Adriaans and Van Zaanen created the model EMILE [11], where they use probabilistic methods. Klein and Manning developed model based on constituency [12] that is also capable to induce CFG from text. As our background is in the computer languages field, Stevenson and Cordy presented concise review of the state of the art in [13], where they present various methods of grammar inference.

Our supercombinator form might be practically used in tandem with ontology extraction methods as our supercombinator form of a grammar might be used to identify concepts of a certain kind. In the work of Carvalho, Almeida, Pereira and Henriques [14] we see the use of ontologies that help the concept identification. Other uses of ontologies might be for information retrieval [15], detection of concept similarity across different information media [16] or even for the detection of mental illness from written text [17].

Related methods for concept extractions include rule based approach, as Szwed used in [18]. There we can see extraction of concepts from written text. The rules used are based on Petri nets. Other related method for text analysis is summarization. Example of this method is presented by Jassem and Pawluczuk in [19]. Those methods focus on semantic side of a text, where our supercombinator approach focuses primarily on the structure. The actual meaning is treated separately, therefore we can concentrate more clearly on those separate aspects.
### TABLE IX
**RESULT COUNT OF SUPERCOMBINATORS DIVIDED BY THEIR OPERATION ARITY.**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>11</th>
<th>Last</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen3</td>
<td>1</td>
<td>25</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>(762)</td>
<td>41</td>
</tr>
<tr>
<td>Gen6</td>
<td>1</td>
<td>40</td>
<td>14</td>
<td>5</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>(2116)</td>
<td>67</td>
</tr>
<tr>
<td>Gen12</td>
<td>1</td>
<td>53</td>
<td>25</td>
<td>12</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>(3906)</td>
<td>101</td>
</tr>
<tr>
<td>Gen</td>
<td>1</td>
<td>107</td>
<td>71</td>
<td>43</td>
<td>20</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>(19512)</td>
<td>255</td>
</tr>
<tr>
<td>WP1-4</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(12852)</td>
<td>35</td>
</tr>
<tr>
<td>WP12</td>
<td>1</td>
<td>15</td>
<td>15</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(12582)</td>
<td>35</td>
</tr>
<tr>
<td>WP24</td>
<td>1</td>
<td>29</td>
<td>20</td>
<td>9</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(124901)</td>
<td>62</td>
</tr>
</tbody>
</table>

### VIII. CONCLUSION

We have presented a way to represent any CFG non-redundantly in a single set of supercombinators. The process has been described in detail, where we show it in separate steps. Many of those steps might be performed in parallel, so better computation time is achievable.

Applications of our supercombinator structure have been presented on the samples taken from literature. The Book of Genesis and War and Piece by Tolstoy were used. Since our process works only on grammars, we needed to process those samples first with Sequitur algorithm. This algorithm constructs CFG from a finite string of symbols, in our case words. We show, that our representation significantly reduces the size of entire structure, since it is non-redundant. Further on, we have discussed the possibilities of a structure analysis, that is possible to perform on our supercombinator structure.

In our future work, we would like to extract more information with the use of better inference mechanism that Sequitur algorithm brings. In the section VII we show various possible ways to induce a grammar from text samples so we would like to actually use them in our experiments to further prove the abilities of our supercombinator form construction method.
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Abstract—Recognizing textual entailment is typically considered as a binary decision task – whether a text $T$ entails a hypothesis $H$. Thus, in case of a negative answer, it is not possible to express that $H$ is “almost entailed” by $T$. Partial textual entailment provides one possible approach to this issue.

This paper presents an attempt to use word2vec model for recognizing partial (faceted) textual entailment. The proposed approach does not rely on language dependent NLP tools and other linguistic resources, therefore it can be easily implemented in different language environments where word2vec models are available.

I. INTRODUCTION AND PRELIMINARIES

NOWADAYS, textual entailment belongs to intensively and deeply studied notions in NLP, with potentially many practical applications including paraphrase detection, multi-document summarization, machine translation evaluation, plagiarism detection, etc. In this section we provide a brief description of textual entailment, partial textual entailment, we mention word2vec model and present the main aim of this work.

A. Textual Entailment

Different definitions of textual entailment (abbr. as TE) and a systematic overview of this area can be found in an older but comprehensive paper [1]. Recognizing textual entailment (RTE for short) is a corresponding decision problem whether a given (coherent) text $T$ entails a given text $H$ (in this context often called a hypothesis). Currently, there exist several systems for RTE problem: an up-to-date list of them can be found at ACLwikiWeb\footnote{http://aclweb.org/aclwiki}. Some of them were created in order to participate SemEval challenges.

Since RTE is a binary decision problem, in case of a negative result of RTE, i.e., when $T$ does not entail $H$, it is not possible to state “how distant” is $H$ from another hypothesis $H’$, such that $H’$ is entailed by $T$. From a different point of view, it is not possible to express that $H$ is “almost entailed” by $T$ in this setting. Partial textual entailment is one possible approach to this issue. The key elements of the idea of partial textual entailment were introduced in [2], although the notion of partial textual entailment was not explicitly mentioned in the paper. The motivation for partial textual entailment has naturally arisen from the problem of (automatic) analysis of student responses in educational process.

B. Partial and Faceted Textual Entailment

According to [3], we say that an ordered pair $(T; H)$ forms a partial textual entailment (abbr. as PTE) if a fragment of the hypothesis $H$ is entailed by $T$. In this definition, the notion of a fragment of the hypothesis is no more specified. Hence, the key question is how to decompose the hypothesis into fragments.

In [2], facets were introduced as special fragments: a facet is an ordered pair of words $(f_1, f_2)$ that are contained in the hypothesis – accompanied by a semantic relation binding these words together. A simplified version of this approach – used in SemEval 2013 challenge – deals only with a pair of words without explicitly mentioned semantic relation.

For example, if the hypothesis has the form of a sentence “The water was evaporated, leaving the salt”, one of corresponding facets is: (evaporated, water). Starting now, we are going to use only this simplified model.

The problem of recognizing faceted entailment can be stated as follows: “Does the given text $T$ express the same semantic relationship between the words $f_1$ and $f_2$ exhibited in $H’$?”

II. NOTE ON A RELATED WORK – EXISTING SYSTEM FOR FACETED ENTAILMENT

Currently, there are only a very few systems for recognizing faceted entailment. In SemEval 2013 Task 7, only one system was submitted – a system of Levy et al. [3]. It consists of three components: Exact Match, Lexical Inference, Syntactic Inference. Exact match checks whether lemmas of words contained in the facet appear both in the text. The Lexical Inference is based on Resnik similarity [4] over WordNet [5]. The idea behind this module is to find out whether words semantically related (semantically similar) to those contained in the facet, occur also in the text.

The Syntactic Inference module is based on BIUTEE entailment engine that deals with dependence trees. The dependency...
tree corresponding to a given facet is obtained from the dependency tree of the whole hypothesis using lowest common ancestor (LCA) of facet-nodes: it is just the path from one facet node to the second one via LCA node. This inference component has no parallel in our approach.

The best results of Levy et al. system were achieved in “Majority” configuration (Exact ∨ (Lexical ∧ Syntactic)). In terms of $F_1$-measure, the scores vary from 0.765 to 0.816 depending on different scenarios.\(^2\)

A. Main Aim of the Work

In this paper we present a novel system for recognizing partial/faceted textual entailment that is based on word2vec representations of the words contained in the text $T$ and words contained in the facets.

The results of this monolingual setting can provide rough estimations of overall accuracy and other measures for intended cross-lingual modification that is briefly described in the last section of this text, thus this work can also be viewed as a prerequisite to cross-lingual faceted entailment.

B. Word2vec Model

Word2vec model belong to a class of distributed representations of words. The main attribute of distributed representations (proposed relatively long time ago, in the second half of 80th in [6]) is, that the representations of (semantically) similar words are close in the vector space.

Word2vec model arises from the idea of predicting the neighbours of a word using a neural network. There are two possible modes of predicting: distributed Skip-gram or Continuous Bag-of-Words (CBOW), see [7]. The CBOW idea is to predict the word “in the middle” from the surrounding words, whereas in Skip-gram model the training objective is to learn predicting its context in the same sentence. The (real number) vector representations of words correspond with the weights between input and first hidden layer in used deep feedforward network. The dimension of the target word2vec space is a parameter of the model.

III. TASK DEFINITION, ALGORITHM DESCRIPTION AND USED DATA

Recognizing faceted entailment is a binary classification task. The inputs are the text $T$ and the hypothesis $H$ along with the facet $(f_1, f_2)$ of words contained in $H$. The output classes are Expressed and Unaddressed\(^3\) (which means the semantic relationship between $f_1$ and $f_2$ is expressed explicitly or implicitly in $T$, or not, respectively).

Let us assume we have a word2vec model, i.e. for (almost) each word $w$ we have its vector representation $v(w)$ in word2vec space of a given dimension, a text $T$ an a facet $(f_1, f_2)$. Parameters of our algorithm is a threshold $\alpha$ from the $[0, 1]$ interval.

\(^2\)The comparison of our proposed system with this one was not provided due to missing information about the data used in each scenario.

\(^3\)In the context of faceted entailment, “Expressed” and “Unaddressed” labels are used instead of “Entailed” and “Not entailed”.

A. Algorithm Description

The decision algorithm for faceted textual entailment (abbreviated as W2V in the following text) works in the following steps:

1) Split the text $T$ into tokens $t_1, \ldots, t_n$.

2) Get the word2vec representations

   \[ r(t_1), \ldots, r(t_n), r(f_1), r(f_2) \]

   whenever possible.

3) For $f_1$ select the word $t_p$ such that $d(r(f_1), r(t_p))$ is equal to

   \[ \min\{d(r(f_1), r(t_k)) \mid 1 \leq k \leq n\}, \]

   where $d$ is the standard cosine distance. For $f_2$ select analogously $t_q$. Roughly said, select two words in $T$ that have the lowest distances to the facets in the sense of word2vec space.

4) If

   \[ \frac{d(r(f_1), r(t_p)) + d(r(f_2), r(t_q))}{2} \leq \alpha \]

   then $(f_1, f_2)$ is Expressed in $T$, otherwise $(f_1, f_2)$ is Unaddressed by $T$. If some word of the facet is missing in the word2vec model, the result class is set to Unaddressed.

If the facet consists of more than two words (tokens), use this algorithm analogously for all of them.

The optimal value of $\alpha$ is obtained after experiments on training data – the selected value provides the best results of this algorithm in terms of overall accuracy. We will refer to this algorithm as “W2V”.

In addition, we will employ the trivial algorithm (that will be referred as “EXACTMATCH”): it returns Expressed in case that both words of the facet are contained in the text $T$, otherwise it returns Unaddressed. No lemmatization is taken into account since we are preparing a maximally language independent solution – in EXACTMATCH we deal only with word forms. This trivial algorithm is used in order to treat with situations when a facet uses the same words as those contained in the text – but that are not contained in the word2vec model (for instance, correct words with a very low frequency).

B. Used Data and Word2vec Model

The evaluation was performed using a dataset derived from SciEntsBank corpus [8] that was used in the Joint Student Response Analysis and 8th Recognizing Textual Entailment Challenge at SemEval-2013 Task 7. This corpus is focused on previously mentioned domain of student response analysis. It contains scholar questions, reference answers and student responses. From the “practice point of view”, the aim is to recognize whether the student’s answer is at least partially correct. Transforming this issue to recognizing (partial) textual entailment environment models this situation: the role of the hypothesis $H$ plays the reference answer and the role of the
text $T$ is played by the student’s answer. If $H$ is (partially) entailed by $T$, than student’s answer is (partially) correct.

Let us illustrate it on the example.

**QUESTION:** You used several methods to separate and identify the substances in mock rocks. How did you separate the salt from the water?

**STUDENT ANSWER:** Let the water evaporate and the salt is left behind.

**REFERENCE ANSWER:** The water was evaporated, leaving the salt.

**FACET:** (evaporated, water)

As already mentioned, $T$ is the student answer and the task is to decide whether the semantic relationship between “evaporated” and “water” is expressed in $T$. In this case, the relationship is “Expressed”, thus the student answer can be regarded as partially correct.

In contrast, when student answers “I don’t know.” the facet (evaporated, water) is obviously not expressed.

The advantage of using this corpus is that facet extraction was already done and the faceted entailments were manually annotated. The SemEval-2013 Task 7 corpus is divided in two parts, training and test collections. The training collection contains 13145 pairs, the test collection contains 16263 pairs text-hypothesis (i.e. facets). As the texts $T$, we have considered just the student answers in all cases, no other texts (like parts of questions) were taken into the account.

While in case of “standard” recognizing textual entailment there are several training/test sets, for faceted/partial textual entailment, annotated corpora are very rare.

Word2vec model was built using the original implementation on the TC Wikipedia. Standard preprocessing issues were performed (e.g. lowercasing, punctuation removal). The model was obtained with the following basic parameters: the dimension was set to 200, the window was set to 5, the mode was CBOW.

**IV. RESULTS**

Since recognizing faceted textual entailment is a binary classification task, the performance is measured in a standard way – obtaining precision, recall and $F_1$-measure scores over the test collection of SciEntsBank corpus. $F_1$-measure was chosen in order to compare our results with [3]. The threshold $\alpha$ in W2V algorithm was set to 0.555 – this value of the parameter maximizes the overall accuracy over the training collection.

The results are summarized in Table I, Table II and Table III. They were obtained by “official SemEval scripts”.

**V. CONCLUSION**

We have presented a simple system for recognizing faceted textual entailment that is based on word embeddings: word2vec model in particular – other embeddings with similar characteristics (like GloVe) can be treated in an analogous way.

Despite of its simplicity it provides reasonable results in terms of $F_1$-measure. The key features of this system are no need of other language resources in except of a relevant word2vec model and no usage of NLP tools. Thus it can be quickly implemented in any language where word2vec models can be created. The preparation of word2vec models requires only a collection of texts of a sufficient volume like Wikipedia in the corresponding language and/or a relevant web corpus (without any annotations).

Using word2vec model and our approach “simulates” the use of lemmatization in morphologically rich languages (since the cosine distance of a given word form and its lemma is usually very low – observed during experiments with Czech language), thus our approach would most likely achieve relatively comparable results also in other languages.

It can be straightforwardly implemented in different programming languages and environments – in our case, in R environment (enriched by lsa and tm packages) was used. Word2vec representations were stored in CSV format and were loaded into R.

Comparing to the mentioned approach of Levy et al. [3], our approach provides a comparable results in terms of overall accuracy – but it can be easily implemented also in “under-resourced” languages (where syntactic tools – as well as WordNet – are not available). Our proposed system approximately corresponds with the first two components of their system (Exact Match and Semantic Inference). The differences are summarized as follows: in [3], Exact Match contains lemmatization, in our approach lemmatization is not used.

---

4http://code.google.com/p/word2vec
5http://nlp.cs.nyu.edu/wikipedia-data/
6https://www.cs.york.ac.uk/semeval-2013/task7/data/uploads/datasets/semevaltask7code.zip
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Semantic Inference module is in our setting “replaced” by low distances in word2vec space.

VI. FURTHER WORK

Our proposed system can serve as a baseline for further experiments.

Since word2vec models are able to capture many linguistic regularities [9], it is intended to employ rule based transformations on facet representations and subsequently determining whether transformed representations are contained in representation of $T$ (for example, dealing with representations of hyper/hyponyms of words that forms the given facet, similarly as in [10]). These extension can be viewed as a parallel of Syntactic inference module of previously mentioned system.

In our presented approach, the threshold $\alpha$ stays constant in all cases and the distances $d(f_1, t_p)$ and $d(f_2, t_q)$ were simply combined into the mean, which was followingly tested against $\alpha$. Other way of improving our system will be based on employing more features, e.g.:

- raw distances $d(f_1, t_p)$ and $d(f_2, t_q)$,
- the number of words in text between $t_p$ and $t_q$,
- the angle between vectors $r(f_1) - r(f_2)$ and $r(t_p) - r(t_q)$,
- features obtained from hypernymy/hyponymy, synonymy and other attributes derived from WordNet data.
- ...

and using ML methods like SVM etc. We suppose that employing features (especially those arising from semantic resources like WordNet will help to improve both precision and recall).

Another part of further work is application-oriented: we are going to employ recognizing faceted entailment system in text summarization task (like that described in [11]) etc.

Note on the Cross-lingual Approach

As already mentioned, the proposed approach will be extended for using in a cross-lingual environment. It has been demonstrated in [12], parallel word2vec models can be used for of generating and extending dictionaries and phrase tables. The underlying idea is simple (with little assumptions about the languages involved): unknown word translations can be obtained by learning language structures over large monolingual data and mapping between languages on a small domain (in terms of the mapping). More formally, let us have $n$ word pairs and their vector representation $(x_i, z_i)_{i=1}^n$, where $x \in \mathbb{R}^{d_1}$ is a vector representation of $i$-th word in the source language and $z \in \mathbb{R}^{d_2}$ a vector representation of its translation. The goal is to find a matrix $W$ such that $W x_i$ approximates $z_i$. The matrix $W$ is obtained as a solution of an optimization problem:

$$
\min_{W} \sum_{i=1}^{n} \|W x_i - z_i\|^2.
$$

In [12], this problem is solved with stochastic gradient descent.

At this moment, the modification of our algorithm for cross-lingual faceted entailment is straightforward: Having a facet $(f_1, f_2)$ in the source language and the text $T$ in the target language, then we take the vector representations $(x_1, x_2)$ in source word2vec space, compute $(z_1, z_2) = (W x_1, W x_2)$ and determine representations of words that are the closest to $z_1$ and $z_2$ in the sense of cosine similarity in the target language word2vec model. The rest will be identical to the monolingual case.
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Abstract—In contemporary world, translation becomes a critical need of the time. Parallel dictionaries have now become a most accessible source by humans, but confines are there as they do not offer good quality translation function, because of neologisms and words that are out of vocabulary. To overcome this problem in the usage of statistical translation systems is becoming more and more important in maintaining the eminence and quantity of the training data. But due to the limitations in these systems they have very limited availability for few languages and very limited narrow text areas. The purpose of this research is to bring calculation time up gradation via GPU acceleration, tuning script introduction and the enhancement and improvements in the methodologies of the contemporary comparable corpora mining through re-implementation of analogous algorithms through Needleman-Wunch algorithm. Experiments have been conducted on multiple language data which were extracted on numerous domains from Wikipedia. For the sake of Wikipedia, multiple cross-lingual contrasts and comparison were established. Optimistic impact on the both quantity and quality of mined data was observed due to such changes and adaptation. The solution is language independent and highly practical especially for under-resourced languages.

I. INTRODUCTION

The purpose of the research is to organize the language models and parallel and comparable corpora. This process advances the quality of SMT through ridding of parallel corpora and it also works through extraction of supplementary parallel data via the resulting corpora. In order to improve the language spring of the SMT systems, alteration measures and interpolation methods are applied to the obtainable prepared data. For this, various experiments were led by using wide domain (TED presentations on variety of topics).

SMT system’s assessment was functioned on random samples of analogous data by utilizing automated algorithms (BLEU metric) in order to assess the possible usage and standard of the SMT systems’ output. In addition, human evaluation was conducted in order to measure the impact of newly obtained corpora on translation error reduction. [1]

While experiments are discussed, the utilization of the software Moses Statistical Machine Translation Toolkit [2] is done. Further, the symmetrisation is done using Berkeley Aligner [3] and translation models training is done using multi-threaded application the GIZA++ tool. Only from single language data base, the statistical models are shaped well by utilizing SRILM (SRI Language Modelling toolkit). Furthermore, the data from external domain is adapted. In the situation of parallel modelling, in-domain data collection is found using, Moore-Lewis Filtering [4] while single-language models are linearly interpolated [5].

Finally, methods recommended in the Yalign [6] parallel data mining tool are upgraded and critically evaluated. By using the tool in a multi-threaded way and by employing graphics processing units (GPUs), its speed was also amplified. Furthermore, by utilizing Needleman-Wunch [7] algorithm and by developing a tuning script that is used to regulate mining parameters to fix domain supplies, its quality is improved as well.

In the tests, the resultant SMT systems out-performed the baseline systems in terms of BLEU metric and error reduction.

II. CORPORA TYPES

A corpus includes a large collection of texts stored up on a computer. These text compilations are known as corpora. Usually in linguistic fields, parallel corpus as a term is used with the reference to texts which are the source of translation of each other. In order to deal with the statistical machine translation, we are significantly considerate about parallel corpora. These are paired with text through another language. For the preparation of parallel texts for the call for statistical machine translation, it may require removing the text from HTML, web crawling and sentence structure [5] and performing document alignment.
Two major kinds of parallel corpora exist in two different languages. One is comparable corpus in which common texts are present and their content is also the same. Polish and English newspaper’s articles are best example of comparable corpora. The second one is the translation corpus, in this type of corpus the text of first language (e) is the translation of text in second language (f). It is significant to recognize that the word “comparable corpora” signifies the texts in two different languages, they are common in the content but they are not common translations of one another. [5]

In order to assess a parallel text, pattern arrangement is used which mentions common text sections (approximately, sentences), that is a significant requirement for examination.

Within first and second language machine translation algorithms for translation are often trained, using common fragments. This includes a first and second language corpus that is an element for element translation of the first language corpus. In such kind of training it may involve huge training sets which can be removed from huge corpora of common sources, like databases of the news articles written in the first and second languages while describing common events [5]. Due to this complicatedness, it is problematic to obtain high quality parallel data, significantly for uncommon languages. Comparable corpora are the key to the solution of problem of absence of data for rare language pairs that are under-resourced languages and other subject domains. It is easier and conceivable to use comparable corpora to achieve straight knowledge for the purposes of translations. This data is considered to be a precious foundation of knowledge for other information dependent and cross-lingual tasks. This data is not as rare as parallel, even for Polish-* languages. On the flip side, single language data is accessible in huge qualities [5].

While concluding, there are four key corpora kinds which are notable. Parallel corpora that are also very uncommon, can be explained as corpora which have the translations of the common file into two and more than two languages. For that such kind of data it is needed for it to be aligned, at the level of sentence as a minimum. Noisy-parallel corpus that contains bilingual structure sentences that are not excellently arranged and they can also have translations with bad quality. Yet, in most cases, bilingual translations of a precise document are present in it. A comparable corpus is structured from unstructured sentences and with un-translated bilingual documents, but the text or the documents need to be about the same topic. Seemingly quasi-comparable corpus also has very non-parallel bilingual and very mixed documents, they may or may not be structured according to the topic [8].

III. State of the Art

If comparable corpora are concerned, numerous efforts (as for Wikipedia) have been observed in order to evaluate parallel data samples. Two core methods for building comparable corpora can be easily separated or illustrated. The most common method is founded on the notion of recovery of cross-lingual knowledge. Second approach is based on the fact that source texts or documents should be interrelated by using random translation systems. After that the translated documents can be compared with the texts that are written in the most targeted language and the basic purpose is to find out the pairs of common pairs within the documents.

An exciting idea for searching for parallel data inside the Wikipedia was mentioned and explained in [9]. Firstly, the idea is to utilize an online machine translation (MT) system to decode the language, using translating techniques to translate Dutch language into English language on Wiki pages, and after that try to compare original EN pages with translated ones. This idea, though seems computationally impractical, is interesting but perplexed problem. Their second method uses a dictionary generated from the hyperlinks and Wikipedia titles that are shared between documents. Inappropriately, the second method involves the generation of Wikipedia titles by using dictionary and the hyperlinks that are being shared between texts. The second method was improved in [9] by a range of spare confines of the communication between the portions of the concern document and with the help of the introduction of added measure on the bases of similarity. They report that in [9] the accuracy (number of correct translation pairs over total strength of the applicants) is approximately 21% and at this stage in the recommended method [10], the accuracy is around 43%.

Yasuda and Sumita [12] projected a MT bootstrapping structure on the basis of figures that helps to create a sentence-structured corpus. Sentence structure and alignment is accomplished by utilizing a bilingual lexicon which is spontaneously upgraded by the structured sentences automatically. They use corpus that has previously been structured for the early training session. Their recommendations showed that 10% of Japanese Wikipedia sentences have an equivalent on the English Wikipedia.

Tyers and Pienaar in [10] gave the idea to give lead to internal Wiki links. A bilingual dictionary is removed and evaluated on the bases of Wikipedia link structure. In the work of these authors, they actually calculated the normal disparity for numerous languages that are linked between Wikipedia pages. Results showed that 69-92% depends on the specific language according to the precision of the method.

The authors in [13] attempt to raise the best skill in parallel data mining with the help of modelling of document-level arrangement by utilizing the observational technique, so that parallel sentences can greatly and most commonly be found in propinquity. Authors also use explanation that is available on Wikipedia and a mechanically injected lexicon model. For that authors report 80% precision and 90% recall.
In [14] author introduces an instinctive arrangement methodology for parallel textual documentation fragments which utilizes a phrase-based SMT system and textual entailment method. The author mentions that important up gradation in SMT quality were adopted (BLEU increased by 1.73) by utilizing this arranged data between French and German languages.

M. Volk and M. Plamada also explained another method for discovering Wikipedia which was explained in [14]. Previously explained methods differ from their solutions. In these methods parallel data was restricted to the monotonically control of the arrange algorithms that were used in order to match the candidate sentences. Their algorithm pays no heed to the position of a candidate in the text and, instead, ranks candidates by means of modified measurements that combine contradictory similarity criteria [15]. Additionally, the authors limit the process of mining towards a specific domain and examine the semantic equality of took out pairs. Mining accuracy is 39% in the work of M. Plamada and M. Volk, while 26% are for loud parallel sentences, with other remained sentences misaligned. Reportedly they say that an up gradation of 0.5 points happened in the BLEU metric out of domain data, but no prominent improvement took place in-domain data.

In [16] the authors suggested to use titles and few meta-information only, like time for specific document and publication data, neglecting its full-fledged contents, to lessen the cost of development of the comparable corpora. The similarity of cosine of the title terminology as frequency vectors was utilized to match the contents and the contents of the matched pairs. In the research explained in [17], the two authors came up with a document of resemblance of measure which is based on the occasions. In order to count the values of this metric, they present documents as sets of occasions and events. These occasions are time based and are based on the geographical terms that are found in the texts. Documents that are targeted ranked and based on geographical orders. The writers in [18] also recommend a programmed method in order to build a similar corpus from the website by utilizing news web pages like Twitter and Wikipedia. They mine things, URLs of web pages, filtering within time limitations and the specified lengths of the documents as features for the congregation and the categorization of the similar data.

In the current research, a methodology that was inspired by the Yalign is being used. The method originally was far from perfect, but after the up gradation and improvements during research, it actually has provided us with excellent mining results.

IV. PARALLEL DATA MINING

This study aims at developing new methodologies for obtaining parallel corpora from the sources that are not aligned likewise comparable corpora, quasi-comparable or noisy parallel. We have selected Wikipedia as a base of the data because of the huge number of texts it provides (4,524,017 on EN wiki approximately). Moreover, Wikipedia comprises not only similar documents, but it also includes some text documents which are the translations of one another. This approach can be qualified by the use of measurements in the translations systems of MT.

In data mining, TED corpora, ready for the IWSLT 2015 assessment by FBK, were selected. This domain is very wide and protects numerous subject areas. Data contains nearly 2.5M un-accessible words [19]. The tests were shown on PL-*. Our idea can be separated and divided into three key steps. Firstly, comparable data is selected, then it is arranged at the article level, and lastly for parallel, the arranged results are mined. The last two steps are important; the reason is that there are huge numbers of differences between documents of Wikipedia. Sentences in the Wiki corpus are mainly not arranged, with translation lines whose assignment does not agree to any textual information in the foreign language. Furthermore, some sentences have no consistent translations within corpus at all. The alignment is very difficult for the correctness. For that sentence alignment should also be practicable with competency that is of practical use in variety of applications. Earlier, a mining tool precedes the data and the text should be ready. Initially, entire data is preserve in a relational database. In the second phase, our tool organizes article pairs and eradicates the articles that seem to be present in only one of the two languages. All these arranged articles at topic-level are checked in order to get rid of XML tags, HTML tags or other noisy data (figures, references, tables, etc.). Lastly, fluent documents are marked with a single ID as an aligned topic, similar corpus. In order to separate the parallel pair’s sentence, a decision was taken in an attempt to develop strategy that was designed to program the parallel text mining process after finding the sentences that are near to the translation matches from comparable corpora. This offers chances for finding parallel corpora from bases, as not translated textual documents including the web, which are not limited to any specific language pair.

Though, alignment models for two languages that are of two designated languages particularly the first one is to be created as priority. By using a comparative sentence metric gave an unbalance estimate (a number that is somehow between 0 and 1). This approximation shows that how there is a possibility of being a translation of the two sentences. It also applies pattern alignment, which gave a sequence that increases the quantity of the unique thread (per sentence pair) that is same between the two texts [6]. In order to maintain order alignment, we at first used error friendly and very slow Yalign that used an A* search method [20] to find an ideal alignment between multiple sentences in two particular documents. The algorithm has a polynomial worst time complication. It cannot control alignments that cancel each other or such that form from two
sentences a single sentence [20]. After the sequence alignment, only sentences which have top probability of being translated are placed in the results. The output is checked to deliver top quality corpus. To accomplish this, an action is used: if the sentence has the similar score that is less than the threshold, at that stage pair will not be included. For similarity of sentence metric, the algorithm uses statistical techniques. The classifier must be skilled to find if the sentence pairs are translations between each other. In this research Support Vector Machine (SVM) classifier is used. SVM can give a distant outlook to the parting hyper plane during labelling. This distance can be simply adapted by utilizing a Sigmoid Function to return a value that is similar to similarity between 0 and 1 [21]. Usage of classifier means that the excellence of the rearrangement depends not just on the input but it also depends on the quality of the classifier. For the training of the classifier, high quality parallel data is necessary. For this, we utilized the TED talks [8] corpora. To get a dictionary, we used a phrase table and took 1-grams from it [22].

V. DEVELOPMENT OF THE MINING PROCESS

Much to our distress, the local Yalign instrument was not practical enough for matters related to calculation in terms of comprehensive and real life parallel data mining. Typical execution required input in simple text or web links and the RAM memory was re-loaded with classifier for every text pair. Moreover, the Yalign software is uniquely stranded. In an effort to speed up the process, this unique solution was developed to supply articles to the tool and load classifier only once per session. The newly developed system also used the multithreading and minimized the mining time by factor of 6.1x, utilizing the four cores and eight thread i7 CPU. The alignment algorithm was replaced to improve accuracy and to make best use of the strengths of the GPUs to fulfil the supplementary requirements of the computations.

A. Needleman-Wunsch algorithm (NW)

Major purpose of this algorithm is to line up two sequences together. At first, it is necessary to define the correspondence among the two elements. It can be explained by using the similarity matrix $S$ in which $N$ represents the number of elements in the first sequence and $M$ represents the number of elements in the second sequence. The algorithm was designed to analyse the matters related to bio-informatics for the assessment of RNA and DNA. However, it can be modified to deal with assessment of textual data. In other words, the given algorithm combines real number and a pair of each element together in the matrix. As the similarity index rises, so is the similarity of the elements concern. For instance, if we have a similarity matrix $S$ which is equal to the numbers between 0 and 1 than by 0 for the two expressions mean that their similarity index is zero whereas 1 means that the two given
Though, such a stride will lead to a penalty (p). The calculation of the S matrix will be executed right from the start of S (0, 0) element which by definition is equal to 0. Once the process of initializing first and second row is started, the algorithm moves to the other elements of the S matrix, taking the cue from the upper left side, leading up to the bottom right side. All of these steps are illustrated in the Fig. 1.

The two (CPU and GPU) NW algorithms are theoretically same but the GPU has a leverage of better performance due to its hardware handicap up to max(n,m) times.

Though, this process is different when it comes to the calculation of the elements of S matrix. At this step forward, we will apply the multiple strands to an optimized level. These processes are so small so that they can be processed easily by a huge number of Graphics Processing Units (ex. CUDA cores). The major purpose behind this is that we will calculate all the elements in predefined diagonals in parallel way which always starts from upper left and ends at the bottom right, as presented in the Fig. 2 [23].

In an attempt to explain the value of a cell of S(m,n), for all pairs of m and n, the values to its top S(m-1,n) , left S(m,n-1) and top left S(m-1,n-1) must be known in advance and filled with tokenized documents that are to be compared. Where, S(m,n) can be calculated with the help of following equation: [24]

\[
S(m,n) = \max \{S(m-1|n+1), S(m, n-1) - 2, S(m, n-1) - 2\}
\]

Regardless of the results of the A* algorithm, if the coherence between calculation and the gap penalty are defined on the similar patterns as they are defined in the NW algorithm, they will have similar results just if there are supplementary restraints on the way, these ways cannot be led to uphill or left-side in the matrix. Yalign does not compel such terms and conditions, therefore in some cases, expressions can be repeated more than once or misaligned. Most of the cases the algorithm keeps on moving backward and forward to the first two sequences in line. S matrix has been exemplified without any barriers in the Fig. 3.

The alignment result in this scenario is:

\[
\begin{align*}
a, d, a, d, e, g, f \\
a, d, c, d, e, −, −
\end{align*}
\]

In the same problem, the NW would react as presented in Fig. 4:

```
<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>d</th>
<th>e</th>
<th>g</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

Fig. 4 S matrix pass through with NW

The alignment result using NW would be:

\[
\begin{align*}
a, d, −, −, e, g, f \\
a, d, c, d, e, −, −
\end{align*}
\]

For second example, we will assume that the very first sequence in a row is “Tablets make children very addicted” and second one says that “Tablets make people spoil children”. Fig. 5 given below presents a solution to this problem by the help of A* algorithm and Fig. 6 shows it with NW, without any restrains.

```
<table>
<thead>
<tr>
<th></th>
<th>Tablets</th>
<th>make</th>
<th>children</th>
<th>very</th>
<th>Addicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>tablets</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>make</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>people</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>spoil</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>children</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
```

Fig. 5 A* alignment without constraints

Due to lack of any restrains, repetitions and bad alignments are most likely to be made by envisaging the blemish A* algorithm, which is applicable in the Yalign program. However, some of the sentences can be easily passed over during the checking of the alignment. That is why NW with GPU optimization is the most preferred algorithm.
B. Other improvements to data mining methodology

The SVM classifier is used to define the quality of the alignment; it creates a trade-off between the recall and the precision. Two configurable variables can be found in the classifier.

- **Threshold**: the acceptance of an alignment is ‘Good’ if the confidence threshold if high. For less recall and more precision, the value should be lowered. The probability estimated through the support vector machine is the ‘confidence’ that classifies it as ‘is a translation’ or ‘is not a translation’ [25].

- **Penalty**: the alignment allows control of the amount of ‘slipping ahead’ [6] if you are aligning subtitles. There would then be no extra or fewer paragraphs, and the alignment would be one-to-one while the penalty would be high. The penalty would be lower if the translations of the alignments are similar and there are no extra paragraphs.

These parameters are automatically selected during the training; however, they can be manually changed if necessary. A tuning algorithm is also introduced in our implementation of the solution used. In this research, it allows adjustments for better accuracy. Random articles of the corpus must be extracted to perform the tuning; humans can manually align these random articles. Given the information provided, the tuning mechanism finds the classifier value through randomly selected parameters; it tries to find the output that would be as humanly similar as possible.

The improvements that were debated earlier, deal entirely with heuristics utilized in the mining tool and they can be implemented to any fluent textual data. Though, Wikipedia has huge extra sources of cross-lingual information that need to be utilized. Firstly, the theme domain of Wikipedia cannot be enclosed into a particular domain; this page covers approximately any topic in question. Due to the fact that these articles frequently contain complex vocabulary, and that is why approaches of statistical mining can skip many of the parallel sentences. The answer to this query can be extracted dictionary by utilizing the article titles from Wikipedia (Fig. 7) and moreover it can be implemented into web crawler tool.

In [11] authors say that the precision of this dictionary can be attained at 92%. For that this dictionary can be utilized not only for the delay of the parallel corpora but in the classifier phase of exercise as well.

Secondly, figures contain best quality parallel sentences and explanations. It is likely to attain pictures and graphics with the help of hyperlinks and analysis the pictures. Similarly, same is for any figures, maps, tables, videos, audio or even compound media on Wikipedia. Tactlessly not whole knowledge can be removed from Wikipedia dumps and it is essential to utilize a web crawler that is right for this assignment (Fig. 8). It also can be predicted that simply only cross-language knowledge which are marked with simple links can be removed.

On Wikipedia it is very likely for the sentences to be equal linguistically, if they are referenced with the similar publication. Such an analytical approach, combined with other comparative tactics, can move us forward to better accuracy in a parallel text sequence discovery task (Fig. 9).

![Fig. 6 NW alignment with constraints](image6.png)

![Fig. 7 Sample of bi-lingual Wikipedia page title](image7.png)

![Fig. 8 Specimen of bi-lingual character caption](image8.png)

![Fig. 9 Sample of bilingually referenced sentence](image9.png)

---

1[https://github.com/krzwolk/yalign](https://github.com/krzwolk/yalign)
VI. ASSESSMENT OF OBTAINED PARALLEL CORPORA AND CONCLUSIONS

By the help of techniques explained earlier we were capable of creating comparable corpora for many PL-* language pairs and later, probe them for parallel phrases. We paired Polish (PL) with Arabic (AR), Czech (CS), German (DE), Greek (EL), English (EN), Spanish (ES), Persian (FA), French (FR), Hebrew (HE), Hungarian (HU), Italian (IT), Dutch (NL), Portuguese (PT), Romanian (RO), Russian (RU), Slovene (SL), Turkish (TR), Vietnamese (VI). Statistics of the resulting corpora are presented in Table I.

In order to assess the corpora quality and usefulness, we trained the baseline SMT systems by utilizing the WIT³ data (BASE). We also augmented them with resulting mined corpora both as parallel data as well as the language models (EXT). The additional corpora were domain adapted through the linear interpolation and Modified Moore-Lewis filtering [26]. Tuning of the system was not executed during experiments due to the volatility of the MERT [27]. However, usage of the MERT would have an overall positive impact on MT system in general [27]. The results are showed in Table II.

The assessment was based on sets of official test sets from IWSLT 2013³ conference. Bilingual Evaluation Understudy (BLEU) measurement was used to score the progress. As it was expected earlier, sets of supplementary data enhance the general quality of translation for each and every language.

In order to verify the importance of our results we conducted the significance tests for 4 divers languages. The decision was made to use the Wilcoxon test. The Wilcoxon test (also known as the signed-rank test or the matched-pairs test) is one of the most popular alternatives for the Student's t-test for dependent samples. It belongs to the group of non-parametric tests. It is used to compare two (and only two) dependent groups that is two measurement variables. The significance tests were conducted to evaluate how the improvements differ from each other. Changes with low significance were marked with *, significant changes were marked with ** and very significant with *** in presented Tables III and IV.

Bi-lingual sentence extraction has particular importance in dealing with unsubstantiated learning processes for multiple tasks involved. With the help of this methodology we can easily resolve the dissimilarities between Polish and other languages. It is a method that is independent from language matters, it is adaptable to new environments for any language pair. Our experiments validated the performance of the method. The corpora received as consequence of the experiments, can maximize the quality of MT in an under-resourced text domain. However, in few scenarios, only small differences have been observed in BLEU scores. Keeping that aside, it can be said that even such small differences, can influence the real life situations positively especially for infrequent translation cases. Moreover, the results of our work are freely accessible for research community (corpora is hosted at OPUS⁴ and tools at GitHub⁵).

---

3iwslt.org
4http://opus.lingfil.uu.se/Wikipedia.php
5https://github.com/krzwolk/yalign
rammer resources, and despite of that they produce gratifying results.

Because statistically classified data contains some amounts of noisy data, in future we plan to develop precise filtering strategies for bi-lingual corpora. The results of current solution are highly related to SVM classifier. In other words, we plan to train more classifiers for different text domains in order to discover more bi-lingual sentences.
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TABLE III.
SIGNIFICANCE TESTS PL ->*

<table>
<thead>
<tr>
<th>Language Pair</th>
<th>Number of bi-sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL-EN</td>
<td>0.0103**</td>
</tr>
<tr>
<td>PL-CS</td>
<td>0.0217**</td>
</tr>
<tr>
<td>PL-AR</td>
<td>0.0011***</td>
</tr>
<tr>
<td>PL-VI</td>
<td>0.0023***</td>
</tr>
</tbody>
</table>

TABLE IV.
SIGNIFICANCE TESTS * ->PL

<table>
<thead>
<tr>
<th>Language Pair</th>
<th>Number of bi-sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL-EN</td>
<td>0.0193**</td>
</tr>
<tr>
<td>PL-CS</td>
<td>0.0153**</td>
</tr>
<tr>
<td>PL-AR</td>
<td>0.0016***</td>
</tr>
<tr>
<td>PL-VI</td>
<td>0.0027***</td>
</tr>
</tbody>
</table>
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Abstract—The paper analyzes existing approaches for approximate string matching based on linear search with Levenshtein distance, AllScan and CPMerge algorithms using cosine, Jaccard and Dice distance measures. The methods are presented and compared to our approach that improves indexing time using Locally Sensitive Hashing. Advantages and drawbacks of the methods are identified based on theoretical considerations as well as empirical evaluations on real-life dictionaries.
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I. INTRODUCTION

AN APPROXIMATE string matching is a task of finding a specific word in a given dictionary, that is similar to the word provided by the user to at least a certain degree.

This task is encountered in a wide spectrum of applications, especially for calculating similarity between texts [1]. One of the examples is misspelling detection in a written text and recommendation for a correct word. This solution is used in most interfaces where a user enters a text, e.g.: in web search engines, while she or he enters a query, or in mobile phones, while typing messages. Among other examples, there is plagiarism detection [2], [3] or spam filtering [4], that checks whether a text contains words intentionally modified in order to evade naive spam filters, e.g. vulgar words with added dots instead of some letters in internet posts.

The typical approaches for approximate string matching use some kind of edit distance, such as Levenshtein distance [5]. The two words are matched, if an edit distance between them is below a specified threshold. A useful algorithm should then return a number (possibly all) of words from a predefined dictionary that approximately match a given (input) word in a reasonable time.

In this paper we compare four different approaches to accomplish this, reporting their processing time as well as quality of matched words returned: linear search with Levenshtein distance, AllScan and CPMerge algorithms proposed in [6], and an approach based on Locality Sensitive Hashing. We identify their advantages and drawbacks.

The paper is constructed as follows. Section II describes Levenshtein, AllScan and CPMerge algorithms. Section III presents the approach based on Locality Sensitive Hashing. The experiments and the results of their evaluation in the approximate string matching task are provided in Section IV. Finally, Section V contains conclusions and an idea of further improvements.

II. APPROXIMATE STRING MATCHING ALGORITHMS

At the very beginning we define basic symbols we use to describe the algorithms:

1) $\Sigma$ - an alphabet, a finite set of symbols (letters)
2) $\Sigma^*$ - a set of all possible words over $\Sigma$ (e.g. a, b, ..., aa, ab, ...)
3) $V \subset \Sigma^*$ - a finite size dictionary
4) $sim(x,y)$ - a similarity function between words $x$ and $y$ - $f: \Sigma^* \times \Sigma^* \rightarrow [0,1]$
5) $\alpha \in [0,1]$ - similarity threshold
6) $|x|$ - length of word $x$
7) $|X|$ - the number of elements in set $X$

In general, a search for similar words, can be defined as constructing a set $Y_{x,\alpha}$ of certain words $y$ from dictionary $V$, for which the similarity to a given word $x$ is greater or equal to $\alpha$:

$$Y_{x,\alpha} = \{ y \in V | sim(x,y) \geq \alpha \}.$$  (1)

A. Linear search with Levenshtein distance

The most popular approaches for approximate string matching use edit distance. In general, an edit distance measures two strings dissimilarity by counting how many edit operations are required to change one word into the other. Levenshtein distance considers three single character modifications: insertion, deletion and substitution [7]. Each of them has an equal cost of 1.

Formally, Levenshtein distance $lev(x,y)$ between two words $x$ and $y$ of lengths $|x|$ and $|y|$, is equal to $lev_{x,y}(|x|,|y|)$, where $lev_{x,y}(i,j)$ is a discrete function of two non-negative arguments defined as:

$$lev_{x,y}(i,j) = \min \begin{cases} lev_{x,y}(i-1,j) + 1 \\ lev_{x,y}(i,j-1) + 1 \\ lev_{x,y}(i-1,j-1) + 1_{(x_i \neq y_j)} \end{cases},$$  (2)

if $\min(i,j) \neq 0$,

$$lev_{x,y}(i,j) = \max(i,j), \quad \text{if } \min(i,j) = 0.$$

For example, the distance between words written and writes equals 2, because we need two modifications to transform first
string into the second one:

written → written (deletion of \( t \))
written → writes (substitution of \( s \) for \( n \))

In order to make use of (1) explicitly, a Levenshtein-derived similarity measure can be defined:

\[
sim_{lev}(x, y) = \frac{\max(|x|, |y|) - lev(x, y)}{\max(|x|, |y|)}. \tag{3}
\]

Because we need to browse the whole dictionary, the complexity of this algorithm is \( O(n) \) where \( n \) denotes number of objects in the dictionary in term of dictionary size. This is the main disadvantage of this straightforward approach. On the other hand, this method provides all matching words in the result, so that no one similar word is ever missed. Another useful property it has is that there is no need for preprocessing of the dictionary, that may require additional computations and storage space, which will be the case for methods described next. The approach finds many modifications e.g.: Damerau-Levenshtein distance [8] or others [9], [10], but the complexity usually remains linear. Thus, in experiments we use the basic Levenshtein implementation as a baseline.

B. Shingle word representation

The rest of compared algorithms for approximate string matching do not use edit distance to compare strings in their raw form. Instead, they all incorporate a preprocessing step, called shingling [11], which converts a string into a set of \( n \)-grams. The similarity of two strings are then determined indirectly by computing the similarity between the corresponding sets of \( n \)-grams.

In our experiments, we split words into letter tri-grams and call them features that represent a particular word. For example, a word rotation is represented by a set \{\$sr, sro, rot, ota, tat, ati, tio, ion, on$, n\$\}, where \$ sign denotes ‘no letter’.

It should be noticed that such a tri-gram representation is chosen arbitrarily and can be further improved [12]. However, to compare the approaches of approximate string matching we decided to stick to one fixed representation.

There is a number of similarity measures between feature sets than can be used for shingle-based strings representation. One of the most popular is cosine similarity, defined by (4).

\[
sim_{cos}(x, y) = \cos(X, Y) = \frac{|X \cap Y|}{\sqrt{|X||Y|}}. \tag{4}
\]

where \( X \) and \( Y \) are feature sets (containing \(|X|\) and \(|Y|\) elements) of \( x \) and \( y \) respectively.

Other measures, like Jaccard or Dice distance, can also be successfully applied here [13]. They are defined by (5) and (6) respectively.

\[
sim_{jacc}(x, y) = jaccard(X, Y) = \frac{|X \cap Y|}{|X \cup Y|} \tag{5}
\]

\[
sim_{dice}(x, y) = dice(X, Y) = \frac{2|X \cap Y|}{|X| + |Y|}. \tag{6}
\]

To provide an illustrative example let us assume two words: \( x = rotation \) and \( y = aviation. \) We then have \( X = \{$$r, $$ro, rot, ota, tat, ati, tio, ion, on$$, n$$\} \) and \( Y = \{$$a, $$av, avi, via, lat, ati, tio, ion, on$$, n$$\}. \) Hence \(|X| = 10, |Y| = 10. \) The cosine similarity of these words is equal to \( \cos(X, Y) = \frac{2}{\sqrt{10*10}} = 0.5. \) Jaccard and Dice distances are as follows: \( jaccard(X, Y) = \frac{5}{15} = 0.33, \) \( dice(X, Y) = \frac{2*5}{10*10} = 0.5. \)

C. AllScan algorithm

The AllScan algorithm first shingles word \( x \) obtaining a feature set \( X. \) All words in the vocabulary must also be shingled accordingly in a preprocessing phase. Then, AllScan computes lower and upper bounds for length of word \( y \) potentially similar to \( x \) to at least \( \alpha. \) For cosine similarity, this bounds are determined by inequality:

\[
|\alpha^{2}|x\vert \leq |Y| \leq \frac{|X|}{\alpha^{2}}. \tag{7}
\]

Inequality (7) comes from (1) and (4), after observing that for minimal length of \( y \) we have \(|X \cap Y| = |Y|, \) while for maximal length of \( y, \) it is \(|X \cap Y| = |X|. \)

To give an example, if we assume \( \alpha = 0.7 \) and \( x = rotation, |X| = 10. \) Therefore \( Y \) set size must be between 5 and 20, because \(|Y| \geq 0.7^{2} * 10 \geq 5 \) and \(|Y| \leq \frac{10}{0.7^{2}} \leq 20. \)

Additionally, there is a minimum overlap \( \tau \) value defined for each possible word length from (7). The \( \tau \) means minimal value of the same letter trigrams, which have to occur in both strings to exceed the similarity threshold value \( \alpha. \) For cosine similarity, it is therefore:

\[
\tau = \left[ \alpha \sqrt{|X||Y|} \right]. \tag{8}
\]

Let us assume \( \alpha = 0.7 \) and words rotation and aviation \(|X| = |Y| = 10. \) Equation (8) gives 7. Hence the feature sets of the words have to contain at least seven shingles in common to be similar in 0.7. They have only four such shingles, so they do not satisfy the minimal overlap value.

Based on obtained \(|Y|\) and \( \tau \) values, the algorithm retrieves all words from the dictionary that satisfy a given matching criterion, i.e. it returns all the words, similarities of which exceed the threshold.

The main advantage of this approach is the retrieval of all matching words (that satisfy given similarity measure), but the problem is its performance. Although the search space is reduced due to \( y \) length bounds calculation, the overall complexity of AllScan algorithm is still \( O(n) \) in term of dictionary size, both preprocessing the dictionary and searching.

D. CPMerge

CPMerge algorithm [6] extends AllScan by reduction of the dictionary that is searched during single retrieval. The improvement limits the size of the dictionary, removing words which certainly are not a result. It uses Property 1 to
determine which words are candidates to be in a result set. The result set is much smaller than the whole dictionary and it causes significant speedup.

**Property 1** Let there be a set \( X \) (of size \(|X|\)) of word \( x \) \( n \)-grams and a set (of any size) \( Y \) of word \( y \) \( n \)-grams. Consider any subset \( Z \subseteq X \) of size \(|X| - \tau + 1\). If \(|X \cap Y| \geq \tau\), then \( Z \cap Y \neq \emptyset \).

Assume \( x = \text{rotation}(|X| = 10) \) and word \( y \) with length 6 (\(|Y| = 8\)). If \( \alpha = 0.5 \) then \( \tau = 5 \) (from (8)). Hence, \(|Z| \) must be 6 and if \(|X \cap Y| \geq 5\) then \( Z \cap Y \) must have at least one element.

As previous algorithms, CPMerge returns all matching words as a result. It is faster than AllScan algorithm, due to described improvements, but its complexity is still \( O(n) \). Full explanation is available in [6].

### III. LSH-BASED APPROACH

To improve the efficiency of dictionary indexing we propose an approach based on special type of constructing the hash indexes. The idea is to construct such an index that works in opposite way to MD5 signature [14]. If the source strings differ slightly, the output hash would be also modified slightly. One way to create such hash function can be based on Locality-Sensitive Hashing [15] used to reduce dimensionality of high-dimensional data. It can be used in many applications where nearest neighbors need to be effectively computed [16], such as in tasks of entity resolution, fingerprint comparison or finding similar documents.

The algorithm takes data and computes a hash, which is a lower-dimensional representation of a given input. The result must preserve similarity, i.e. if words are similar then their hashes must be similar as well. In contrast to conventional hashing functions, LSH tries to maximize probability of a collision for similar items.

The main goal of incorporating LSH idea to approximate string matching is to significantly improve time performance. The LSH-based approach to this task consists of three phases:

1. Shingling (described above)
2. Min-Hashing – converts large sets to short signatures, while preserving similarity
3. Locality-Sensitive Hashing – places similar words into the same bucket

Firstly, an empty set \( C \) of shingles is created. During shingling of each word from the dictionary, shingles are added to collection \( C \), so that after this step \( C \) is a sorted set of all shingles that occur in the shingled dictionary. Every trigram has a corresponding unique number (index of the shingle in \( C \)).

Secondly, we take the indices of a word shingles and store them in a vector. This vector representation is an input for Min-Hash algorithm, which calculates the signature. It should be noticed that different strategies can be used here [17]. We used the most popular version of Min-Hash algorithm.

Min-Hash internally creates occurrence matrix (of size \(#\text{shingles} \times \#\text{words}\) filled with ones at positions where a given string contains a specific shingle. An example of such a matrix is shown in Table I. Then, rows of the matrix are permuted \( n \) times and at every permutation, for each word (each column) an index of the first row containing 1 is saved. In result, each word has a signature, which is a vector of these indices.

| TABLE I |

| Sample occurrence matrix |

<table>
<thead>
<tr>
<th>SS</th>
<th>the</th>
<th>those</th>
<th>these</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In the third step, we partition these signatures into \( b \) bands. Every band is hashed, using locality sensitive hashing, into one of \( k \) buckets. In this case, hash function is of the form: \( f : \mathbb{Z}^n \rightarrow \mathbb{Z} \).

We chose \( n = 100, b = 20 \) and we want each bucket contains about one hundred hashes, so \( k = \left\lceil \frac{\text{dict size}}{100} \right\rceil \).

Candidate words are in buckets, which contain at least one hash from word typed by user. Then, a similarity between given hash and all hashes in bucket is calculated. If the similarity exceeds the threshold, a string associated with the hash is added to the result list.

The complexity of LSH searching is sub-linear, better than that of previous approaches, although worse than \( O(1) \). In contrast to previously described algorithms, LSH has a big disadvantage – it does not guarantee that all matching words are in the result set. Bigger dictionary can cause worse results [18].

### IV. EXPERIMENTS

In our experiments, we measured processing time depending on various settings of the compared algorithms. In the case of LSH algorithm, we also measured the quality of obtained results in terms of recall and precision.

In every test, we randomly choose words from polish dictionary for games containing over 2,700,000 words, taking into account words with length less or equal to 15. The dictionary is available online [19].

The processing times were measured ten times. Averages of them are reported below.

#### A. The time of constructing the search structure

At the very beginning, we tested the time of building searching structures needed for algorithms and how it depends on the number of words in a dictionary. The time for Levenshtein and CP Merge algorithms are the same as in the case of AllScan, because data preparation process is exactly the same.
As we can see in Fig. 1, the time grows linearly in relation to the number of words with LSH having bigger coefficient.

**B. Searching time**

1) **Dictionary size**: The second test measured the search time of algorithms depending on the number of words in the dictionary. In this experiment we assumed the following values:

- distance (allscan, cpmerge) = cosine
- length of a given word (|x|) = 10
- similarity threshold (α) = 0.7

Fig. 2 shows that the fastest algorithm is CPMerge. However, its search time grows squarely, what in comparison to LSH sub-linear growth allows us to state that LSH should be faster for big data.

2) **Length of given words**: To evaluate search time in the function of the length of given words we assumed the following values:

- searching algorithm = cpmerge
- number of words (V) = 100 000
- similarity threshold (α) = 0.7

We measured the results for all three distance metrics. Fig. 3 shows that processing time is the smallest for Jaccard distance, as the range of candidate words is the narrowest. All times grows linearly. Subtle deviations are caused by the number of candidate words changing stepwise in relation to word length.

3) **Similarity threshold value**: To evaluate search time depending on similarity threshold and distance metric we assumed:

- searching algorithm = cpmerge
- number of words (V) = 100 000
- length of given words (|x|) = 15

As can be seen in Fig. 4, time falls in relation to similarity. This is because the number of candidate words is decreasing. The algorithm is the fastest for Jaccard distance due to the same reason as above, i.e. the smallest set of candidate words.

**C. Number of words found**

In this experiment we tested the impact of α similarity threshold on the number of returned similar strings. CPMerge algorithm had the following settings:

- number of words (|V|) = 100 000
- length of given words (|x|) = 10

Every given word had a typo in order to search for similar, but not identical, word.
1) Dictionary size impact: We assumed:
   number of hash functions (n) = 100
   number of bands (b) = 20
   similarity threshold (α) = 0.7
   number of buckets (k) = \frac{\text{number of words}}{100}

2) Similarity threshold impact: We assumed the following values:
   number of words (V) = 100 000
   number of hash functions (n) = 100
   number of bands (b) = 20
   number of buckets (k) = 1000

Table III shows that recall for low threshold is very low, which means LSH algorithm, in this configuration, is almost useless.

E. Wikipedia editors misspellings correction

In the following two tests we used a list of misspellings made by Wikipedia editors [20].

1) Comparison of algorithms: We set: number of words (V) = 1922
   number of misspellings = 2455
   similarity threshold (α) = 0.5
   distance (cpmerge) = cosine
   number of hash functions (lsh: n) = 100
   number of bands (lsh: b) = 20
   number of buckets (lsh: k) = 19

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levenshtein</td>
<td>0.89</td>
<td>0.46</td>
<td>0.62</td>
</tr>
<tr>
<td>AllScan &amp; CPMerge</td>
<td>0.89</td>
<td>0.48</td>
<td>0.64</td>
</tr>
<tr>
<td>LSH</td>
<td>0.69</td>
<td>0.53</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Allscan results are the same like results of CPMerge algorithm, because they differ only in the processing time.

D. Recall and precision of LSH algorithm

We used the following measures for evaluating the quality of the approximate string matching of LSH algorithm:
\[ \text{recall} = \frac{\text{found relevant}}{\text{relevant}} \quad \text{and} \quad \text{precision} = \frac{\text{found relevant}}{\text{found}}. \]
Recall indicates what fraction of all matching words is returned in the result. Precision indicates what is the fraction of correct matches in the result set. In this task it is beneficial to maximize both recall and precision, therefore we also show their balanced harmonic mean, i.e. F-measure: \( F_1 = \frac{2 \times P \times R}{P + R}. \)
2) Similarity threshold impact on CPMerge: The setting were:

- searching algorithm = CPMerge
- distance (cpmerge) = cosine
- number of words (V) = 1922
- number of misspellings = 2455

<table>
<thead>
<tr>
<th>similarity measure</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>recall</td>
<td>0.99</td>
<td>0.98</td>
<td>0.94</td>
<td>0.89</td>
<td>0.81</td>
<td>0.67</td>
</tr>
<tr>
<td>precision</td>
<td>0.03</td>
<td>0.12</td>
<td>0.29</td>
<td>0.48</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.06</td>
<td>0.21</td>
<td>0.44</td>
<td>0.63</td>
<td>0.71</td>
<td>0.65</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

The most straightforward approach to approximate string matching is to incorporate some edit distance, like Levenshtein. Nevertheless, searching time of this method is the highest, because it has to browse the whole dictionary. AllScan and CPMerge reduces the size of the set of words to process, so they are faster than Levenshtein-based approach. However, their processing time still very much depends on dictionary size. All three methods have a significant advantage – they correctly (depending on similarity measure in use) return all words similar to a given string within assumed margins.

On the other hand, LSH provides results in acceptable time, but it degrades recall value. This is the main disadvantage of the algorithm, which causes that many similar words are not in the returned list.

We wish to have a solution, that is fast and that provides recall on very high level. To reach this goal we propose and test an initial solution that employs feed-forward neural network as indexer. The network takes a word as input and returns its index in the dictionary. With constant searching time, recall above 97% and high precision, this method can potentially beat all algorithms compared in this article in the task of approximate string matching. The idea extending the approach based on feedforward network is to use a denoising autoencoder. The approach based on on auto-associative network reconstructs its input given at the output layer through a bottleneck hidden layer, while the input additionally contains some noise, i.e. misspelled words in this case. In this approach, we would learn a network using one exact word and some words with typos and expect a correct word to be reconstructed.
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Abstract—Pattern-based methods of IS-A relation extraction rely heavily on so-called Hearst patterns. These are ways of expressing instance enumerations of a class in natural language. While these lexico-syntactic patterns prove quite useful, they may not capture all taxonomical relations expressed in text. Therefore in this paper we describe a novel method of IS-A relation extraction from patterns, which uses morpho-syntactical annotations along with grammatical case of noun phrases that constitute entities participating in IS-A relation. We also describe a method for increasing the number of extracted relations that we call pseudo-subclass boosting which has potential application in any pattern-based relation extraction method. Experiments were conducted on a corpus of about 0.5 billion web documents in Polish language.

I. INTRODUCTION

RELATION extraction is a necessary step of any ontology induction or taxonomy induction task. Typically it takes as input morpho-syntactically annotated text and produces a set of triples \((E_1, R, E_2)\), where \(E_1\) and \(E_2\) are entities and \(R\) is a relation in which \(E_1\) and \(E_2\) participate as a pair. In case of ontology induction or information extraction in open domain (as described, e.g., in [1], [2], [3], [4]) no restrictions are imposed on \(R\). There are many types of relations that can be extracted this way, such as quality, part or behavior [5]. In case of taxonomy induction the main interest is in the IS-A (hyponym-hypernym) relation. Approaches to IS-A extraction described in literature rely on evidence from pattern extraction and statistical information (cf. [6], [7], [8]). In methods that are based solely on statistical information it is not uncommon to assume (cf. [7]), that relation extraction is performed only for a predefined list of concepts extracted earlier with a different method (e.g. [9]). Pattern-based methods rely heavily on so-called Hearst patterns, first described in [10]. These are ways of expressing instance enumerations of a class in natural language. Typical forms are „\(e \) such as \(i_1, i_2\) or \(i_3\)“ or „\(e \), for example \(i_1, i_2\) or \(i_3\)“. Terms extracted with such patterns may serve as input for elaborate taxonomy and ontology construction methods as, e.g., [11]. While these lexico-syntactic patterns prove quite useful, they may not capture all taxonomical relations expressed in text. Therefore in this paper we describe a novel method of IS-A relation extraction from patterns, which uses morpho-syntactical annotations along with grammatical case of noun phrases that constitute entities participating in IS-A relation. As it will be shown in the paper, the method allows for extraction of additional knowledge from text, that is often not expressed with Hearst patterns. The method is unsupervised, as it is based on hand-crafted patterns, dictionary filtering and manually adjusted support level. Precision of this method, understood as the ratio of correct extracted IS-A relations to all extracted relations is estimated using manual scoring of about 110 relations randomly selected from the method’s output. Based on an internet corpus of documents, the method produces a big number of IS-A relations. Most of them (roughly 90%) occur only once in the corpus introducing a high level of noise. We show in conducted experiments that even for a slight increase of support (given as a number of occurrences), the estimated precision of this method increases strongly. We also describe a new method for increasing the number of extracted relations for any support level bigger than 1. The method is based on very simple heuristic for detection of hyponymy between class part of extracted relations, thus we call it pseudo-subclass boosting (PSC in short). It is worth mentioning that this boosting approach can be applied in any pattern-based relation extraction method. Experiments were conducted on a corpus of about 0.5 billion web documents in Polish language crawled in NEKST project (http://www.nekst.pl) and maintained up to date. These include primarily HTML documents, but also other formats found on websites like PDFs and DOCs. In order to process such high volume of data it was implemented using MapReduce framework [12] implemented in Apache Hadoop project (http://hadoop.apache.org) and Hive (http://hive.apache.org). All examples mentioned in the article are real data, taken from working instance of NEKST system.

II. OUR APPROACH

It is known that languages that have inflection and free word order are much harder for automatic analysis than, e.g., English. As pointed out in [14, pp. 100], free word order implies non-projective grammar. It is shown in [15] and [16] that dependency parsing for non-projective grammars is NP-hard, apart from a very narrow subclass called edge-factorized grammars. This challenge is addressed, among others, by transition-based dependency parsing [17] used in the preprocessing step for the algorithm described in this paper. We argue that inflection in a language is not only a drawback but

---

1 The study is cofounded by the European Union from resources of the European Social Fund. Project PO KL „Information technologies: Research and their interdisciplinary applications”, Agreement UDA-POKL.04.01.01-00-051/10-00.

2 See e.g. [13] for problems with relation mining in German, in which the word order is much less free than in Polish; note that they use an initial lexicon while we do start from scratch when extracting relations.
can also be a great advantage. Typical constructs that express the hypernymy relation explicitly in Polish language are:
\[
NP_1^{Nom} \text{ to } NP_2^{Nom}, \tag{1}
\]
\[
NP_1^{Nom} \text{ jest } NP_2^{Inst}. \tag{2}
\]

Both of them are a way of saying \(NP_1\) is \(NP_2\) and in both cases noun phrase \(NP_1\) is expressed in nominative. They differ in grammatical case of \(NP_2\), where in the first construct we have nominative and in the second: instrumental. The second pattern has its equivalent for past tense:
\[
NP_1^{Nom} \text{ był/była/było } NP_2^{Adv}. \tag{3}
\]

Obviously in case of past tense construction it is possible that IS-A relation no longer holds. The problem exists to a lesser extent also in present tense, which for example can be a consequence of outdated web documents. Assumption of correctness with respect to a given web document is, in our opinion, a research direction of its own, thus it is out of scope of this paper.

As will be shown later, combination of word and grammatical case pattern allows for relation extraction with quite high precision. It is possible partly thanks to the fact that instrumental case in Polish language is regular for nouns and has unique suffixes shown in Table I (after [18, pp. 145, 148]). This makes automatic analysis of sentence tokens easy for this case.

We propose a rule-based approach for IS-A relation extraction with the following procedure:

- run each sentence in corpus through POS-tagger and dependency parser,
- select dependency trees with promising structure,
- apply dictionary filtering for the head of \(NP_2\),
- apply a set of construction rules to dependency tree in order to build instance name out of \(NP_1\) and class name out of \(NP_2\),
- apply a set of filtering rules.

This method is additionally extended with a technique that we call pseudo-subclass boosting which increases the number of extracted relations.

It is worth noting that automatic detection of IS-A patterns is possible. Experiments described in [19] show that handcrafted ontologies like WordNet can be used successfully as a training set for such pattern discovery task. However, our problem setting differs from that research significantly. Apart from the already mentioned inflection challenge and free word order language, our corpus consists of about 11 billion sentences, which is four orders of magnitude more than the Reuters corpus used in [19] and imposes efficiency limitations. On the other hand, the gain in size comes at the price of quality – Internet documents tend to have much more noisy content than printed journal articles. We have no knowledge of any research on IS-A patterns detection in similar setting (that is web-scale), which leads us to first tackle a more realistic problem of extracting IS-A relations with known patterns. Nevertheless, this is a task worth trying given experience gained from research reported here.

A. POS tagging and dependency parsing

For part-of-speech tagging we use the Apache OpenNLP (http://opennlp.apache.org) tagger trained with Maximum Entropy classifier on NKJP [20] corpus. Additionally, for known words, we optimized the tag disambiguation process by narrowing tags that can be chosen by information taken from the PoliMorf dictionary [21]. For Polish language, whose tagset contains around 1000 tags [22], this simple optimization gives an improvement of tagging in terms of accuracy and processing speed at the same time. To give an example, the word arykulów (inflected form of the word article) has only two possible tags subst:pl:gen:m3 and subst:pl:gen:p3. Using this knowledge in OpenNLP tagger reduces search space for this word 500 times. Dependency parsing is based on MaltParser framework [23] trained on Polish Dependency Bank that consists of 8030 sentences [24]. To obtain high processing speed (essential for such large volume of text data) the liblinear classification model has been used.

B. Promising dependency tree structure selection

By promising structure of a dependency tree we mean one that matches any of the patterns depicted in Figures 1, 2 and 3, where form, dep and pos mean: token form, dependency relation type (as described in [24]) and part-of-speech tag (as described in [20]) respectively.

![Figure 1](http://example.com/figure1.png)

Figure 1. Dependency tree structure for construct (1)

![Figure 2](http://example.com/figure2.png)

Figure 2. Dependency tree structure for construct (2)

In both nominative and instrumental case, the base structure has a predicate word with outgoing dependency arcs to

---

2The relation was valid in the past only.
two other words with subjective and predicative complement relation type. The difference between structure 1, 2 and 3 is in the grammatical case of the predicative complement and part of speech of the predicate. Our intuition is that selected structures are natural sources of IS-A relation. This claim is supported by the estimated precision obtained in conducted experiments.

![Diagram of dependency tree structure]

Figure 3. Dependency tree structure for construct (3)

Figure 4 illustrates an example of sentence that matches pattern 2, parsed with our dependency parser and printed in CoNLL [25] format. It is worth noting that in this case the part-of-speech tagger made an error in assigning a case to the adjective *myślowski* (hunting), where instrumental instead of locative should appear. This may happen because singular masculine adjective suffixes for instrumental (as noted in [18, p. 160]) are not unique as with nouns. That’s why in our analysis we focus only on the grammatical case of the head of noun phrase and assume the same case for its dependent adjective tokens. This assumption is justified by the fact, that for Polish language agreement exists between noun and adjective in a noun phrase [26, p. 174]. POS tag in the example that for Polish language agreement exists between noun and adjective tokens. This assumption is justified by the fact, that for Polish language agreement exists between noun and adjective in a noun phrase [26, p. 174].

The following steps illustrate how pattern 2 applies to the example sentence from figure 4:

- find a root word of the sentence (*jest* in our case), and check its dependency relation (must be *pred*) and a POS tag (must be *fin*),
- if the root word has two descendants, then test if:
  - its left descendant (*golden*) has correct dependency relation (must be *subj*) and a POS tag (must be *subst*),
  - its right descendant (*pies*) has correct dependency relation (must be *pd*) and a POS tag (must be *subst:inst*),
- if all requirements are fulfilled, the sentence is moved to the phase of dictionary filtering (section II-C) and instance and class name construction (section II-D).

Given a sentence whose dependency tree matches one of above-mentioned patterns, we construct $NP_1$ from its left sub-tree and $NP_2$ from its right sub-tree. Head (or root) of left and right sub-tree will be denoted $N_1^H$ and $N_2^H$ respectively.

C. Dictionary filtering for the head of $NP_2$

Preliminary experiments showed that many of sentences matching constructs (1) and (2) contain very general, ambiguous nouns in $NP_2$ like *problem, aspect, element* or *outcome.* Those nouns cannot be considered proper classes in the sense of IS-A relation, rather they are catch-all phrases used to express various thoughts about what is contained in $NP_1$.

We eliminated those nouns by manually evaluating a random sample of about 1000 experiment results and creating a dictionary of such meaningless „classes”. In this step of our extraction procedure we filter extractions with this dictionary. This process was repeated in three iterations. Size of the dictionary started with 95 catch-all phrases increased by 50, and 20 reaching the level of about 170.

D. Construction rules for $NP_1$ and $NP_2$

We construct both instance name (from $NP_1$) and class name (from $NP_2$) out of lemmatized tokens. The first step is to serialize tokens present in both dependency sub-trees with operators *leftOffspring* and *rightOffspring*, which operate as follows:

1. put all nodes of dependency sub-tree in a list $L$,
2. sort $L$ by CoNLL token id descending (for *leftOffspring* operator) ascending (for *rightOffspring* operator),
3. find index $i_L$ of sub-tree head in $L$,  
4. create sub-list $L'$ from $i_L$ to the first occurrence of interpunction or end of $L$,
5. in case of *leftOffspring*: sort $L'$ by CoNLL token id ascending,
6. concatenate lemmas of tokens in $L'$ and return.

Computational complexity of this algorithm is $O(n)$, where $n$ is the sentence length. Actual sorting of tokens in case of steps 2. and 5. is not necessary and was introduced to simplify the description. Boundaries detection of instance name is quite simple because it is typically directly defined by left sub-tree of all considered dependency structures (Figures 1, 2 and 3). Therefore it is constructed as concatenation:

$$\text{leftOffspring}(N_1^H) + N_2^H + \text{rightOffspring}(N_1^H)$$

Creation of class name is more complicated as it is often preceded by degrees of comparison and followed by the rest of the sentence which may be loosely coupled with the class itself. Consider the following sentences:

Trójmorski Wierch jest jedyną polską górą, z której spływają wody aż do trzech mörz. (Trójmorski Wierch is the only Polish mountain, from which waters flow to as many as three seas.)

Korona norweska to waluta oznaczana międzynarodowo – NOK. (Norwegian krone is a currency marked with the international code – NOK.)

In the first example, the word *jedyną* (the only) cannot be considered as part of class name. Likewise, anything that comes after word *waluta* (currency) in the second example is merely a description of Norwegian krone, not part of a class name. To address such issues construction rules for class name simply omit the output of *leftOffspring* operator and truncate...
rightOffspring output: it is iterated from left to right only as long as the tokens have POS tag from set \{adj, subst, ger\} and dependency type from set \{adjunct, app, conjunct, obj\}. So the class name results from concatenating:

\[ N^H_2 + \text{truncate(rightOffspring}(N^H_2)) \]

This forces extraction of shorter phrases, which increases the probability of observing a given instance-class pair more than once. As we show in section III, this highly influences the precision of the method. Extraction results for above examples are: Trójmorski Wierch IS-A góra [Trójmorski Wierch IS-A mountain] and Korona norweska IS-A waluta [Norwegian crown IS-A currency], while from such sentence:

\[ \text{Narodowy Bank Belgijski jest bankiem centralnym} \]

we acquire Narodowy Bank Belgijski IS-A bank centralny [Belgian National Bank IS-A central bank].

E. Final filtering rules

It is common that \(NP_1\) contains reference to earlier parts of text. Two types of such reference can be distinguished:

1) explicit:

\[ \text{Ten wikipedysta jest numizmatykiem}. \]

2) implicit:

\[ \text{Pisarka jest członkiem Związku Pisarzy Bi-} \]

In both cases \(NP_1\) typically contains a class of referenced entity, not the entity itself which leads to erroneous extractions. As long as this reference is explicit, we filter such cases with a dictionary of referencing words (pronouns and textual references like above-mentioned). The case where reference is implicit is much harder, and at this point left for further research, as described later in section VI.

F. Pseudo-subclass (PSC) boosting

Our experiments showed that the number of extracted relations drops significantly with increase of support level \(t\). To compensate this loss we designed a boosting method that is based on the following intuition: if \(I \text{ IS-A } C\) and \(I \text{ IS-A } C'\) are extracted relations and \(C\) is a substring of \(C'\), then there is high chance that \(C'\) is a way of describing \(f\) more precisely than \(C\), i.e., \(C'\) is a pseudo-subclass of \(C\). If so, we can boost our confidence in the fact that \(I \text{ IS-A } C\) is properly extracted. To give an example:

\[ \text{Kraków to najchętniej odwiedzane miasto przez turystów w Polsce. Kraków – dawna stolica Polaków jest miastem magicznym.} \]

Above two sentences allow for boosting confidence in extraction Kraków IS-A miasto (Cracow IS-A city). From the first sentence we get the relation Kraków IS-A miasto and from the second Kraków IS-A miasto magiczne (Cracow IS-A magic city). As "miasto magiczne" is a substring of "miasto", the second sentence supports the first extracted relation. In general, to detect class/pseudo-subclass matches for each extraction \(R = I \text{ IS-A } C\) we generate a list \(L\) of

- prefix lists of tokens from \(C\),
- suffix lists of tokens from \(C\) that don’t include leading adjectives.

In MapReduce phase of job, we omit the pair \((I, C)\) with \(R\)'s occurrence count and pairs \((I, c)\) (with the same count) for each \(c \in L\). Reduce phase aggregates our data by matched pairs and here we acquire knowledge about pseudo-subclasses’ occurrence count and type of constructs they were discovered in. Figure 5 illustrates a more elaborate case of pseudo-subclass boosting. Each numbered row represents a relation mukowiscydoza IS-A … extracted from text. Row 13 is an example of suffix list boosting with wielolukladowa being an adjective removed at the stage of creating list \(L\). Rows 2-12 boost relation mukowiscydoza IS-A choroba, additionally rows 4-7 boost mukowiscydoza IS-A choroba genetyczna, etc.

III. EXPERIMENTS

Experiments were conducted on a corpus of about 0.5 billion web documents in Polish language with roughly 11 billion sentences. Tables II, III and V present the results of passing the entire collection through the algorithm described in section II.

Method evaluation was conducted for four levels of the value of \(t\), which, as earlier described, is the minimal IS-A relation occurrence count acceptance threshold. Precision evaluation was based on manual scoring of about 110 randomly selected relations from given experiment’s results. Estimated precision was calculated by the formula 4.

\[ \hat{P}_T = \frac{TP}{TP + FP} \]

4Belgian National Bank is the central bank since 1850.

5This wikipedia is a numismatist.

6The writer is a member of Union of Belarus Writers.

7Cracow is the most visited city by tourists in Poland. Cracow – the former capital of the Poles is a magical city.
mukowiscydoza (cystic fibrosis) IS-A
1. choroba (disease)
2. choroba dziedziczna (hereditary disease)
3. choroba genetyczna (genetic disease)
4. choroba genetyczna ludzi rasy białej (genetic disease of white race people)
5. choroba genetyczna ogólnoustrojowa (systemic genetic disease)
6. choroba genetyczna rasy białej (genetic disease of white race)
7. choroba genetyczna układu pokarmowego (genetic disease of the digestive system)
8. choroba monogenowa (monogenic disease)
9. choroba nieuleczalna (incurable disease)
10. choroba przewlekła (chronic disease)
11. choroba wielonarządowa (multorgan disease)
12. choroba wieloukładowa (multisystem disease)
13. wieloukładowa choroba (multisystem disease)
14. wieloukładowa choroba monogenowa (multisystem monogenic disease)
15. przyczyna wykonywania (cause of performing)
16. przyczyna wykonywania przeszczepu płuca (cause of performing lung transplant)
17. schorzenie (disease – synonym)
18. schorzenie genetyczne (genetic disease – synonym)

Figure 5. Tree representation of pseudo-subclass boosting.

Experiments were performed on a cluster of 70 machines with total of 980 CPU cores and 4.375TB of RAM. Total processing time of raw web documents: lemmatization, POS tagging, dependency parsing and IS-A relation extraction was under 24 hours.

IV. RELATION TO HEARST PATTERNS

In order to compare our method with the most popular approach, we implemented Hearst patterns extraction algorithm as follows:

- Detect enumeration phrase R (one of „taki jak”, „taki jak na przykład”, „taki jak np.”, which are special cases of phrase “such as” in English) in a sentence, based on lexical constructions proposed in [10].
- Check if words from R to the end of the sentence form a comma separated list of phrases (with the last element optionally separated by conjunction: „i” or „oraz”). The list is assumed to represent instances of a class.
- Detect the class name in words left to R with a Conditional Random Field model [27]. Words in this part of sentence are labeled with either „1” or „0”. The sequence of „1” nearest to R is assumed to represent the class. The model was trained on manually annotated set of around 600 sentences. Its precision calculated on 10-fold cross validation is 93.89%.

Table V shows the number of extracted Hearst patterns and overlap between this method and our approach (percentage
TABLE II. NUMBER OF EXTRACTED RELATIONS FOR DIFFERENT VALUES OF MANUALLY ADJUSTED ACCEPTANCE SUPPORT LEVELS $t$. NUMBER OF RELATIONS EXTRACTED ARE GIVEN IN COLUMNS: "NOM" FOR NOMINATIVE CONSTRUCT AND "INST" FOR INSTRUMENTAL CONSTRUCTS. COLUMN "NOM∩INST" CONTAINS THE NUMBER OF RELATIONS EXTRACTED WITH BOTH NOMINATIVE AND INSTRUMENTAL CONSTRUCTS.

<table>
<thead>
<tr>
<th>$t$</th>
<th>nom</th>
<th>inst</th>
<th>nom∩inst</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1647500</td>
<td>2388021</td>
<td>35965</td>
<td>402752</td>
</tr>
<tr>
<td>2</td>
<td>138877</td>
<td>264764</td>
<td>9895</td>
<td>403641</td>
</tr>
<tr>
<td>3</td>
<td>52430</td>
<td>100320</td>
<td>4938</td>
<td>152750</td>
</tr>
<tr>
<td>4</td>
<td>29210</td>
<td>55232</td>
<td>3154</td>
<td>84442</td>
</tr>
</tbody>
</table>

TABLE III. NUMBER OF ADDITIONAL RELATIONS EXTRACTED THANKS TO PSEUDO-SUBCLASS BOOSTING (FOR DIFFERENT VALUES OF SUPPORT LEVEL $t$). COLUMN "NOM" CONTAINS RESULTS FOR NOMINATIVE CONSTRUCT AND "INST" FOR INSTRUMENTAL CONSTRUCTS. COLUMN "NOM∩INST" CONTAINS THE NUMBER OF ADDITIONAL RELATIONS EXTRACTED WITH BOTH NOMINATIVE AND INSTRUMENTAL CONSTRUCTS.

<table>
<thead>
<tr>
<th>$t$</th>
<th>nom</th>
<th>inst</th>
<th>nom∩inst</th>
<th>total</th>
<th>PSC gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>24335</td>
<td>61244</td>
<td>2931</td>
<td>85579</td>
<td>21.20%</td>
</tr>
<tr>
<td>3</td>
<td>13122</td>
<td>38004</td>
<td>2116</td>
<td>51126</td>
<td>33.47%</td>
</tr>
<tr>
<td>4</td>
<td>8726</td>
<td>26702</td>
<td>1521</td>
<td>35248</td>
<td>41.95%</td>
</tr>
</tbody>
</table>

TABLE IV. ESTIMATED PRECISION ($P_r$ – SEE EQUATION 4) OF EXTRACTION FOR DIFFERENT ACCEPTANCE SUPPORT LEVELS. "PSC" STANDS FOR PSEUDO-SUBCLASS BOOSTING. OUR APPROACH IS MARKED WITH "NOM∩INST", WHILE "HRST" STANDS FOR HEARST PATTERNS.

<table>
<thead>
<tr>
<th>$t$</th>
<th>nom∩inst (no PSC)</th>
<th>nom∩inst (with PSC)</th>
<th>hrst</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.74</td>
<td>0.61</td>
<td>0.47</td>
</tr>
<tr>
<td>2</td>
<td>0.71</td>
<td>0.72</td>
<td>0.56</td>
</tr>
<tr>
<td>3</td>
<td>0.87</td>
<td>0.79</td>
<td>0.58</td>
</tr>
<tr>
<td>4</td>
<td>0.87</td>
<td>0.81</td>
<td>0.62</td>
</tr>
</tbody>
</table>

V. DISCUSSION

Experiments lead to interesting conclusions. Firstly, there is little intersection between IS-A relations extracted by the three methods: Hearst traditional method and our methods, one based on nominative, the other based on instrumental case. The IS-A relation space seems too sparse for such methods to produce overlapping results. Nominative construction produces less relations than instrumental, which presumably is a consequence of the fact that this construct is only applicable for present tense. Decrease in total extractions count is much bigger going from support level 1 to 2 (9.98 times) than when in other cases (2 → 3: ~2.64 times, 3 → 4: ~1.81 times). It can be connected to the natural model of language, where distribution of word frequencies has power law probability distribution [28]. There is a lot of particular, domain specific taxonomical information that is infrequent in textual resources accessible on the Internet. On the other hand more common knowledge that can be found multiple times in text is substantially less frequent.

Of course pseudo-subclasses don’t give any boost when $t = 1$ and do not affect precision, because we simply accept everything that passes the final filtering rules. In other cases PSC increases the number of extractions significantly (the higher $t$ the better), although not as much as to eliminate the effect of increased $t$. This boosting method is very beneficial for support level 2 as it increases extractions count by 23% with no observable loss in precision (see Table IV). For $t = 3$ and $t = 4$ the gain in extractions count comes at the price of significantly lower precision.

Analysis of false-positive extractions reveal several types of errors made by this method:

1) Implicit reference – which leads to errors like
   - autor IS-A dyrektor jednostki (author IS-A director of the unit),
   - sobota IS-A dzień koncertu głównego (Saturday IS-A main concert day).

2) Wrong decision about phrase begin/ending point:
   - trening funkcjonalny IS-A rodzaj (…cezgo?) (functional training IS-A kind (…of what?)),
   - zdyskwalifikowana większość kandydatów do Parlamentu IS-A członek określonej partii politycznej (vast majority of candidates to Parliament IS-A member of a particular political party).

3) Ever growing dictionary mentioned in section II-C. After each iteration of catch-all phrases eliminations new such phrases emerge in result samples. Above-mentioned experiments revealed such false-positive classes as: result, an essential element and something amazing. The number of such phrases decreased in each dictionary-construction iteration, which allows us to assume that this set is relatively small. Nonetheless, we are aware that manual construction of this set doesn’t take evolution of the language’s vocabulary into account.

VI. FUTURE WORK

Plans for future development include dealing with issues detected in above-mentioned experiments. The problem of detecting implicit references to earlier parts of text is known in natural language processing as coreference resolution and

8Missing parts are added in brackets, unwanted parts are striked out.
constitutes an independent field of research as described in [29, p. 614] or specifically for Polish: [30]. It is planned to adapt selected coreference resolution methods to our BigData environment and verify their effectiveness in increasing precision of our extraction method.

We plan to achieve better detection of phrase begin/ending points by replacing construction rules described in section II-D with Conditional Random Field classifier trained on sentences scored in our experiment with manually annotated proper phrase boundaries. Creating of such golden standard set of sentences with IS-A relations is of course more time consuming than the approach proposed in this paper. In case of Hearst patterns it turned out to be a necessity. Sentences with Hearst-like enumerations contain more complicated dependency structures which are harder to parse correctly.

Better catch-all phrases elimination can be done as a post-processing step. Membership in these classes should be uniformly distributed over instances and subclasses in the taxonomy, so there should be no significant correlation between membership in these classes and proper classes. Filtering methods based on such correlation will be investigated.

Taking into account the number of filtered out IS-A relations (starting from support level 2) it is worthwhile to consider development of other ways of assessing their correctness. The support level criterion (frequency based) effectively increases quality of extracted information, but at the same time significantly reduces its quantity. It would be interesting to choose one of the most popular classification methods (e.a. Support Vector Machine or Random Forest classifier) and check its ability to learn a more sophisticated filtering criterion of incorrect IS-A relations. The feature space for this classification problem could be much richer than simple information about occurrence frequency. One can use more sophisticated characteristics of IS-A relation like for example: size of class and instance phrase (count in number of words), type of sources (nominative, instrumental), popularity of instance and class phrase independently (expressed in number of occurrences among all extracted IS-A relations).

It would be also interesting to compare precision of Hearst patterns implemented with pseudo-subclass boosting.

### VII. Conclusions

This paper presents a novel method of IS-A relation extraction from patterns for Polish that is different from so popular Hearst patterns and is applicable in inflected languages with free word order. Thanks to this method we were able to extract knowledge that may not be expressed in enumeration constructs described by Hearst. Additionally, a method for boosting relation extractions count is introduced. As mentioned at the beginning, thanks to its simplicity it has potential application in any pattern-based IS-A relation extraction method.

As experiments showed, the algorithm achieves satisfactory precision 9 (although there is still room for improvement) and is capable of generating high number of taxonomical relations. This makes it a valuable input source of data for any taxonomy induction task.

It is needless to say that experiments described in this paper do not provide a full statistical overview of millions of IS-A relations extracted from the corpus of Polish Internet documents. We focus on an assessment of precision of the proposed IS-A relation extraction method. In-depth statistical analysis of such a dataset is desirable and remains as a task to be accomplished in the next publication devoted to the research path outlined in the previous section.
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Abstract—In this article we are going to present the optimizations that has been done through different types of modeling actions on wildland fires for Bulgarian test cases. We will present approaches where meteorological data along with terrain specific relief and vegetation coverage are modeled in a way to present credible scenarios for wildland propagation used for calibration purposes of the different approaches. This work aims to prove that the used modeling tools can be used also in real time decision support for the responsible authorities when it comes to wildland fire propagation and the measures corresponding to limitation of its devastating consequences for the nature and human lives.

I. INTRODUCTION

The work presented in this paper is a year’s long efforts which has been started because of an accident, that happened in Pirin Mountain near by the city of Razlok. In the year 2003 a helicopter with water tank flew very low trying to depress the rapidly burning wildland fire in the mountain. Unfortunately the engine oxygen has been vacuumed because of the flames, which caused helicopter’s crash with four people crew dead [1]. This accident was very problematic for the Bulgarian society. That is why in the Bulgarian scientific community has been launched in the beginning of 2007 a pilot PhD program dedicated to the wildland propagation and its modeling opportunities as first attempts for computer based simulations on wildland propagations in Bulgaria.

In 2007 small team from Bulgarian Academy of Sciences (BAS) started adaptation of a US model, which was running in parallel mode. The model was called WRF-Fire (in 2010 renamed SFIRE). The input data for the model was needed to be first collected for specific test area and second preprocessed for model calibration.

The area of interest for the BAS team was first nearby Sofia, where idealized case has been run and second for real case calibration – test area near by the village of Leshnikovo, region of Harmanli has been chosen. In this paper we will show the basis of the mathematical calculations and optimizations outlined from the research efforts and the achieved results.

II. WRF-FIRE (SFIRE) MATHEMATICAL BASIS

The mathematical background of the WRF-Fire model (SFIRE) is as position in the (x, y) plane. The model is semi-empirical and it represents the spread of the fire in direction of the fire line. This is the so called Rothermel modified formula. The burning region is represented as Ω for time t, which is represented with the point coordinates (x, y). The formula itself is:

\[
\tilde{S} = \min \{B_0, R_0 + \phi_a + \phi_i\},
\]

where \(B_0\) is the fire spread against the wind direction, \(R_0\) is the fire spread in absence of wind, \(\phi_a = a (\vec{v} \cdot \vec{n})^b\) is the wind correction and \(\phi_i = \vec{d} \cdot \vec{n}\) is the terrain correction, \(\vec{v}\) is wind, \(\vec{n}\) is terrain variable along the normal \(\vec{n}\) of the fire line, \(a, b u d\) are constants. In this case WRF-Fire use:

\[
S = \begin{cases} 
0, & \text{ako } \tilde{S} < 0 \\
S_{\text{max}}, & \text{ako } \tilde{S} > S_{\text{max}} \\
\tilde{S}, & 0 \leq \tilde{S} \leq S_{\text{max}}
\end{cases}
\]

where \(S_{\text{max}}\) is max fire spread. After the burning materials are burnt the model decrease them in the points (x, y) exponentially and that is represented with the formula:

\[
F(x, y, t) = F_0(x, y)e^{-\frac{t-t_i}{W(x,y)}},
\]

where \(t\) is the time, \(t_i\) is the time for the burning, \(F_0\) is the initial quantity of the burning materials (before they started to burn) and \(W(x,y)\) does not depend on the time, but from the burning materials. The heat transfer released by the fire, is represented in the atmosphere model as layer above the surface, which is situated in height [3]. The burning material quantity is represented by:

\[
\Phi = -A(x, y) \frac{\partial F(x, y, t)}{\partial t}.
\]
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This representation is needed because the atmosphere model WRF does not support border values for heat transfer. The coefficients $B_0$, $B_0$, $S_{\text{max}}$, $a$, $b$, $d$, $W$ and $A$, which describe the burning materials are measured in laboratory with experiments. For every surface point in the plane the coefficients of the burning materials are represented using the 13 Anderson categories [4]. These categories are developed for US originally and they have been defined by usage of the different sea levels on the surface. WRF-Fire has internally representation of every category and all additional characteristics, which gives opportunity for modifications when the fire is outside US.

WRF-Fire use also level-set functions for the spread of the fire [5]. This approach set as function $\psi = \psi(x, y, t)$, which define for $\Omega$ subregions using the rule:

$$\Omega(t) = \{(x, y) \in \Omega: \psi(x, y, t) < 0\}. \quad (5)$$

These subregions are burned and the fire line is defined as curve:

$$\Gamma(t) = \{(x, y) \in \Omega: \psi(x, y, t) = 0\}. \quad (6)$$

The function $\psi(x, y, t)$ satisfy the equation:

$$\frac{\partial \psi}{\partial t} + S(x, y) | \nabla \psi | = 0, \quad (7)$$

which can be solved numerically.

Formulas (1) - (7) are general description how mathematically the fire spread is represented inside the WRF-Fire (SFIRE) model. In the beginning the atmosphere model is interpolating the wind in order to get into the bigger domain of the atmosphere the fire changes. Afterwards is applied numerical method for the level-set function. The next step is to apply quadratic formulas for evaluation of the burnt material. In parallel it is evaluated also the released heat transfer into the atmosphere layers. The last step gives atmospheric change and that trigger the repetition of the model starts again.

III. EXPERIMENTAL RESULTS WITH WRF-FIRE (SFIRE)

The experimental results which were obtained after evaluation of the WRF-Fire (SFIRE) model will be presented in this section as a brief summary where we will try to make as much as possible the use of the achieved results.

The first runs with the model were on ideal cases in order to see how the model correspond with the meteorological data and terrain data for the selected zone in south Bulgaria. The run used as inputs coordinates and information for village Leshnikovo, were the domain was set of size 4 by 4 km, with horizontal resolution of 50 m, for the atmosphere mesh, we used 80 by 80 grid cells and with 41 vertical levels from ground surface up to 100hPa. We didn’t use nesting to keep the ideal case as basic as possible in order to evaluate the model capacity.

The domain, which we set was located 4 km west from village Zheleznitsa in the south-east part of Sofia district. The domain was covering the lower part of the forest part of Vitosha mountain.

The ignition line which we used was set in the center of the domain and to ignite it we set 345 m long line. The model does not consider ignition from point, because the atmospheric model does not cover such measurements. The ignition in parallel has been set to start 2 seconds after the simulation has begun. The results from this first simulation gave us idea how the model can be initialized and what the input data will be if we start simulation with real case forest fire for calibration of the model.

That is why we selected from the national data base in the ministry of forests, food and agriculture fire which has been burning in the period 14-17 August 2009.

For the initialization of the model with real case we had to use algorithm for implementation of the real data in a way WRF-Fire (SFIRE) to recognize it. We set two domains the first was covering area of 48 km$^2$ with resolution 300m (160x160). This domain was producing boundary and initial meteorological conditions for the inner domain and in this domain there were no fire simulations.

The inner domain was located in the middle of the coarse domain. The resolution in Domain 2 we set as 60m and the area covered is 9.6 km$^2$ (161x161). Domain 2 was centred on the fire ignition line and it was covering the areas of villages Ivanovo, Leshnikovo and Cherna Mogila. This area was located in South-East Bulgaria close to the Bulgarian-Greece border.

Following the description in [6] we get the intermediate fails for topography and fuel. The only difference is in the geogrid program, where the output fail has 2 extra variables – NFUEL_CAT and ZSF. NFUEL_CAT is the variable containing the data for the 13th categories of fuel available to burn and ZSF is the variable containing data for the detailed topography. The result as burnt simulated area compared to the real burnt area can be seen on the figures 1 and 2.

![Fig. 1 The simulation fire burnt area](image-url)
Fig. 2 The real fire burnt area

The simulation showed on figures 1 and 2 was done on the supercomputer at the University of Denver by distant connection. In Table 1 the simulation results are presented according to the number of the cores used.

<table>
<thead>
<tr>
<th>Cores</th>
<th>6</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>60</th>
<th>120</th>
<th>240</th>
<th>360</th>
<th>500</th>
<th>720</th>
<th>860</th>
<th>1200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire line propagation in km.</td>
<td>1.91</td>
<td>1.08</td>
<td>0.50</td>
<td>0.34</td>
<td>0.22</td>
<td>0.13</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>Region 1</td>
<td>0.76</td>
<td>0.70</td>
<td>0.90</td>
<td>2.90</td>
<td>2.66</td>
<td>1.20</td>
<td>0.75</td>
<td>0.45</td>
<td>0.32</td>
<td>0.28</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>Region 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.08</td>
<td>0.07</td>
<td>0.15</td>
</tr>
<tr>
<td>Total sec. which is the coeff. for real time</td>
<td>10.99</td>
<td>9.21</td>
<td>3.93</td>
<td>2.75</td>
<td>1.64</td>
<td>0.99</td>
<td>0.61</td>
<td>0.48</td>
<td>0.37</td>
<td>0.31</td>
<td>0.44</td>
<td>0.26</td>
</tr>
</tbody>
</table>

With this simulations for the test site nearby Harmanli town has been elaborated a methodology for collection, procession and implementation of real data for test sites on Bulgarian territory. The selected model was having as input meteorological data, DEM and only 13 burning classes which led to the idea that we can experiment also with different models like BEHAVE Plus and FARSITE for our next tests.

IV. EXPERIMENTAL IMPLEMENTATION OF BEHAVE PLUS AND FARSITE SIMULATIONS IN THE TEST CASES OF ZLATOGRAD, MADAN AND NEDELINO MUNICIPAL AREAS IN BULGARIA

In the framework of bilateral cooperation program between Greece and Bulgaria 2007-2013 our team was having the opportunity to work in the Zlatograd forestry department located on the territories of Zlatograd, Madan and Nedelino municipal areas in Bulgaria.

The data we were working on was about fifteen wildfires that occurred in 2011 to 2012 within the Zlatograd municipal territory were provided by the Zlatograd forestry department. Based on initial BehavePlus results using standard fuel models, custom fuel models were developed for some vegetation types not well represented by the US fuel models.

Following evaluation of fuel models with BehavePlus, we performed analyses in FARSITE, a spatial fire growth system that integrates fire spread models with a suite of spatial data and tabular weather, wind and fuel moisture data to project fire growth and behavior across a landscape. We defined our test landscapes using a 500 m buffer zone around each of the fifteen Zlatograd fires.

Input for FARSITE consists of spatial topographic, vegetation, and fuels parameters compiled into a multi-layered “landscape file” format. Topographic data required to run FARSITE include elevation, slope, and aspect. Using the aforementioned 30 m DEM, we calculated an aspect layer, and then clipped elevation, aspect, and slope rasters to the extent of our fifteen test landscapes. Required vegetation data include fuel model and canopy cover. Fuel models within the 500 m buffered analysis area for each individual fire were assigned based on our BehavePlus analyses; fuel model assignments were tied to the dominant vegetation for each polygon based on the Zlatograd forestry department’s vegetation data. Additional canopy variables (canopy base height, canopy bulk density, and canopy height) that may be included in the landscape file were omitted, as these variables are most important for calculating crown fire spread or the potential for a surface fire to transition to a crown fire. None of the fifteen fires analyzed experienced crown fire.

Tabular weather and wind files for FARSITE were compiled using the weather and wind data from TV Met, Bulgarian meteorological company that included hourly records. Tabular fuel moisture files were created using the fine dead fuel moisture values calculated for the BehavePlus analyses for 1-hr timelag fuels. The 10-hr fuel moisture value was estimated by adding 1% to the 1-hr fuel moisture and the 100-hr fuel moisture was generally calculated by adding 3% to the 1-hr fuel moisture. The live fuel moisture values previously estimated for BehavePlus analyses were used to populate live herbaceous and live woody moisture values.

All simulations performed in FARSITE used metric data for inputs and outputs. An adjustment value was not used to alter rate of spread for standard fuel models, rather custom fuel models were created. Crown fire, embers from torching trees, and growth from spot fires were not enabled.

As an example of one of our successful FARSITE runs, we present the results from a single wildfire that burned in grassland vegetation, for which we developed custom fuel models. This fire occurred on
August 30, 2011, starting at 1400 and ending around 1800, and burned a total area of 0.3 ha. We used the following input parameters to model this small grassland fire in FARSITE:

Fuel moisture values: 6% (1-hr), 7% (10-hr), 9% (100-hr), 45% (live herbaceous), and 75% (live woody);
- Daily maximum temperatures: 17-21°C;
- Daily minimum relative humidity: 24-50% ;
- Winds: generally from the west-southwest at 1-2 km/h.

The fire size as calculated using FARSITE was 0.5 ha, which seems reasonable considering the modeled size would not have included the suppression actions that most likely occurred given the close proximity of a village to this fire figure 3.

From this modeled fire we were able to estimate that grasslands and any grass and shrub covered areas will probably have the need to be further modeled before using as inputs for standard simulations with FARSITE or any similar tool in future. However FARSITE and BehavePlus probably have the need to be further modeled before using as inputs for standard simulations with FARSITE or any similar tool in future. However FARSITE and BehavePlus provided reasonable outputs for future work in the field of fire behavior fuel modeling on the Bulgarian territory. The work done in more details is described in [7],[8],[9],[10].

III. Conclusion

The presented paper was having as main aim to provide a broader view on the tested modeling options for the Bulgarian wild land fires and the achieved results. There are still a lot of issues to be solved in the data preparation phase and the accuracy of the meteorological inputs. However the achieved results after all computations give promising options for future implementation of this modeling tools for more operational use in the responsible authorities first response facilities. With the presented test is given an idea what kind of simulations are more accurate when past wildland fires are modeled. Also the burning materials representations is very crucial which can be seen through the presented examples. This field still need to be more elaborated, but the first results gave good basis on how we can continue our future work.
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Figure 3: FARSITE run for a grassland fire, where size of the fire is very close to the real one, but the shape is different, because of wind information discrepancies.
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Abstract—In combinatorial optimization, the goal is to find the optimal object from a finite set. Since such problems are hard to be solved, usually some metaheuristics is applied. One of the most successful techniques for a number of classes of problems is Ant Colony Optimization (ACO). Some start strategies can be applied, to the ACO algorithms, to improve their performance. Here, the InterCriteria Analysis (ICrA) is applied to the ACO algorithm. On the basis of the ICrA, we examine and analyze the ACO performance according to the different start strategies.

I. INTRODUCTION

The idea for the ACO arises from the way that real ants look for food. The ACO algorithm was proposed, by Marco Dorigo, more than 20 years [6]. Later, several variants and supplements were added, to improve its performance [6]. In [7], various ACO start strategies, which lead to finding better solutions, were proposed.

The InterCriteria Analysis (ICrA) is aiming at going beyond the nature of the criteria involved in a process of evaluation of multiple objects against multiple criteria, and, thus to discover some dependencies between the ICrA criteria themselves [2]. Initially, the ICrA has been applied in temporal, threshold and trends analyses of an economic case-study of EU member states’ competitiveness [4]. Further, the ICrA has been used to discover dependencies between parameters in mathematical models and performance criteria for metaheuristics such as GAs and ACO [1], [9]. Here, the ICrA is applied for analysis of an ACO algorithm, with various start strategies. The Multiple Knapsack Problem (MKP) is used as a test problem. The goal is to analyze the dependence between start strategies and algorithm performance, and correlations between strategies.

II. ACO ALGORITHM WITH START STRATEGIES

Let us consider the ACO algorithm applied to the solution of a problem represented by a graph. Here, the feasible solutions are represented by path in that graph. The solution process "compares the length" of available paths. In every iteration, an ant starts from a random node and creates a solution. If the last selected node is \( u \), the ant selects the next node \( v \), to be included in the path, by applying probabilistic rule called transition probability.

\[
p_{uv} = \frac{\tau_{uv}^\alpha \eta_{uv}^\beta}{\sum_{(u,w) \in E_j} \tau_{uw}^\alpha \eta_{uw}^\beta},
\]

Here, \( \alpha \) and \( \beta \) are transition probability parameters, \( \tau \in (0, 1) \) is a numerical information called pheromone, and \( \eta \) is an heuristic information related to the problem. At the beginning, the value of the pheromone across elements is the same. In each iteration, we update the pheromone, on selected elements of the graph, according to the value of the objective function (elements belonging to the better solutions receive more pheromone than others). The random start is very important for good performance of the ACO algorithm, but for some classes of problems (e.g. subset problems), selection of the starting node can be significant. For better managing the search process we include semi-random start of the ants. Here, the nodes are divided into several subsets. An estimation of how good and how bad is to start from some subset is introduced according the number of good and bad solutions that started from this subset. Assume that \( D_j \) is the estimation of how good it is to start from subset \( j \), and \( E_j \) is the estimation how bad it is to start from subset \( j \) [7].

\[
D_j(i) = \phi(D_j(i-1) + (1 - \phi)F_j(i)),
\]

\[
E_j(i) = \phi(E_j(i-1) + (1 - \phi)G_j(i)),
\]

where \( i \geq 1 \) is the current process iteration and, for each \( j (1 \leq j \leq N) \):

\[
F_j(i) = \begin{cases} f_{j,A}/n_j & \text{if } n_j \neq 0 \\ F_j(i-1) & \text{otherwise} \end{cases},
\]

\[
G_j(i) = \begin{cases} g_{j,B}/n_j & \text{if } n_j \neq 0 \\ G_j(i-1) & \text{otherwise} \end{cases},
\]

\( f_{j,A} \) is the number of the solutions among the best \( A\% \), \( g_{j,B} \) is the number of the solutions among the worst \( B\% \), where \( A + B \leq 100, i \geq 2 \) and \( \sum_{j=1}^{N} n_j = n \), where \( n_j (1 \leq j \leq N) \)
is the number of solutions obtained by ants starting from nodes subset \( j \), \( n \) is the number of ants. Here, initial values of the weight coefficients are: \( D_j(1) = 1 \) and \( E_j(1) = 0 \). Parameter \( \phi \), \( 0 \leq \phi \leq 1 \), shows the weight of the information from the previous iterations and from the last iteration. Several start strategies and combinations between them are proposed. If thresholds for good estimation \( D \) and for bad estimation \( E \) are fixed, the proposed start strategies are as follows [7]:

1. If \( E_j(i)/D_j(i) > E \) then, for current iteration, the subset \( j \) is forbidden. The starting node is randomly chosen from \( \{ j \mid j \text{ is not forbidden} \} \);
2. If \( E_j(i)/D_j(i) > E \) then, for current simulation, the subset \( j \) is forbidden. The starting node is randomly chosen from \( \{ j \mid j \text{ is not forbidden} \} \);
3. If \( E_j(i)/D_j(i) > E \) then, for \( K_1 \) consecutive iterations, the subset \( j \) is forbidden. The starting node is randomly chosen from \( \{ j \mid j \text{ is not forbidden} \} \);
4. Let \( r_1 \in [\frac{1}{2}, 1) \) and \( r_2 \in [0, 1] \) to be random numbers. If \( r_2 > r_1 \), a node from subset \( \{ j \mid D_j(i) > D \} \) is randomly chosen, otherwise a node from the forbidden subsets is randomly chosen. \( r_1 \) is chosen and fixed at the beginning.
5. Let \( r_1 \in [\frac{1}{2}, 1) \) and \( r_2 \in [0, 1] \) to be random numbers. If \( r_2 > r_1 \), a node from subset \( \{ j \mid D_j(i) > D \} \) is randomly chosen, otherwise a node from the not forbidden subsets is randomly chosen. \( r_1 \) is chosen at the beginning and increase with \( r_3 \) every iteration, \( r_3 \in (0, 1) \) is a parameter.

Here \( K_1, K_2 \in [0, \text{number of iterations}] \) is a parameter.

We can apply one of these strategies, or combine some of them. Strategies 1, 2, and 3 can be combined with strategies 4 and 5. When an ant chooses a start node, first applied strategy is one of 1, 2, or 3, after that, strategy 5 or 6 is used. Thus, together with a completely random start, there are 12 strategies that can be applied (see, also [7]).

### III. MULTIPLE KNAPSACK PROBLEM

The start node selection is very important for the subset problems, because only some nodes of the graph of the problem belong to the solution. The Multiple Knapsack Problem (MKP) is a representative of the class of subset problems. It also arises as a sub-problem in a group of more complex problems. Some of important applications that can be formulated as a MKP are cargo loading problems, cutting stock, bin-packing, budget control and financial management. The MKP is also used in a fault tolerance problem [11]. Authors of [5] designed a public cryptography scheme whose security is based on the difficulty of solving the MKP. In [8] two-processor scheduling problems are proposed to be solved as a MKP. Other applications include industrial management, naval, aerospace, computational complexity theory, etc. The MKP can be formulated as follows:

\[
\max \sum_{j=1}^{n} p_j x_j \\
\text{subject to } \sum_{j=1}^{n} r_{ij} x_j \leq c_i, \quad i = 1, \ldots, m \\
x_j \in \{0, 1\}, \quad j = 1, \ldots, n
\]

\[ x_j = \begin{cases} 
1 & \text{iff the object } j \text{ is chosen,} \\
0 & \text{otherwise.} 
\end{cases} \]

where \( m \) are the resources (the knapsacks), \( n \) are the objects, \( p_j \) is a profit of every object \( j \), \( c_i \) (knapsack capacity) is the resource budget, \( r_{ij} \) is the consumption of resource \( i \) by object \( j \). The goal is maximizing the sum of profits for a limited budget.

There are \( m \) constraints in this problem, so the MKP is also called \( m \)-dimensional knapsack problem. Let

\[ I = \{1, \ldots, m\}, J = \{1, \ldots, n\} \]

with \( c_i \geq 0 \) for all \( i \in I \). A well-stated MKP assumes that \( p_j > 0 \), \( r_{ij} \leq c_i \leq \sum_{j=1}^{n} r_{ij} \) for all \( i \in I, \ j \in J \). Note that the \([r_{ij}]_{m \times n}\) matrix and the \([c_i]_m\) vector are both non-negative.

### IV. INTERCriteriA ANALYSIS

Let us be given an Index Matrix (IM, [3]) whose index sets for rows consist of the names of the criteria and for columns of objects. We will obtain an IM with index sets consisting of names of the criteria both for rows and for columns. Elements of this IM correspond to the degrees of “agreement” and degrees of “disagreement” of the considered criteria. The following two points are assumed [10]. (1) All criteria provide an evaluation for all objects and all these evaluations are available. (2) All the evaluations of a given criteria can be compared among themselves. Further, by \( O \), we denote the set of all objects \( O_1, O_2, \ldots, O_n \) being evaluated, and by \( C(O) \) the set of values assigned by a given criteria \( C \) to the objects. Let \( x_i = C(O_i) \). Then the following set can be defined:

\[ C^*(O) \overset{\text{def}}{=} \{ (x_i, x_j) \mid i \neq j \& (x_i, x_j) \in C(O) \times C(O) \} \]

In order to find the degrees of “agreement” of two criteria, the vector of all internal comparisons of each criteria is constructed. This vector fulfills exactly one of the following three relations: \( R, \overline{R} \) and \( \overline{R} \). For a fixed criterion \( C \), and any ordered pair \( \langle x, y \rangle \in C^*(O) \) it is required that: \( \langle x, y \rangle \in R \Leftrightarrow \langle y, x \rangle \in \overline{R}, \langle x, y \rangle \in \overline{R} \Leftrightarrow \langle x, y \rangle \notin (R \cup \overline{R}), R \cup \overline{R} \cup \overline{R} = C^*(O) \).

For a criterion \( C \), let us define a preference matrix between objects 1, 2, . . . , \( n \) so that \( C_{ij} \) is 1 if \( i \) is better than \( j \), -1 if \( i \) is worse than \( j \), and 0 if \( i \) and \( j \) are equivalent or incomparable over criterion \( C \). We determine the degree of “agreement” \( \langle \mu_{C,C} \rangle \) between the two criteria as the proportion of matching components. This can be done in several ways, e.g. by counting the matches or by taking the complement of the Hamming distance. The degree of “disagreement” \( \langle \nu_{C,C} \rangle \) is the proportion of components of opposing signs in the two vectors. The difference \( \pi_{C,C} = 1 - \mu_{C,C} - \nu_{C,C} \) is considered as a degree of “uncertainty”.

### V. NUMERICAL RESULTS

We combined the ICRA with the ACO for different start strategies applied to the MKP [7]. Ten test problems from the”OR-Library” with 100 objects and 10 constraints (available from
were used. The ACO algorithm is applied to various
number of nodes in node subsets. The node subsets consist of
the same number of nodes, namely 1, 2, 4, 5, and 10.

For better understanding of the results, the values of the
\( \mu_{C,C} \), \( \nu_{C,C} \), \( \pi_{C,C} \) of the criteria pairs, are sorted by the
value of the \( \mu_{C,C} \). The list is presented in Tables III and IV.
Table III shows the criteria pair with high degrees of “agreement” (\( \mu_{C,C} \)) and low value for the degree of “disagreement” (\( \nu_{C,C} \)). Table IV shows the criteria pair with high degree of
“uncertainty”. Regarding Tables III and IV we observe that
relations between criterion \( C_1 \) and criteria \( C_5 \) and \( C_6 \) have
the highest value of \( \mu_{C,C} \) (\( \mu_{C,C} = 1 \)), i.e. these criteria are
in strong positive consonance. Henceforth, the ACO algorithm
performs in a similar way with random start and start strategies
in strong positive consonance. Henceforth, the ACO algorithm
performs in a similar way when we apply “any of them”. The criteria
pairs with value of \( \mu_{C,C} = [0.75 - 0.25] \) are in dissonance, i.e. there are no dependencies between these criteria (they are independent). The ACO algorithm with random strategies
and the ACO algorithm with strategies with forbidden regions perform in a very different way, thus we can not find relations
between them.

### VI. Conclusion

In this paper, an ICrA is used with the ACO algorithm, to
establish the relations and dependencies between the ACO
performance and the start strategies. Twelve start strategies are
studied. Part of them disallow some regions of the search
space for one or more iterations. We can conclude that criteria
corresponding to the strategies without forbidden regions are
in positive consonance, as well as the criteria corresponding to
the strategies with forbidden regions. The criteria corresponding
to the strategies with forbidden regions are in dissonance with criteria corresponding to the strategies without forbidden regions.
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### TABLE III: Index matrix for \( \mu_{C,C} \)

<table>
<thead>
<tr>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
<th>( C_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.042</td>
<td>0.016</td>
<td>0.079</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.042</td>
<td>1.000</td>
<td>0.642</td>
<td>0.742</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>0.016</td>
<td>0.642</td>
<td>1.000</td>
<td>0.670</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>0.079</td>
<td>0.742</td>
<td>0.670</td>
<td>1.000</td>
<td>0.079</td>
<td>0.079</td>
</tr>
<tr>
<td>1.000</td>
<td>0.042</td>
<td>0.016</td>
<td>0.079</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.026</td>
<td>0.637</td>
<td>0.889</td>
<td>0.705</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>0.026</td>
<td>0.621</td>
<td>0.884</td>
<td>0.700</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>0.026</td>
<td>0.737</td>
<td>0.695</td>
<td>0.821</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>0.026</td>
<td>0.737</td>
<td>0.695</td>
<td>0.821</td>
<td>0.026</td>
<td>0.026</td>
</tr>
</tbody>
</table>

### TABLE IV: Index matrix for \( \nu_{C,C} \)

<table>
<thead>
<tr>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
<th>( C_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

\[ \text{TABLE II: Index matrix for } \nu_{C,C} \]
### TABLE III: Criteria pairs-I

<table>
<thead>
<tr>
<th>Criteria pairs</th>
<th>$\mu_{C,C'}$</th>
<th>$\nu_{C,C'}$</th>
<th>$\pi_{C,C'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1 - C_5$</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_1 - C_6$</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_5 - C_6$</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_1 - C_{12}$</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_9 - C_{10}$</td>
<td>0.984</td>
<td>0.016</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_3 - C_9$</td>
<td>0.889</td>
<td>0.079</td>
<td>0.032</td>
</tr>
<tr>
<td>$C_3 - C_{10}$</td>
<td>0.889</td>
<td>0.079</td>
<td>0.032</td>
</tr>
<tr>
<td>$C_2 - C_7$</td>
<td>0.826</td>
<td>0.095</td>
<td>0.079</td>
</tr>
<tr>
<td>$C_2 - C_8$</td>
<td>0.826</td>
<td>0.095</td>
<td>0.079</td>
</tr>
<tr>
<td>$C_4 - C_{11}$</td>
<td>0.821</td>
<td>0.084</td>
<td>0.095</td>
</tr>
<tr>
<td>$C_4 - C_{12}$</td>
<td>0.821</td>
<td>0.084</td>
<td>0.095</td>
</tr>
<tr>
<td>$C_7 - C_{13}$</td>
<td>0.800</td>
<td>0.137</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_7 - C_{12}$</td>
<td>0.800</td>
<td>0.137</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_6 - C_{11}$</td>
<td>0.800</td>
<td>0.137</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_6 - C_{12}$</td>
<td>0.800</td>
<td>0.137</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_4 - C_7$</td>
<td>0.758</td>
<td>0.137</td>
<td>0.105</td>
</tr>
<tr>
<td>$C_4 - C_8$</td>
<td>0.758</td>
<td>0.137</td>
<td>0.105</td>
</tr>
<tr>
<td>$C_9 - C_{11}$</td>
<td>0.753</td>
<td>0.205</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_4 - C_{12}$</td>
<td>0.753</td>
<td>0.205</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_{10} - C_{11}$</td>
<td>0.747</td>
<td>0.211</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_{10} - C_{12}$</td>
<td>0.747</td>
<td>0.211</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_2 - C_4$</td>
<td>0.742</td>
<td>0.137</td>
<td>0.121</td>
</tr>
<tr>
<td>$C_2 - C_{11}$</td>
<td>0.737</td>
<td>0.195</td>
<td>0.068</td>
</tr>
<tr>
<td>$C_2 - C_{12}$</td>
<td>0.737</td>
<td>0.195</td>
<td>0.068</td>
</tr>
<tr>
<td>$C_4 - C_9$</td>
<td>0.705</td>
<td>0.189</td>
<td>0.105</td>
</tr>
<tr>
<td>$C_4 - C_{10}$</td>
<td>0.700</td>
<td>0.195</td>
<td>0.105</td>
</tr>
<tr>
<td>$C_3 - C_{11}$</td>
<td>0.695</td>
<td>0.263</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_3 - C_{12}$</td>
<td>0.695</td>
<td>0.263</td>
<td>0.042</td>
</tr>
<tr>
<td>$C_5 - C_9$</td>
<td>0.695</td>
<td>0.242</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_5 - C_6$</td>
<td>0.695</td>
<td>0.242</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_5 - C_{10}$</td>
<td>0.679</td>
<td>0.258</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_7 - C_{10}$</td>
<td>0.679</td>
<td>0.258</td>
<td>0.063</td>
</tr>
<tr>
<td>$C_3 - C_4$</td>
<td>0.670</td>
<td>0.237</td>
<td>0.084</td>
</tr>
<tr>
<td>$C_3 - C_7$</td>
<td>0.655</td>
<td>0.295</td>
<td>0.053</td>
</tr>
<tr>
<td>$C_3 - C_8$</td>
<td>0.653</td>
<td>0.295</td>
<td>0.053</td>
</tr>
<tr>
<td>$C_2 - C_3$</td>
<td>0.642</td>
<td>0.300</td>
<td>0.058</td>
</tr>
<tr>
<td>$C_2 - C_9$</td>
<td>0.637</td>
<td>0.295</td>
<td>0.068</td>
</tr>
<tr>
<td>$C_2 - C_{10}$</td>
<td>0.621</td>
<td>0.311</td>
<td>0.068</td>
</tr>
</tbody>
</table>
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Abstract—Following the long-term goal of substituting conventional power generation with cleaner energy will lead to an integration of a large share of small energy generation units imposing large problem sizes for coordination. The expected huge number of entities leads to a need for new techniques reducing the computational effort for coordination. Predictive scheduling is a frequent task in energy grid control. For a number of energy resources, schedules have to be found that fulfill several objectives at the same time. Considering day-ahead scenarios with 96-dimensional schedules imposes additional challenges to this already hard combinatorial problem. We explore the effects of reducing complexity by partitioning the data domain of the optimization problem for a sequential approach that integrates energy models for constraint handling directly into the optimization process. We explore the effects of different partitioning schemes and evaluate the trade-off between accuracy and effort with several simulation studies.

I. INTRODUCTION

Despite being environmentally friendly and sustainable, the increasing amount of renewable electricity generation has a major drawback. In contrast to conventional power plants, the generation from e.g. solar and wind power can neither be predicted with high accuracy nor scheduled precisely. Furthermore, as storage of electrical energy is a rather difficult and expensive task, balancing supply and demand in the grid in real-time is one of the most important functions of power system control centers. Thus, to incorporate renewables accordingly, methods have to be established that can compensate for the missing flexibility of those energy sources. For instance, controlling flexible loads to use electrical power in times of high availability (i.e. high wind or solar radiation) can help using renewable power more efficiently [1].

From an algorithmic perspective, the task of scheduling energy units can be seen as combinatorial optimization problem: For each unit (i.e. controllable loads and generators), an optimal schedule has to be found such that for every time interval of a predefined planning horizon, a specific amount of electrical power (positive or negative) is assigned. A combination of schedules is optimal if the aggregated power equals a target profile that is given by the use case. For example, given the inverse of a predicted feed-in time series for wind and photovoltaic power plants as target profile, an optimal schedule assignment for the controllable energy units would lead to a perfect balancing of supply and demand in the considered system at each interval of the prediction horizon.

Another use case is the operation of a virtual power plant (VPP): Given a target power profile that is to be offered in an energy market, the members of the VPP must collaborate in such a way that the VPP as a whole will produce the target profile. From the outside perspective, no difference between a VPP and a classical power plant would be evident [1].

However, the schedule optimization task becomes hard to solve in the presence of device-specific restrictions. Many flexible generators and loads are controllable in principle, but at the same time have to obey specific individual constraints. For instance, a cogeneration plant (e.g. a combined heat and power plant, CHP) produces thermal and electrical power simultaneously. As the generation of those two forms of power are strictly coupled within the unit and the use of the heat is subject to further restrictions such as the size of an attached thermal buffer storage, the electrical generation is severely confined as well [2], [3]. Due to such constraints, many established optimization algorithms cannot be applied to this task. For instance, meta-heuristics like evolutionary algorithms or simulated annealing are not able to cope with constraints per se and would have to be tailored specifically for the actual use case and the involved energy units.

In [4], a method has been introduced that is able to transform a problem with restrictions into a restriction-free representation using a machine learning approach. This so-called "support vector decoder model" allows generic optimization algorithms to operate in a restriction-free representation of the constrained search space of the original optimization problem. The method has been successfully applied to the schedule optimization problem [3]. In this context, the influence of the length of the planning horizon on solution quality became apparent: Usually, the method is applied to representations of the planning horizon as a whole by interpreting feasible schedules of energy units as elements to the combinatorial problem. However, the longer the planning horizon (and the schedules, consequently), the lower the solution quality of the employed optimization algorithms. At first glance, this may seem like an inherent restriction of the problem to solve. But interestingly, preliminary experiments indicated a potentially increasing solution quality when the optimization algorithm is applied in a successive manner to sequential partitions of the planning horizon. Thus, the objective of this paper is to explore the potential benefit of partitioning the search space...
of the given combinatorial problem in the data domain in combination with sequential optimization of the individual data partitions.

In Section II, the motivating optimization problem as well as the support vector decoder model are briefly recapped from previous works. Following, Section III first revisits relevant related work in the field of high-dimensionality optimization strategies before describing the introduced concept of data partitions for the considered combinatorial problem in more detail. Section IV then evaluates the approach by employing a simulation study in the aforementioned application domain. Finally, Section V concludes the paper.

II. METHODOICAL BACKGROUND

We start with some preliminary definitions. First, let \( \mathcal{U} \) be the set of DER units in the VPP and \( \mathcal{Z} \) be the set of operational states of unit \( U \). We regard the schedule of an energy unit as a vector \( p = (p_1, \ldots, p_d) \in \mathbb{R}^d \) of mean power \( p_i \) generated (or consumed) during the \( i \)-th time interval. The starting time and the width of a time interval (today usually 15 minutes) have been defined separately and have no effect on this representation. For the used support vector decoder it is advantageous to use schedules with scaled power values [5]. Scaling is done according to respective minimum \((p_{\min})\) and maximum \((p_{\max})\) nominal active power output (or input):

\[
\rho : \mathbb{R}^d \rightarrow \mathcal{X} \subset [0, 1]^d
\]

\[
p \mapsto x = \rho(p), \text{with } x_i = \frac{p_i - p_{\min}}{p_{\max} - p_{\min}}; \tag{1}
\]

For this paper we go with the example of predictive scheduling for active power planning in day-ahead scenarios (not necessarily 24 hours but for some given future period).

One of the crucial challenges in operating a VPP arises from the complexity of the scheduling task due to the large amount of (small) energy units in the distribution grid [6]. In the following, we consider predictive scheduling, where the goal is to select exactly one schedule \( x_i \) for each energy unit \( U_i \) from a search space of feasible schedules with respect to a future planning horizon, such that a global objective function (e.g. a target power profile for the VPP) is optimized by the sum of individual contributions [7]. A basic formulation of the scheduling problem is given by

\[
\delta \left( \sum_{i=1}^{m} x_i \zeta \right) \rightarrow \min \tag{2}
\]

such that

\[
x_i \in \mathcal{F}(U_i) \forall U_i \in \mathcal{U}. \tag{3}
\]

In equation (2) \( \delta \) denotes an (in general) arbitrary distance measure for evaluating the difference between the aggregated schedule measure for the group and the desired target schedule \( \zeta \). Without loss of generality, in this contribution we use the Euclidean distance \( || \cdot ||_2 \). To each energy unit \( U_i \) exactly one schedule \( x_i \) has to be assigned. The desired target schedule is given by \( \zeta \). \( \mathcal{F}(U_i) \) denotes the individual set of feasible schedules that are operable for unit \( U_i \) without violating any (technical) constraint. Solving this problem without unit independent constraint handling leads to specific implementations that are not suitable for handling changes in VPP composition or unit setup without having changes in the implementation of the scheduling algorithm [8].

In [9] a so called support vector decoder has been introduced. Basically, a decoder is a constraint handling technique that gives an algorithm hints on where to look for feasible solutions. It imposes a relationship between a decoder solution and a feasible solution and gives instructions on how to construct a feasible solution [10]. For example, [11] proposed a homomorphous mapping between an \( n \)-dimensional hyper cube and the feasible region in order to transform the problem into a topological equivalent one that is easier to handle. In order to be able to derive such a decoder mapping automatically from any given energy unit model, [9] developed an approach based on a support vector model [5]. We will briefly describe this method.

The basic idea is to start with a set \( \mathcal{X} = \{x_i\}_n \) of feasible example schedules derived from the simulation model of an energy unit and use this sample as a stencil for the region (the sub-space in the space of all schedules) that contains only feasible schedules. The set \( \mathcal{X} \) can be easily generated after a sampling method from [12]. The schedule sample is then used as a training set for a support vector based machine learning approach [13] that derives a geometrical description of the sub-space that contains the given data (in our case: the feasible schedules). Given a set of data samples, the inherent structure of the scope of action of a unit where the data resides in can be derived as follows: After mapping the data to a high dimensional feature space by means of an appropriate kernel, the smallest enclosing ball in this feature space is determined. When mapping back this ball to data space, it forms a set of contours (not necessarily connected) enclosing the given data sample. An in-depth discussion can be found e.g. in [13].

At this point, the set of alternatively feasible schedules of a unit is represented as pre-image of a high-dimensional ball \( \mathcal{S} \). Figure 1 shows the situation. This representation has some advantageous properties. Although the pre-image might be some arbitrary shaped non-continuous blob in \( \mathbb{R}^d \), the high-dimensional representation is still a ball and thus geometrically easier to handle (right hand side of figure 1). The relation is as follows: If a schedule is feasible, i.e. can be operated by the unit without violating any technical constraint, it lies inside the feasible region (grey area on the left hand side in figure 1). Thus, the schedule is inside the pre-image (that represents the feasible region) of the ball and thus its image in the high-dimensional representation lies inside the ball. An infeasible schedule (e.g. \( x \) in Fig. 1) lies outside the feasible region and thus its image \( \Psi_x \) lies outside the ball. But we know some relations: the center of the ball, the distance of the image from the center and the radius of the ball. Hence, we can move the image of an infeasible schedule along the difference vector towards the center until it touches the ball. Finally, we calculate the pre-image of the moved image \( \Psi_x \) and get a schedule at the boundary of the feasible region: a
repaired schedule $x^*$ that is now feasible. We do not need a mathematical description of the original feasible region or of the constraints to do this. The decoder that does this is derived directly from the training set $X$ generated from the respective simulation model. More sophisticated variants of transformation are e.g. given in [4]. For a detailed description of the support vector decoder approach we refer to [4]. Formally, we have a mapping (the decoder $\gamma$)

$$\gamma : [0,1]^d \to \mathcal{F} \subseteq [0,1]^d \quad x \mapsto \gamma(x)$$

that transforms any given (maybe in-feasible) schedule into a feasible one. Thus, we are able to transform the scheduling problem given Eq. (2) into an unconstrained formulation.

With these preliminaries in constraint handling we can now reformulate our optimization problem as

$$\delta \left( \sum_{i=1}^{m} \rho_i^{-1} \circ \gamma(x_i), \zeta \right) \to \min,$$  

(5)

where $\gamma_i$ is the decoder function of unit $i$ that produces feasible, scaled schedules from $x \in [0,1]^d$ and $\sigma_i^{-1}$ scales them unit specific entrywise to correct active power values (inverse to Eq. (1)) resulting in schedules that are operable by that unit. Please note, that this is a constraint free formulation.

With this problem formulation, many standard algorithms for optimization can be easily adapted as there are no constraints (apart from a simple box constraint $x \in [0,1]^d$) to be handled and no domain specific implementation (regarding the energy units and their operation schedules) has to be integrated.

Equation (5) is used as a surrogate objective to find the solution to the constrained optimization problem equation (2).

Using a decoder fairly eases the implementation of a solver because no complex constraints have to be considered. On the other hand, such a decoder may introduce additional complexity into the optimization problem by the transformation. For this reason, we scrutinized the fitness landscapes of both problems (untransformed and transformed) to gain insight into the problem structure with means from standard fitness landscape analysis [14]. Indeed, our findings indicate a slightly growing in complexity by an increased ruggedness with a growing number of local minima [15]. But, this situation can be easily countered by using a heuristics that copes well with rugged non-linear problems like Simulated Annealing (SA).

Simulated Annealing [16] is an established Markov Chain Monte Carlo Method (MCMC) for non-linear optimization. It mimics a physical cooling process. In general, MCMC methods are an effective tool for statistical sampling applied to optimization problems [17]. The basic idea is a Markov Process that samples a target probability distribution $\pi(x) = \frac{1}{z} e^{-E(x)}$ with $z$ as a problem specific normalization parameter and $E$ measuring the error of the optimization objective. Originally, the method has been mainly applied to physical problems finding a minimum energy state and thus $E$ is sometimes still written Hamiltonian $\mathcal{H}$, e.g. in [18]. We will use the term $E$. In this process a new state $\sigma_{t+1}$ is generated from $\sigma_t$ by drawing from a proposal transition distribution $Q(\sigma_{t+1}|\sigma_t)$ [19], [20]. The new state is accepted with probability

$$A(\sigma_t \to \sigma_{t+1}) = \min \left(1, \frac{\pi(\sigma_{t+1}) Q(\sigma_{t+1}|\sigma_t)}{\pi(\sigma_t) Q(\sigma_t|\sigma_{t+1})} \right).$$  

(6)

The proposal distribution $Q$ is a free parameter and must be adjusted to the individual problem at hand. Starting from a random initial state $\sigma_0$, the process needs a while to reach equilibrium and independence from $\sigma_0$. After this burn-in phase the samples represent the target distribution $\pi$.

In systems with deep local minima the process can be trapped without escape in reasonable time. This waiting time dilemma [21] is due to a stringent requirement for equilibrium. To escape, the process must generate subsequent states with higher energy and the probability for such a move declines roughly exponentially with the energy differences that has to be overcome. Thus, the expected waiting time for such escape grows also exponentially. For high-dimensional problems like the one that we scrutinize here, this problem is even more prevalent [21]. Several techniques have been proposed to overcome the problem of getting trapped, e.g. [22], [21], [23]; one is the concept of Simulated Annealing (SA).

SA introduces a variable temperature $T$ into the target distribution: $\pi(x) = \frac{1}{z} e^{-E(x)/T}$. The effect is that the Markov Chain may escape local minima easier at a higher temperature.

The general idea of Simulated Annealing is to interpret the fitness landscape of an optimization problem as a thermodynamic system with the objective function $E(x)$ denoting the error interpreted as the energy level of a proposed solution $x$. Initially, the system is at a high temperature. During the Markov process, the system is gradually cooled down to the ground state with the global energy minimum.

Algorithm 1 shows the basic flow within our SA with integrated decoder. This integration has first been proposed in [15]. By mimicking a cooling process, temporarily worse solutions are allowed – depending on temperature and difference in solution quality – in order to escape local minima. In our approach, a solution is described by two matrices $X_{ij}$ and $M_{ij}$ denoting for each energy unit $i$ and for each time interval
j of the schedule a scaled active power value in \([0, 1]\). In many objective scenarios, indicator values that describe the schedule with respect to different objectives might additionally be prevalent. For demonstration purposes, we stick with the single objective case here. In this sense, each row within the matrix is the schedule for one of the units. \(X\) contains schedules from the unconstrained search space (hypercube \([0, 1]^d\) not further constrained by technical issues from the units’ operations). \(X\) is initialized with random values. \(M\) concurrently holds the respective feasible values generated by the support vector decoder: \(M_i = \gamma_i(X_i)\). Thus, \(M\) always represents a feasible (scaled) solution to the problem.

\(X\) and \(M\) represent the genotype and phenotype of a solution respectively. In each iteration of the SA exactly one schedule \(x\) from \(X\) is randomly chosen and mutated. Modification is done at a randomly chosen element \(x_k\) by adding a random value \(p \sim N(0, 1)\):

\[
x_k \left\{ \begin{array}{ll}
x_k + p & \text{if } x_k + p > 1 \\
x_k + p & \text{else}
\end{array} \right.
\]

(7)

Additionally, it can be useful especially for high-dimensional schedules to allow mutations at more than one element at a time. Only this mutated schedule has to be mapped by the respective decoder in order to keep \(M\) consistent with \(X\).

The system evolves as follows: at each temperature level \(T^t\) a Markov chain samples \(E(x)\). \(M\) always represents a feasible, mutated solution that can be evaluated by Eq. (5). The new proposal solution part \(x^{t+1}\) is accepted (according to the Metropolis-Hastings criterion) with probability

\[
A(x^t \rightarrow x^{t+1}) = \min \left(1, e^{\frac{-\Delta E}{T}}\right),
\]

(8)

with \(\Delta E = E(x^{t+1}) - E(x^t)\). In each iteration, temperature \(T^t\) is updated with cooling rate \(\lambda \in [0, 1]: T^{t+1} = \lambda \cdot T^t\).

**Algorithm 1** Basic scheme for the Simulated Annealing step (with integrated support vector decoder).

1. \(X_{ij} \leftarrow x_i \sim U(0, 1)^d, 1 \leq i \leq n\)
2. \(M_{ij} \leftarrow \gamma_i(X_i), 1 \leq i \leq n\)
3. \(\theta \leftarrow \theta_{\text{start}}\)
4. while \(\theta < \theta_{\text{min}}\) do
5. choose random \(k \); \(1 \leq k \leq n\)
6. \(x^* \leftarrow X_k\)
7. mutate\((x^*)\)
8. \(M^* \leftarrow M; M^*_j = \gamma_k(x^*)\)
9. if \(e^{\frac{-\Delta E}{T^t}} > r \sim U(0, 1)\) then
10. \(M \leftarrow M^*; X_k \leftarrow x^*\)
11. end if
12. \(T \leftarrow \text{cooling}(T)\)
13. end while

A major advantage of this approach is the anytime property: at any time, a feasible solution exists. The Markov chain may evolve in \([0, 1]^d\) without taking care of technical constraints of the individual energy units. The decoder guarantees (apart from minor inaccuracies that might easily be corrected [4]) the feasibility of the solution.

**III. PARTITIONING THE SEARCH SPACE**

By employing the support vector decoder approach in combination with a heuristic solver for the optimization problem as described in the previous section, we are able to solve the scheduling problem for energy units efficiently without needing to adapt any part of the process to unit-specific properties such as technical constraints. The whole process is visualized in Algorithm 2. The resulting matrix \(M\) comprises \(m\) rows and \(d\) columns, where the \(i\)th row vector represents the chosen schedule for energy unit \(U_i\) (for the remaining symbol definitions refer to Section II).

**Algorithm 2** Predictive Scheduling

1. \(m \leftarrow \text{amount of energy units}\)
2. \(n \leftarrow \text{sample size per energy unit}\)
3. \(d \leftarrow \text{length of planning horizon}\)
4. for all energy unit \(U_i \in U\) do
5. \(s_i \leftarrow \text{predicted state of } U_i \text{ at the beginning of the planning horizon}\)
6. repeat
7. initialize simulation model for \(U_i\) with \(s_i\)
8. simulate feasible schedule of length \(d\)
9. until \(F(U_i)\) contains \(n\) feasible schedules
10. scale sample \(F(U_i)\) using \(\rho_i\)
11. calculate support vector model \(S_i\)
12. build support vector decoder \(\gamma_i\)
13. end for
14. return \(M \leftarrow \left(\sum_{i=1}^{m} \rho_i^{-1} \circ \gamma(x_i), \zeta \to \min\right)\)

In the considered application domain, predictive planning is commonly done for day-ahead planning horizons, i.e. \(d\) corresponds to 24 hours with a schedule resolution of 15 minutes. In our problem formulation, this yields a 96-dimensional search space for each energy unit. Due to the curse of dimensionality [24], this may introduce significant negative effects. For instance, with larger problem dimensions, the required amount of training data for the support vector model increases exponentially [25]. This affects both the generation of feasible schedule samples via simulation, as well as learning the support vector models from these samples. Moreover, solving the optimization problem itself gets more time-consuming due to combinatorial explosion. Finally, as the support vector decoder model is based on approximation, mapping accuracy deteriorates with larger dimensions. This may lead to infeasible schedules being misleadingly recognized as feasible.

According to [26], strategies to circumvent the curse of dimensionality in such a case can be categorized as follows:

- **Decomposition**: Given that the problem is separable, decomposition subdivides the problem into smaller parts that are easier to solve.
• Screening: Less significant and redundant decision variables/dimensions are pruned from the problem description in order to reduce dimensionality.
• Mapping: The problem is mapped to a representation comprising less dimensions. For example, by exploiting correlations between variables in the original space, a mapping can be designed that yields a correlation-free space with less dimensions.
• Space Reduction: Using expert knowledge, parts of the search space are excluded from optimization.
• Visualization: An expert prunes insignificant parts of the search space using visualization techniques for high-dimensional data. In contrast to Space Reduction, this is done interactively during the optimization process.

For the considered support vector decoder approach, the strategies Screening, Visualization, and Space Reduction with expert’s help are inappropriate, as they rely on specific knowledge about the individual problem instance to solve, which contradicts the main motivation for our approach. Because neighbouring values in the unit schedules are often quite similar (i.e. the gradient between two time intervals is usually rather small) and thus show some correlation, Mapping might be applicable. After optimization, however, the resulting low-dimensional power profile would have to be inversely mapped to a feasible high-dimensional schedule again, which would introduce further problems.

Finally, Decomposition offers a viable solution. We cannot split the problem along the $m$ axis with respect to the result matrix $M$ in Algorithm 2 (i.e. by optimizing over disjunct sets of energy units), because in each time step along the $d$ axis, the schedule selections of all participating units have to be regarded in order to minimize $\delta$. On the other hand, the problem formulation might allow us to optimize over each time step along the $d$ axis independently: If the employed distance measure $\delta$ is a metric, it gets minimal if the individual distances along the $d$ axis are minimal. This holds true for the Euclidean distance $\| \cdot \|_2$ we are using in this paper. Therefore, from the optimization point of view, the given problem seems to be separable along the $d$ axis. Formally, we define such a partitioning of the search space as

$$\pi : \mathbb{N}^2 \rightarrow \mathbb{N}$$

$$(d, j, k) \mapsto l = \pi(d, j, k),$$

where $l = \pi(d, j, k)$ denotes the length of the $j^{th}$ partition along the $d$ axis. The parameter $k$ may hold arbitrary implementation-specific values (cf. the equidistant partitioning below). For a partitioning to be valid, the concatenation of all generated partitions must yield the whole planning horizon:

$$\sum_{j=1}^{\infty} \pi(d, j, k) = d$$

Moreover, for convenience we require

$$\forall i : \pi(d, j, k) = 0 \Rightarrow \pi(d, j + 1, k) = 0,$$

i.e. as soon as the partitioning function yields the first zero partition, every following partition must be zero as well. Using this rather general definition of $\pi$, we may now define different partitioning strategies. For example, the equidistant partitioning subdivides the planning horizon into $k$ partitions of equal size

$$\pi_{eq}(d, j, k) = \begin{cases} \left\lfloor \frac{d}{k} \right\rfloor & \text{if } j \leq k \land j \leq d \mod k, \\ \left\lceil \frac{d}{k} \right\rceil & \text{if } j \leq k \land j > d \mod k, \\ 0 & \text{else.} \end{cases}$$

Figure 2 shows an example for this partitioning with $d = 16$ and $k = 4$. There are many other possible partitioning strategies, ranging from simple arithmetic fragmentations to more sophisticated strategies involving expert knowledge about the use case at hand (i.e. the structure of the target profile or the $\delta$ function). A particular promising approach is the entropy partitioning, which exploits the entropy in the feasible schedule samples to determine intervals of high vs. low flexibility in the units’ scopes of actions, and partitions the search space accordingly. But in order to remain maximally independent from such expert knowledge, we go with the example of equidistant partitioning in the remainder of this paper.

In order to implement a partitioning scheme like e.g. the equidistant partitioning in our approach, we have to extend Algorithm 2. Special care has to be taken regarding the simulation of feasible schedules: Originally, in Algorithm 2, each simulation model was initialized with the state of the energy unit right at the beginning of the planning horizon, and was executed for $d$ time steps, such that each schedule sample exactly covers the planning horizon. Using partitions, however, schedule samples cannot be generated beforehand for the whole planning horizon. In order to identify a unit’s flexibility for a certain partition, the exact state of the unit at the beginning of this partition has to be known. Thus, before being able to process a partition, we have to assign fixed schedules to the units for the preceding partition. As a consequence, the overall process ranging from schedule simulation to solving the optimization problem has to be executed for each partition separately. This ensures that, after the process finished for all partitions, the concatenated result schedules are feasible overall. On the other hand, with this approach we achieve a reduction of the design space (without expert knowledge as proposed in [26]) as every subsequent optimization process is already tackled to a fixed operational state of each unit at the beginning of a partition. The resulting process is visualized in Algorithm 3.

IV. EVALUATION

The objective of this paper is to explore the potential benefit of partitioning the search space of the given combinatorial

![Equidistant partitioning for $d = 16$ and $k = 4$.](image)
Algorithm 3 Predictive Scheduling with Partitioning

1: \( m \leftarrow \) amount of energy units
2: \( n \leftarrow \) sample size per energy unit
3: \( d \leftarrow \) length of planning horizon
4: for all energy unit \( U_i \in \mathcal{U} \) do
5: \( s_i \leftarrow \) predicted state of \( U_i \) at the beginning of the planning horizon
6: end for
7: \( j \leftarrow 1 \)
8: \( k \leftarrow \) implementation specific value
9: while \( \pi(d, j, k) \neq 0 \) do
10: for all energy unit \( U_i \in \mathcal{U} \) do
11: \hspace{1em} repeat
12: \hspace{2em} initialize simulation model for \( U_i \) with \( s_i \)
13: \hspace{2em} simulate feasible schedule of length \( \pi(d, j, k) \)
14: \hspace{2em} until \( \mathcal{F}(U_i) \) contains \( n \) feasible schedules
15: \hspace{1em} scale sample \( \mathcal{F}(U_i) \) using \( \rho_i \)
16: \hspace{1em} calculate support vector model \( S_i \)
17: \hspace{1em} build support vector decoder \( \gamma_i \)
18: end repeat
19: \( M^j \leftarrow \left\{ \delta \left( \sum_{i=1}^{m} \rho_i^{-1} \circ \gamma(x_i), \zeta \right) \rightarrow \min \right\} \)
20: for all energy unit \( U_i \in \mathcal{U} \) do
21: \hspace{1em} run simulation model for \( U_i \) using schedule \( x_i \)
22: \hspace{1em} \( s_i \leftarrow \) predicted state of \( U_i \) after running \( x_i \)
23: end for
24: \( j \leftarrow j + 1 \)
25: end while
26: return \( M \leftarrow [M^j] \)

problem in the data domain, followed by sequential optimization of the individual partitions. In the previous section, a partitioning framework has been introduced for this, along with a detailed description of the according optimization process chain. In order to evaluate the proposed approach with respect to the objective, a simulation study has been conducted.

A. Simulation Setup

Following the considered example use case, we set up a simulated virtual power plant for active power planning in day-ahead scenarios, comprising CHP units with an 8001 thermal buffer store each. We used the simulation model of an EcoPower CHP as described in [3]. For each of those devices, the thermal demand for a four-family house during winter was simulated. The devices were operated in heat driven operation and thus primarily had to compensate the simulated thermal demand. Additionally, after shutting down, a device would have to stay off for at least two hours. However, due to their thermal buffer store and the ability to modulate the electrical power output within the range of \([1.3, 4.7]\), the devices still have some flexibility available.

For the generation of feasible schedule samples, a successive sampling strategy was employed: Instead of guessing whole schedules and checking feasibility afterwards (using a device’s simulation model), which leads to large rejection rates, a period-wise guessing in combination with partial feasibility checks is applied repeatedly to construct feasible schedules in a successive manner, cf. [12]. Preliminary experiments indicated 200 as an adequate size for \( \mathcal{F}(U_i) \), so we set \( n = 200 \) in the present study.

The planning horizon was set to \( d = 96 \) time intervals, i.e. 24 hours in 15 minute resolution, which is a common use case in the application domain. As motivated in the previous section, we employ the equidistant partitioning function \( \pi_{eq} \) in this study. Regarding the parameter \( k \), which defines the length of the partitions and thus inversely determines the number of partitions to be generated according to (12), several experiments with \( k \in [1, 96] \) have been conducted. For instance, \( k = 1 \) yields 96 partitions of length 1, while \( k = 96 \) corresponds to a single partition of length 96, i.e. no partitioning at all. This way, the influence of a partitioning on the optimization can be explored in a structured manner.

While \( k \) represents the primary influence factor in our study, other parameters may cause relevant interaction effects. Here, especially the magnitude of the problem size along the \( m \) axis (i.e. the number of energy units in the VPP, cf. Section III) is of particular interest, as it affects the problem complexity for each partition likewise. Similarly, different target profiles \( \zeta \) have to be examined with respect to the units’ available flexibilities. For example, a target profile might turn out to be easily realizable due to well matching schedule options in the units’ search spaces, or vice-versa. The question arises whether this influences the potential benefit of a partitioning, and how a partitioning should be done in order to gain optimal results.

In all experiments, we used the Simulated Annealing solver as outlined in Section II. Each examined parameter configuration was simulated 100 times, so that the results can be interpreted with statistical soundness.

B. Results

The evaluation focuses on solution quality, which is calculated as remaining error after optimization:

\[
\delta \left( \sum_{i=1}^{m} \rho_i^{-1}(x_i), \zeta \right), \quad x_i \in M
\]  

(13)

where \( M \) denotes the \( m \times d \) schedule matrix after all partitions have been processed (line 26 in Algorithm 3). In the following, results are visualized as box-charts, where the box spans from the upper to the lower quartile of the data. The median is shown as horizontal line within a box, whereas the whiskers span over 1.5 × the interquartile range. Outliers are illustrated by circle markers.

First of all, the general influence of different \( k \) values (i.e. different partition sizes) is examined. As already stated in the introduction, preliminary experiments indicated a potentially increasing solution quality when the optimization algorithm is applied in a successive manner to sequential partitions of the planning horizon. For a more thorough analysis, we conducted 100 simulations for each \( k \in \{2, 8, 24, 48, 96\} \). The results are visualized in Figure 3. The optimization error clearly decreases with more and thus smaller partitions (from right to left in the figure). Comparing the extreme points, the partitioning even
allows approaching the theoretical optimum $\delta = 0$ when the partitions are generated as small as possible ($k = 2$; despite a few outliers, the box is squashed to a single line at $\delta = 0$), while the no-partitioning case yields the worst results most of the time ($k = 96$).

These results support our hypothesis strikingly, but they originate from a single experiment configuration only: On the one hand, a fixed number of energy units was involved, $m = 10$. On the other hand, the target profile $\zeta$ was generated by aggregating randomly chosen sample schedules (one for each energy unit) at the beginning of each experiment run. This way, $\zeta$ formed an “easy” target, because the energy units were able to approach it optimally in principle. In the following, we will vary this configuration in these two aspects, in order to gain more insights into the involved effects.

1) Interaction with the Number of Energy Units: In the considered application use-case of predictive scheduling for active power planning in day-ahead scenarios, virtual power plants may comprise different amounts of energy units, depending on e.g. regional conditions. From the optimization point of view, this corresponds to the problem size along the $m$ axis. In a partitioned setting (i.e. $k < d$), each subproblem is of size $m \times k$. Hence, $m$ affects the problem complexity for each partition likewise. To reveal possible interactions with the magnitude of $k$, the previous experiment with $k \in \{2, 8, 24, 48, 96\}$ was repeated for $m \in \{2, 5, 10, 25\}$. Figure 4 visualizes the results. Similar to Figure 3, the optimization error generally decreases with smaller partitions. Within each block, however, different effects with respect to the magnitude of $m$ are visible: For the case of small partitions, the optimization error is lower with larger values of $m$, while this trend reverses for large partitions. As this is based on the absolute error, which is naturally different for varying magnitudes of $m$, Figure 5 complementarily shows the same results against the normed optimization error with respect to the number of units, i.e. the remaining error per energy unit. Here, the trend towards a lower error for small partitions is again clearly visible, whereas the magnitude of $m$ results in a change of the slope for this trend. Concluding, $m$ seems to affect the problem complexity as a whole only, and does not seem to interact with the partition size $k$.

2) Interaction with the Target Profile: In active power planning, usually an application-specific target profile is given. For instance, in day-ahead energy market scenarios, a target profile would be chosen such that the economic outcome of the VPP is maximized. In contrast, in supply-demand-matching scenarios, the target profile might be e.g. a constant zero value, such that the considered set of energy units (flexible producers and consumers) can be treated as autonomous energy-wise. While it is advisable to configure VPP and target profile in a matching way, so that the latter is actually a feasible target for the former, not all target profiles are equally easy to realize.

In our study, we abstract from application-specific scenarios as follows. As a first step, a feasible target can be formed by aggregating randomly chosen sample schedules (one for each energy unit). This way, the existence of the theoretical optimum ($\delta = 0$) is guaranteed. We denote this type of target with $\zeta_0$. To generate more difficult target profiles in an easy but structured way, $\zeta_0$ can simply be shifted in magnitude:

$$\zeta_i = \zeta_0 + i$$

Please note that $\zeta$ is a vector, and the summation is performed element-wise, of course. Matching the size of the considered
VPP in the present study, we choose values for $i$ between 0 kW and $\pm 1$ kW in the following experiment, in order to deviate the target profile from “easy to solve optimally” towards “hard to solve optimally”. Thus, as in the previous section, the original experiment with $k \in \{2, 8, 24, 48, 96\}$ was repeated for all $\zeta_i$ with $i \in \{-1, -0.5, -0.25, 0, 0.25, 0.5, 1\}$ in kW. The results are presented in Figure 6. Similar to the results from Figure 4, the general trend of better optimization results with smaller partitions is visible. The case $k = 2$, $i = -1$ is an exception. Here, the optimization was not able to find a feasible schedule at all in the available time. This is due to the very low values in the target profile in combination with a large number of partitions: Due to the independent optimization of individual partitions, the simulated CHP units stay off at the beginning of the planning horizon until the thermal buffer stores are exhausted. At that point in time, however, thermal demand exceeds the available power from the CHPs, so that no feasible schedule cannot be found anymore. With larger partitions, the effect is not present, as the optimization can act anticipatory towards feasibility (i.e. by choosing schedules that lead to a poor optimization error, but in turn form a feasible solution). This effect indicates that a strong partitioning can yield better optimization results if enough flexibility is present, but might also lead to infeasible solutions in extreme cases.

In addition to the general trend regarding the value of $k$, a u-shaped course can be seen within each configuration of the same partition size. In other words, solution quality seems to deteriorate with larger deviations from $\zeta_0$, which is not surprising at all. In order to focus on the interaction between these two effects, Figure 7 visualizes the results in a transposed way, i.e. the deviation $i$ is visualized along the horizontal axis, while the partition sizes $k$ are presented as line charts. For visualization purposes, the shown data comprises mean values only. Furthermore, in this experiment a larger amount of configurations was examined: $k \in \{2, 4, 8, 16, 24, 32, 48, 96\}$ and $|i| \in \{0, 0.25, \ldots, 2\}$. The results reveal an interesting relationship: For smaller target deviations, configurations with smaller partitions yield superior optimization results. In contrast, for larger target deviations, larger partition sizes yield better results.

In summary, the last experiment supports our previous hypothesis: With enough flexibility in a given problem configuration (in terms of feasible solution combinations with respect to the fitness function), the solver significantly benefits from a partitioning. On the other hand, in more difficult problem formulations (i.e. with less flexibility in terms of feasible solutions), the solver cannot cope with a large number of independent partitions.

V. Conclusion

The objective of this paper was to explore the potential benefit of partitioning the search space of the given combinatorial problem in the data domain using the example of predictive scheduling in the smart grid domain. We combined the partitioning approach with a sequential optimization solving each partition successively. Simulation models of different energy units have been integrated directly in the process for handling individual search spaces and operational constraints.

Several methods to cope with the challenge of high dimensionality in optimization problems have been proposed in the past. A good overview on methods for computationally expensive black-box functions (as might be the case when using simulation models for computing objectives) is e.g. given in [26]. Our approach is a mixture of design space reduction and decomposition into sub-problems. To achieve this we have to introduce simulation models as black-boxes into the optimization process for sequentialization. Introducing this sequence of independently solvable sub-problems reduces the overall computationally effort and at the same time reduces the design space so that modeling is more accurate and optimization effort is reduced [26]. At the same time this reduction leads to a limited choice especially for later sub-problems. Sub-space parts of the design space may be missed [26]. On the other hand, with our method, we may focus on the whole sub-space at once without a need for subsequent refinement like in other methods [26].

Our results support the hypothesis of an increasing solution quality when applying the optimization algorithm in a
successive manner to sequential partitions of the planning horizon. For our experiments we mainly used a simulated annealing approach as solver although our results can be generalized to other solvers. In general, any solver benefits for partitioned data domains in predictive scheduling if a problem configuration contains enough flexibility in terms of feasible solution combinations. With decreasing flexibility, additional complexity induced by a growing number of partitions prevails.

So far all simulations have been done with scenarios regarding predictive scheduling. Additional use cases like load balancing can be easily adapted by exchanging the objective functions, as the problem structure is similar to predictive balancing can be easily adapted by exchanging the objective function. In general, any solver benefits for partitioned data domains in predictive scheduling if a problem configuration contains enough flexibility in terms of feasible solution combinations. With decreasing flexibility, additional complexity induced by a growing number of partitions prevails.
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Abstract—Many real-life applications involve systems that change dynamically over time. Thus, throughout the continuous operation of such a system, it is required to compute solutions for new problem instances, derived from previous instances. Since the transition from one solution to another incurs some cost, a natural goal is to have the solution for the new instance close to the original one (under a certain distance measure). We study reoptimization problems arising in scheduling systems. Formally, due to changes in the environment (out-of-order or new machines, modified jobs’ processing requirements, etc.), the schedule needs to be modified. That is, jobs might be migrated from their current machine to a different one. Migrations are associated with a cost – due to relocation overhead and machine set-up times. In some systems, a migration is also associated with job extension. The goal is to find a good modified schedule, with a low transition cost from the initial one.

We consider reoptimization with respect to the classical objectives of minimum makespan and minimum total flow-time. We first prove that the reoptimization variants of both problems are NP-hard, already for very restricted classes. We then develop and present several heuristics for each objective, implement these heuristics, compare their performance on various classes of instances and analyze the results.

I. INTRODUCTION

R EOPTIMIZATION problems arise naturally in dynamic scheduling environments, such as manufacturing systems and virtual machine managers. Due to changes in the environment (out-of-order or new resources, modified jobs’ processing requirements, etc.), the schedule needs to be modified. That is, jobs may be migrated from their current machine to a different one. Migrations are associated with a cost due to relocation overhead and machine set-up times. In some systems, a migration is also associated with job extension. The goal is to find a good modified schedule, with a low transition cost from the initial one.

This work studies the reoptimization variant of two classical scheduling problems in a system with identical parallel machines: (i) minimizing the total flow-time (denoted in standard scheduling notation by $\sum C_j$ [13]), and (ii) minimum makespan (denoted by $P|\sum C_j|C_{\text{max}}$)

The minimum total flow-time problem for identical machines can be solved efficiently by the simple greedy Shortest Processing Time algorithm (SPT) that assigns the jobs in non-decreasing order by their length. The minimum makespan problem is NP-hard, and has several efficient approximation algorithms, as well as a polynomial-time approximation scheme [15]. These algorithms, as many other algorithms for combinatorial optimization problems, solve the problem from scratch, for a single arbitrary instance without having any constraints or preferences regarding the required solution - as long as they achieve the optimal objective value. However, many of the real-life scenarios motivating these problems involve systems that change dynamically over time. Thus, throughout the continuous operation of such a system, it is required to compute solutions for new problem instances, derived from previous instances. Moreover, since the transition from one solution to another consumes energy (used for the physical migration of the job, for warm-up or set-up of the machines, or for activation of the new machines), a natural goal is to have the solution for the new instance close to the original one (under certain distance measure). Solving a reoptimization problem involves two challenges:

1) Computing an optimal (or close to the optimal) solution for the new instance.
2) Efficiently converting the current solution to the new one.

Each of these challenges, even when considered alone, gives rise to many theoretical and practical questions. Obviously, combining the two challenges is an important goal, which shows up in many applications.

A. Problem description

An instance of our problem consists of a set $J$ of $n$ jobs and a set $M_0$ of $m_0$ identical machines. Denote by $p_j$ the processing time of job $j$. An initial schedule $S_0$ of the jobs is given. That is, for every machine, it is specified what are the jobs it processes. At any time, a machine can process at most one job and a job can be processed by at most one machine. We consider the scenario in which a change in the system occurs. Possible changes include addition or removal of machines and/or jobs, as well as modification of processing times of jobs in $J$. We denote by $M$ the set of machines in the modified instance and let $m = |M|$.

Our goal is to suggest a new schedule, $S$, for the modified instance, with good objective value and small transition cost form $S_0$. Assignment of a job to a different machine in $S_0$ and $S$ is denoted migration and is associated with a cost. Formally, we are given a price list $\theta_{i,i',j}$, such that it costs $\theta_{i,i',j}$ to migrate job $j$ from machine $i$ to machine $i'$. Moreover, in some systems job migrations are also associated with an extension of the job’s processing...
time. Formally, in addition to the transition costs, we are given a job-extension penalty list $\delta_{i,i',j} \geq 0$, such that the processing time of job $j$ is extended to $p_j + \delta_{i,i',j}$ when it is migrated from machine $i$ to machine $i'$.

For a given schedule, let $C_j$ denote the flow-time (also known as ‘completion time’) of job $j$, that is, the time when $j$ completes. The makespan of a schedule is defined as the maximal completion time of a job, that is, $C_{\text{max}} = \max_j C_j$.

While the schedule does not specify the internal order of jobs assigned to a machine, we assume throughout this work that jobs assigned to a specific machine are always processed in SPT-order (Shortest Processing Time), that is, $p_1 \leq p_2 \leq \ldots$. For a given set of jobs, SPT-order is known to achieve the minimal possible total flow-time, $\min \sum_j C_j$ [22], [8]. Clearly, the internal order has no effect on the makespan.

Given $S_0$, $J$ and $M$, the goal is to find a good schedule for $J$ that is close to the initial schedule $S_0$. We consider two problems:

1) Rescheduling to an optimal schedule using the minimal possible transition cost.
2) Given a budget $B$, find the best possible modified schedule that can be achieved without exceeding the budget $B$.

If the modification includes machines’ removal, and the budget is limited, then we assume that a feasible solution exists. That is, the budget is at least the cost of migrating the jobs on the removed machines to some machine. Formally, $B \geq \sum_{j \in M_0 \setminus M} \min_{i',j'}$.

Applications: Our reoptimization problems arise naturally in manufacturing systems, where jobs may be migrated among production lines. Due to unexpected changes in the environment (out-of-order or new machines, timetables of task processing, etc.), the production schedule needs to be modified. Rescheduling tasks involves energy-loss due to relocation overhead and machine set-up times. In fact, our work is relevant to any dynamic scheduling environment, in which migrations of jobs are allowed though associated with an overhead caused due to the need to handle the modification and to absorb the migrating jobs in their new assignment.

With the proliferation of cloud computing, more and more applications are deployed in the data centers. Live migration is a common process in which a running virtual machine (VM) or application moves between different physical machines without disconnecting the client or application [7]. Memory, storage, and network connectivity of the virtual machine are transferred from the original host machine to the destination. Such migrations involve a warm-up phase, and a memory-copy phase. In pre-copy memory migration, the Hypervisor typically copies all the memory pages from source to destination while the VM is still running on the source. Alternatively, in post-copy memory migration the VM is suspended, a minimal subset of the execution state of the VM (CPU state, registers and, optionally, non-pageable memory) is transferred to the target, and the VM is then resumed at the target. Live migration is performed in several VM managers such as Parallels Virtuozzo [18] and Xen [24]. Sequential processing of jobs that might be migrated among several processors is performed also in several implementations of MapReduce (e.g., [3]), and in RPC (Remote Procedure Call) services, in which virtual servers can be temporarily rented [4].

B. Related Work

The work on reoptimization problems started with the analysis of dynamic graph problems (see e.g. [10], [23]). These works focus on developing data structures supporting update and query operations on graphs. A different line of research, deals with the computation of a good solution for an NP-hard problem, given an optimal solution for a close instance. Among the problems studied in this setting are TSP [1], [5] and Steiner Tree on weighted graphs [11].

The paper [21] suggests the framework we adopt for this work, in which the solution for the modified instance is evaluated also with respect to its difference from the initial solution. This framework is in use also in [20], to analyze algorithms for data placement in storage area network. Job scheduling reoptimization problems with respect to the total flow-time objective was studied in [2], were algorithms for finding an optimal scheduled using the minimal possible transition cost and algorithms for optimal utilization of a limited number of migration were described.

Lot of attention, in both the industry and the academia is given recently to the problem of minimizing the overhead associated with migrations (see e.g., [7], [14]). Using our notations, this refers to minimizing the transition costs and the job-extension penalties associated with rescheduling a job. Our work focuses in determining the best possible schedule given these costs.

C. Our Contribution

Our study includes both theoretical and comprehensive experimental results. We consider reoptimization with respect to the two classical objectives of minimum makespan and minimum total flow-time, and distinguish between instances with unlimited and limited budget. Our results are presented in Table I. For completeness, we include in the table previous results regarding the minimum total flow-time with unlimited budget [2].

We first analyze the computational complexity status of these problems. While the hardness result for the minimum makespan problem is straightforward, the hardness for the minimum total flow-time problem with limited budget is complex and a bit surprising - given that the minimum flow-time problem is solvable even on unrelated machines.
efficient optimal algorithm for finding an optimal solution using minimum budget is presented in [2]. The algorithm is based on a reduction to a minimum weighted perfect matching in a bipartite graph. This reduction cannot be generalized to consider instances with limited budget, and the complexity status of the problem of finding the best solution that can be obtained using limited budget remains open in [2]. We show that this problem is NP-complete, even with no job-extension penalties and a single added machine.

Our proof refers to the compact representation of the problem. In a compact representation, the jobs assigned on each machine are given by a set of pairs \( \langle p_j, n_j \rangle \), where \( n_j \) is the number of jobs of length \( p_j \) assigned on the machine. We first prove two simple observations:

**Observation 2.2:** Let \( A' \) be a subset of \( A \) then \( SPT(A') + SPT(A \setminus A') < SPT(A) \).

Given a multiset \( A \), and an integer \( Z \), let \( x > MAX(A) \). Extend \( A \) to a multiset \( A^* \) by adding to it \( Z \) elements of value \( x \).

**Observation 2.3:** \( SPT(A^*) = \frac{Z(Z+1)}{2}x + Z \cdot SUM(A) + SPT(A) \).

Using the above observations, we are now ready to prove the hardness result.

**Theorem 2.4:** The minimum total flow-time reoptimization problem with limited budget is NP-complete even with a single added machine, and no job-extension penalty.

**Proof:** The reduction is from the **Partition** problem: given a set \( A = \{a_1, a_2, \ldots, a_n\} \) of integers, whose total sum is \( 2B \), the goal is to decide whether \( A \) has a subset \( A' \subset A \) such that \( SUM(A') = SUM(A \setminus A') = B \). The Partition problem is known to be NP-complete [12].

Given an instance of Partition \( A = \{a_1, a_2, \ldots, a_n\} \), whose total sum is \( 2B \), let \( Z = SPT(A) \). We construct the following instance for the reoptimization problem: The initial schedule, \( S_0 \), consists of a single machine and \( n + Z \) jobs. The first \( n \) jobs correspond to the Partition elements, that is, for \( 1 \leq j \leq n \) let \( p_j = a_j \). Each of the additional \( Z \) dummy jobs have length \( x \) for some \( x > B \). Assume that one machine is added, and that the transition cost of migrating job \( j \) from the initial machine to the new machine is \( p_j \). Assume also that the budget is \( B \).

Since the budget is \( B \) and each dummy jobs have length more than \( B \), none of these jobs can be migrated to the new machine. Thus, a modified schedule \( S \) is characterized by a subset \( A' \subset A \) of jobs corresponding to the partition elements, whose total length is at most \( B \). These jobs are migrated to the new machine and assigned in SPT order on it. The remaining jobs are be assigned in SPT order on the initial machine, since \( x \) is larger than any \( a_i \), the \( Z \) jobs of length \( x \) will be assigned after the jobs corresponding to \( A \setminus A' \).

Finally, we note that the reduction is polynomial. Calculating \( SPT(A) \) requires sorting and is performed in
time $O(n \log n)$. The instance constructed in the reduction consists of $n + Z$ jobs where $Z = SPT(A)$. The compact representation of this instance includes at most $n + 1$ different pairs, where all $(p_j, n_j)$ values are polynomial in $n$.

**Claim 2.5:** The minimum total flow-time in an optimal modified schedule is less than \( \frac{Z(n + 1)}{2} + (B + 1)Z \) if and only if a partition of $A$ exists.

The above claim completes the hardness proof.

**Remark:** It is possible that two multisets $A, B$ will have the same cardinality, and that $SUM(A) > SUM(B)$ while $SPT(A) < SPT(B)$. For example, for $A = \{1, 2, 10\}$ and $B = \{3, 4, 5\}$, we have $|A| = |B| = 3$, $SUM(A) = 13 > 12 = SUM(B)$ while $SPT(A) = 15 < 24 = SPT(B)$. This emphasis an additional challenge of the reoptimization problem: an optimal solution may not use the whole budget. Such anomalies also explain why our hardness proof cannot be a simple reduction from the subset-sum problem, or is the unique $SPT$-problem. Thus, the solution space is non-trivial and the dummy jobs are required.

### III. Optimal Algorithms

#### A. A Brute-force Solver based on Branch and Bound

Our brute-force solver was designed to utilize high performance multi-core machines in order to find optimal solutions for the problems that were shown to be NP-complete. The solution space for a scheduling problem can be described by a tree of depth $n$, where depth $k$ corresponds to the assignment of job $k$, for $1 \leq k \leq n$. Specifically, the root (depth 0) corresponds to an empty schedule - none of the jobs were assigned; at level 1 there are $m$ nodes, representing job 1 being assigned to each of the $m$ machines. At level $k$ there are $m^k$ nodes, corresponding to all possible assignment of the first $k$ jobs. This implies that the brute-force solver may need to consider $m^n$ assignments find the optimal one.

We note that, as detailed in Section I-A, once the partition of jobs among the machines is determined, the internal job order on each machine either has no effect on the solution (in the min $C_{\text{max}}$ problem), or is the unique $SPT$-order (in the min $\sum_j C_j$ problem). Thus, the solution space need not distinguish between assignments with different internal order of the same set of jobs on every machine.

Obviously, even without considering different internal orders, iterating over all of the $m^n$ configurations is not feasible when dealing with large instances. Our solver uses a *branch and bound* technique combined with other optimizations to effectively trim tree-branches that are guaranteed not to yield an optimal solution.

In particular, the solver keeps in memory the best solution it found so far (its objective value and its transition cost). When processing a tree node if the already accumulated transition cost is larger than the budget or if the objective-function value is larger than the current best, then the solver can safely discard this tree branch as it is guaranteed not to yield a feasible optimal solution. For partial assignments, the objective-value is calculated by combining the value (makespan or total flow-time) of the already assigned jobs, and a lower bound on the yet-to-be-assigned jobs. For the minimum makespan problem, the lower bound is calculated by assuming perfect load-balancing ($\sum_j p_j / m$), and for total flow-time the lower bound is calculated by assuming $SPT$-order with no job-extension penalties.

In addition, we find out that considering the jobs from longest to shortest, that is, depth 1 corresponds to the longest job in the initial assignment, etc.) drastically helps in trimming branches earlier in the process.

The solver was designed to use multi-core machines in order to shorten the run time, by doing the work in parallel on the different cores. In the heart of the design stands a concurrent queue to which tasks are enqueued. Different threads concurrently dequeue these tasks, in a consumer-producer like mechanism. A "task" for that matter is a request to process a tree node. That is, when the solver starts the queue is empty and a task to process the root node is added, which ignites the process. The solver is done when the queue is empty.

The solver’s ability to solve problems instances of different sizes is determined by the given machine, to be more

---

**TABLE I**

<table>
<thead>
<tr>
<th>Objective Function</th>
<th>Optimal Reschedule Using Minimum Budget</th>
<th>Best Reschedule Using Given Limited Budget</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\min C_{\text{max}}$</td>
<td>Yes (Branch and Bound)</td>
<td>LPT-based greedy, Heuristics</td>
</tr>
<tr>
<td>$\min \sum_j C_j$</td>
<td>No (^{[2]}) (Reduction to min-weight perfect matching (^{[2]}))</td>
<td>–</td>
</tr>
</tbody>
</table>

[1] There are $m$ nodes, representing job 1 being assigned to each of the $m$ machines. At level $k$ there are $m^k$ nodes, corresponding to all possible assignment of the first $k$ jobs. This implies that the brute-force solver may need to consider $m^n$ assignments find the optimal one.

[2] The minimum total flow-time in an optimal modified schedule is less than $\frac{Z(n + 1)}{2} + (B + 1)Z$ if and only if a partition of $A$ exists.

[3] The minimum total flow-time in an optimal modified schedule is less than $\frac{Z(n + 1)}{2} + (B + 1)Z$ if and only if a partition of $A$ exists.
specific, by the CPU’s clock speed, the number of available cores and sufficient memory (as the entire process is in memory). For example, the solver was able to handle a problem with 9 machines and 20 jobs in about 100 minutes, when ran on a machine with 8 cores and 32GB of RAM memory.

B. An Optimal Algorithm for $\Sigma_j C_j$

An algorithm for finding an optimal reschedule with respect to the minimum total flow-time objective is presented in [2]. The algorithm returns an optimal modified schedule using the minimal possible budget. The algorithm is based on reducing the problem to a minimum-weight complete-matching problem in a bipartite graph. The algorithm fits the most general case - arbitrary modifications, arbitrary transition costs and arbitrary job-extension penalties.

We have implemented this algorithm, and use its results as a benchmark so we can evaluate how well our heuristics perform. The algorithm is based on matching the jobs with possible slots on the machines. For completeness, we give here the technical details that are relevant to its implementation. Recall that $n$ and $m$ represent, respectively, the number of jobs and machines in the modified instance. Let $G = (V, E)$, where $V = J \cup U$. The vertices $J$ correspond to the set of $n$ jobs (a single node per job). The set $U$ consists of $mn$ nodes, $q_{ik}$, for $i = 1, \ldots, m$ and $k = 1, \ldots, n$, where node $q_{ik}$ represents the $k$th from last position on machine $i$. The edge set $E$ includes an edge $(v_i, q_{ik})$ for every node in $J$ and every node in $U$ (a complete bipartite graph). The edge weights consist of two components: a dominant component corresponding to the contribution of a job assigned in a specific position to the total flow-time, and a minor component corresponding to the associated transition cost. Both components are combined to form a single weight. Formally, for a large constant $Z$,

- For every job that is assigned to $i$ in $S_0$, let $w(v_j, q_{ik}) = Z k p_j$.
- For every $i' \neq i$, let $w(v_j, q_{ik}) = Z (p_j + \delta_{i', i} + \theta_{i, i', i})$.

These weights are based on the observation that a job assigned to the $k$-th from last position, contributes $k$ times its processing-time to the total flow-time (see details in [2]). We implemented the algorithm by using the Hungarian method [17], a combinatorial optimization algorithm that solves the assignment problem in polynomial time. The solver’s run time is $O(|V|^3)$, where $|V| = n(m + 1)$. In practice, this optimal solver can easily handle instances with 30 machines and 300 jobs.

IV. OUR HEURISTICS

In this section we describe the heuristics we have designed and implemented. Some heuristics were designed for specific modification (e.g., machines removal, limited budget), or for specific objective function, while some are general and fit all our reoptimization variants.

A. Heuristics for Minimum Makespan

We suggest two greedy heuristics, both intended to solve the minimal makespan problem (min $C_{\text{max}}$). In the first, we select the next migration to be performed according to the job’s processing times, while in the second, we select the next migration according to the loads on the machines. Both algorithms begin with $S_0$ as the initial configuration. If the modification involves machines’ removal, we first perform migrations of jobs assigned to the removed machines and migrate each such job $j$ assigned to a removed machine $i$, to a machine $i' \in M$ for which $\theta_{i, i', j}$ is minimal. Ties are broken in favor of short extension penalty. As mentioned in the introduction, we assume that the budget is sufficient for this reschedule, as otherwise no feasible solution exists. Following the above preprocessing, we perform the following:

1. LPT-Based: In every iteration we consider the jobs in non-increasing processing-time order. When considering job $j$, we check whether migrating it to one of the two least loaded machines increases the load-balancing, formally, assume $j$ is assigned to machine $i$, and we consider moving it to machine $i'$, we check whether $p_j + \theta_{i, i', j} + L_{i'} < L_i$. If the answer is positive and the remaining budget allows, the migration is performed. We repeat the iterations until a complete pass over the jobs yields no migration.

2. Loads-Based: In every iteration we try to migrate some job out of the most loaded machine. We first consider the pair of most-loaded and least-loaded machines. Denote these machines by $i$ and $i'$. We consider jobs on machine $i$ according to order $\theta_{i, i, 1} \leq \theta_{i, i, 2} \leq \ldots$. When considering job $j$ we check whether migrating it to machine $i'$ increases the load-balancing, that is, $p_j + \theta_{i, i', j} + L_{i'} < L_i$. If the answer is positive and the remaining budget allows, the migration is performed, and a new iteration begins (maybe with a different pair of most- and least-loaded machines). If the answer is negative for all the jobs on $i$, we move to the next candidate for target machine $i'$ - the second least-loaded machine, etc. The iteration ends when some beneficial migration from the most-loaded machine is detected. If none such migration exists, the algorithm terminates.

B. Heuristics for Minimum Total Flow-time

The minimum total flow-time reoptimization problem can be solved optimally assuming unlimited budget. While the optimal algorithm presented in Section III-B solves optimally the $\Sigma_j C_j$ problem using the minimal possible budget, it cannot be modified to solve the problem when the budget is limited. In fact, as shown in Section II, this variant is NP-hard. We propose two heuristics that use the optimal algorithm as a first step and then each, in its own
way, change the assignment to reach a feasible solution which obeys the budget constraints. A third algorithm that we propose, tries to reach an SPT-like schedule.

1. Greedy Reversion: The optimal algorithm returns an assignment $S$ minimizing the total flow-time, which might not conform to the budget limitation. The following steps are performed to reach a feasible solution. First, we sort all the jobs which migrated in the transition from $S_0$ to $S$ in non-increasing order according to the transition cost their migration caused.

We then distinguish between two cases:

1) The modification consists of only machines’ addition.
   We revert the transitions one by one until we reach an allowed budget.

2) The modification includes machines’ removal.
   We revert the transitions of jobs which do not originate from a removed machine, one by one until we reach an allowed budget. If after all possible reverts were done, the budget is still not met, we continue to the next step: ‘Handling jobs of removed machines’.

Handling jobs of removed machines: This step is performed only when removed machines are involved, and all the jobs assigned to remaining machines are back in their initial machines. We sort the jobs originated from removed machines in non-increasing order according to the transition cost their migration (determined by the optimal algorithm) caused. Job after job, we migrate a job $j$ assigned in $S_0$ to a removed machine $i \in M_0 \setminus M$ to the machine $i' \in M$ for which $\theta_{i',j}$ is minimal, breaking ties in favor of better objective value. As explained in the introduction, we assume that the budget is sufficient to complete all these migrations.

2. Cyclic Reversion: The optimal algorithm returns an assignment $S$ minimizing the total flow-time, which might not conform to the budget limitation. Similar to the previous heuristic, we choose the most expensive transition involved, denote by $j$ the corresponding job. We migrate job $j$ back to its origin machine, $M_{0,j}$. Since we wish to keep jobs distributed as evenly as possible, we now choose a job that migrated to $M_{0,j}$ and migrate it back to its initial machine. We choose the job whose migration to $M_{0,j}$ was most expensive. We keep these cyclic reverts until one of the following conditions holds: a) We made a complete loop and reached back the machine from which we started. b) We have reached a machine to which no job was migrated. If the budget conforms to the limitation, we stop, Otherwise we choose a job with the most expensive transition cost and start a new revert cycle.

If the modification includes machines’ removal, jobs originated from the removed machines cannot be selected to migrate back to their original machine. If the budget is not met after all the allowed reverts were performed, we continue to the step ‘Handling jobs of removed machines’, as described in the greedy heuristic.

3. SPT-like: It is known that SPT ordering is optimal for $P||\sum C_j$. We therefore try to reach a schedule that fulfills the following basic properties of an SPT schedule:
   
   1) In any optimal schedule the number of jobs on any machine is either $\left\lfloor \frac{n}{m} \right\rfloor$ or $\left\lceil \frac{n}{m} \right\rceil$.
   
   2) The jobs can be partitioned into $\left\lfloor \frac{n}{m} \right\rfloor$ rounds, such that the $k$-th round consists of all the jobs that are $k$ from last on some machine. In an SPT schedule, each of the jobs in the $k$-th round is not shorter than each of the jobs in the $k+1$st round.

This heuristic consists of three stages. The first stage, applied when machines were removed, is to move to some feasible schedule - each of the jobs assigned to a removed machine, is migrated into a machine for which the transition cost is the lowest.

In the second stage, we try to make the machines as balanced as possible in terms of number of jobs. While the budget allows and while there exists a pair of machines, one with more than $\left\lfloor \frac{n}{m} \right\rfloor$ jobs and the other with less than $\left\lceil \frac{n}{m} \right\rceil$ jobs, we migrate the cheapest-to-move job on the first machine, to the second one.

In the third phase, we try to make our solution as close to the SPT ordering as possible, we compare the solution round after round to the desired SPT ordering, and switch jobs whenever required, as long as the budget allows.

C. Genetic algorithm

In the Genetic algorithm the idea is for the solution to be obtained in a way that resembles a biological evolution process [9], [19]. That is, we let the method’s evolutionary process find the solution by itself. The idea is to define the Genome of a single solution and a Ranking method $Rank : Genome \rightarrow \mathbb{R}$. The genome of a single solution represents and gives all the needed information regarding the solution. In our case the Genome is simple, for a problem instance with $m$ machines and $n$ jobs, a solution genome id, $g$, defined as $g = (g_1,g_2,\ldots,g_n)$, where $g_i \in [1,m]$ and $g_i \notin \{x|x$ is a removed machine id$\}$, in other words each cell with index $i$ represents the $i$-th jobs and the cell’s value is the machine this job is assigned to in the modified schedule. The ranking method is used to define how good is a given solution. In our case the ranking method sorts the different genomes first by the objective method value ($C_{\text{max}}$ or $\Sigma C_j$) and then by the transition cost. We create a population (generation 1), which is a collection of genomes, we rank each member of the population and sort them from best to worst.

When solving a reoptimization problem with limited budget, to guarantee the algorithm end up with a feasible solution, we create at least one feasible genome in generation 1. In the case of ‘machines addition’, this solution will be $S_0$ as it is both valid and requires no transition cost. In the case of ‘machines removal’, a job $j$ assigned in $S_0$ to a removed machine $i \in M_0 \setminus M$ is assigned in the feasible
genome to the machine $i' \in M$ for which $\theta_{i,i',j}$ is minimal. We assume that the budget is sufficient for this reschedule, as otherwise no feasible solution exists.

The next step is the evolutionary-like step, in which we create the next generation according to the following methods:

1) Elitism mechanism: We take the best 5% genomes and move them ‘as-is’ to the next generation. This guarantee that the next generation will be at least as good as the current one. To deal with the case of limited budget, we also pass ‘as-is’ the best solution which meets the given budget. This must be done since the genetic process is pushing the genomes population for a better objective values as a primary goal and to minimize the transition cost as a secondary goal.

2) Cross over: From the entire genomes population, we choose randomly 2 elements, denoted $g_x$ and $g_y$, we choose a pivot point from the range of $\text{ind} \in [1, n - 1]$, and create two new items:

$$\text{newItem1}_i = \begin{cases} 
    g_x & \text{if } i \leq \text{ind} \\
    g_y & \text{if } i > \text{ind}
\end{cases}$$

and

$$\text{newItem2}_i = \begin{cases} 
    g_y & \text{if } i \leq \text{ind} \\
    g_x & \text{if } i > \text{ind}
\end{cases}$$

43% of the next generation is a result of this operator.

3) Mutate: We choose a random genome, we choose from its genome a random cell and change its value. 43% of the next generation is a result of this operator.

4) Fresh Items: We generate new genomes. These new elements have the potential of shifting the results in a new direction and to help avoid local optimum. 9% of the next generation is be a result of this operator.

Each genome in the newly created population is then re-evaluated, meaning, its score is computed. The process repeats itself until it fails to improve any further and the genome with the best ranking is selected as output from the most recent generation. Obviously if we examine the best solution from generation $i + 1$ compared to that of generation $i$ we will notice that the ‘quality’ of the best solution is non decreasing over the generations as we have the ‘Elitism mechanism’ which ensures us that the best individuals will survive to the next generation.

V. EXPERIMENTAL RESULTS

The datasets for our experiments were created using our own data generator which supports any parameters combination of number of machines and jobs, number of added or removed machines, number of added or removed jobs, as well as the distributions of job lengths, job-extension penalty, and transition costs.

Instances on which we run our heuristics could be very large (hundreds of jobs, and several dozens of machines). Instances on which we run our brute-force solver (introduced in Section III-A) had to be smaller. In particular, we ran the brute-force solver on instances with 20 jobs and 4 machines. We find out that even such small instances can provide a good comparison between different heuristics; therefore, the brute-force solver is helpful for concluding how far from the optimum our heuristics perform. The optimal algorithm for $\min \sum_j C_j$, based on a reduction to perfect matching (introduced in Section III-B), was able to handle relatively large instances of 15 machines and 300 jobs. In our basic template for job creation, the jobs’ lengths were uniformly distributed in $[1, 20]$. The job-extension penalty of job $j$ was uniformly distributed in $[1, \frac{1}{4}]$, and the transition costs were uniformly distributed in [1, 5].

To generate problems instances for a specific experiment we took a template instance, decided on one parameter that will vary in the different runs, and set the rest of the parameters to basic values. For example, to understand how the number of added machines affects the heuristics performance, we fixed all the other parameters (jobs’ lengths, transition costs, etc.), and run the heuristics on multiple instances which vary only in the number of added machines. To avoid anomalies, we have generated for each experiment 5 instances with the same parameters, based on 5 templates instances (same configuration, different instance) and considered the average performance as the result.

Another parameter that could affect the performance of our heuristics is the initial assignment - which may be random, SPT or LPT. We found out that in practice the initial assignment does not affect the results significantly and the results we present in the sequel were all generated with a randomize initial assignment - which is a bit more ‘challenging’ and therefore emphasizes the differences among the heuristics.

The results of our experiments are presented and analyzed below. In all the figures, the bars show the objective value ($\Sigma_j C_j$ or $C_{\text{max}}$), and the lines show the corresponding transition cost.

A. Results for the Minimal Total Flow-Time problem

1) Machines’ Addition: The template for heuristics that analyze the $\min \sum_j C_j$ problem consists of 15 machines and 300 jobs. We start by showing how the different heuristics performs on instances with both transition costs and job-extension penalties, where the number of added machines was set to $m/2$. As shown in Fig. 1, with unlimited budget the genetic algorithm is the closest to the known optimum, calculated by the perfect matching algorithm result. As budget is limited, the performance of the genetic algorithm drops. As expected, the lower the budget, the higher the objective value. Also, the differences
The goal of our next experiment was to see how close the heuristics get to the actual optimum. For this test we have used our brute-force solver on relatively small problem instances (4 machines and 20 jobs), two machines were added and the budget was set to 20. The results for various extension penalties are shown in Fig. 2. We observe that between the heuristics are less significant as the budget decreases, as less transitions are allowed. Interesting fact is that the genetic algorithm has a slight improvement as the limitation is getting stricter. We explain this by the fact that before starting the algorithm we include in the population items that obey the allowed budget. Later, these items are influencing the genetic process and are helping the algorithm to converge to a good solution, better than with a more relaxed budget limitation.

2) Machines’ Removal: Fig. 3 presents the performance of the different heuristics when the modification is machines’ removal and the budget is limited to 150. According to our parameters, this budget is expected to be sufficient for the migration of about 20% of the jobs. The initial assignment was of 300 jobs on 15 machines. Not surprisingly, we see an increase of the objective value as the number of removed machines increases. All of the heuristics performed more or less the same, both in terms of the achieved objective value and in term of the budget utilization, with an exception of the Genetic algorithm which manage to use a significantly lower budget.

Fig. 4 presents the results for the same instance and the same modification only with unlimited budget. This problem is the one for which we have an efficient optimal algorithm (see Section III-B). The genetic algorithm perform very close to the optimum for every number of removed machines. In fact, for two removed machines its transition cost is lower than the optimum and only slightly higher in the total flow-time (recall that the optimal algorithm ‘insists’ on finding a reschedule that minimizes the total flow-time). On the other hand the SPT-Like heuristic is both very costly and gives poor results. This can be explained by the fact that insisting on a complete SPT order requires many transition, and involves many job-extension penalties.

B. Results for the Minimum Makespan problem

1) Machines’ Addition: Our template for experiments analyzing the \( \min C_{\text{max}} \) problem consists of 30 machines and 500 jobs. Fig. 5 presents results for adding 15 machines and variable budget. The ‘Loads-based’ heuristic is the best heuristic. The genetic algorithm perform poorly compared to the other heuristics, but on the other hand, it does not utilize the whole budget.
In the next experiment we measure how close the heuristics get to the optimum. We have used our brute-force solver on relatively small problem instances, consisting of 4 machines, 20 jobs, and a limiting budget of 20. The results for various extension penalties are shown in Fig. 6. Once again, the ‘Loads-based’ heuristic outperforms the others, and is relatively close to the optimum. The ‘LPT-based’ heuristic seems to perform (relatively) better as the job-extension penalty increases.

2) Removing machines: Our next experiments compare the performance of the different heuristics when the modification is machines’ removal. We performed two experiments - with budget limited to 250 and with unlimited budget. Due to space constraints, the figures are omitted. Our results show that with unlimited budget, all three heuristics (LPT-based, Loads-based and genetic) perform more or less the same. While a similar makespan is achieved, the Loads-based heuristic requires the lower transition cost, then the LPT-based (that needs 10% higher cost) and the genetic (15 – 20% higher than Loads-based). With limited budget, the Loads-based and LPT-based heuristics perform significantly better than the genetic algorithm, but they also require a much higher budget.

VI. CONCLUSIONS AND FUTURE WORK

We presented theoretical and experimental results for the reoptimization variant of job scheduling problems. We have shown that the problems of finding the minimum total flow-time with limited budget, finding the minimum makespan with limited budget and finding the minimum makespan with unlimited budget are NP-Complete. We have designed and implemented several heuristics for each of these problems, and performed a comprehensive empirical study to analyze their performance. To see how well these heuristics perform compared to the actual optimum, an efficient branch-and-bound brute-force solver was designed and implemented. An optimal algorithm for the minimum total-flow problem with unlimited budget was also implemented.

In general, our experiments reveal that while the problems are NP-hard, heuristics whose time complexity is polynomial in the number of jobs and machines, perform very well in practice. Simple algorithms, that are based on adjustment of known heuristics for the one-shot problem (with no modifications) are both simple to implement and provide results that are, on average, within 10% – 15% from the optimum. More complex algorithms, that are based on a preprocessing in which a perfect matching algorithm is implemented, perform on average even better.

We have observed that while the Genetic algorithm does not perform well when given a limited budget, it performs relatively well with unlimited budget for the
minimum $C_{max}$ problem, and close to optimum for $\Sigma_j C_j$. It also takes a considerable amount of time to run. In some scenarios, its objective value may not be competitive compared to other heuristics, however, its budget utilization is impressively good (see for example Fig. 3). A known issue of genetic algorithm is that the parameters must be carefully tuned in order for the algorithm to converge into a good solution. Future work on this algorithm might refactor the population size or operators we have used (Elitism, Crossover, Mutation) by adding new operators, modify the existing or change the possibilities of each to create a more optimized genetic algorithm. Another direction to explore is to create a dedicated score method for each variant of the problems. For real life applications where budget utilization is a big concern, we are sometimes allowed to use lot of budget but strive to use as less as possible. The genetic algorithm is a good choice for such scenarios.

Our greedy heuristics performed well, both on the $\Sigma_j C_j$ and the $C_{max}$ problems. We have observed that the ‘Loads-based’ heuristic outperformed the ‘LPT-based’ both in terms of objective value and budget utilization. With unlimited budget, the budget utilization difference was more significant. For $\min \Sigma_j C_j$, the ‘Cyclic-reversion’ showed better performance compared to the ‘Greedy-reversion’. This result does not surprise us as a more balanced solution is expected to yield better results for the minimum total flow-time problem. In terms of budget utilization, it was expected that this greedy, budget oriented method will utilize as much budget as possible.

An additional direction for future work is to develop algorithms for the minimum makespan problem with a guaranteed approximation ratio. While tuning existing approximation-algorithm for the classical one-shot problem seems to be a promising direction, the presence of transition-costs and job-extension penalties give rise to new challenges and considerations. Finally, it would be interesting to consider different objective functions, or different scheduling environments, for example, jobs with deadlines or precedence constraints, as well as unrelated or restricted machines.
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Abstract—This paper is devoted to an evaluation of selected fuzzy particle swarm optimization algorithms. Two non-fuzzy and four fuzzy algorithms are considered. The Takagi-Sugeno fuzzy system is utilized to change the parameters of these algorithms. A modified fuzzy particle swarm optimization method is proposed, in which each of the particles has its own inertia weight and coefficients of the cognitive and social components. The evaluation is based on the common nonlinear benchmark functions used for testing optimization methods. The ratings of the algorithms are assigned on the basis of the mean of the objective function and the relative success.

I. INTRODUCTION

Particle swarm optimization (PSO) is a stochastic optimization technique that was developed by Kennedy and Eberhart [1]. The PSO is mainly inspired by the social behavior of organisms that live and interact within large groups, for example, schools of fish, flocks of birds or swarms of bees. The usefulness of PSO in solving a wide range of optimization problems has been repeatedly confirmed. It has been applied to: the intelligent identification and control of a dynamic system [2]; solving an economic dispatch problem in power systems [3]; human motion tracking [4]; feature selection [5]; automatic incident detection [6]; fuzzy anomaly detection in networks [7]; the estimation of hurdles clearance parameters [8] and many more problems. Many variants of the PSO have been developed since it was introduced in 1995 [1]. The most common are algorithms with a constriction factor [9] and with a linear inertia weight [10]. Among the PSO modifications we can distinguish algorithms that utilize fuzzy systems [2], [3], [11]–[15]. For example, in papers [2], [11] a fuzzy system was used to dynamically modify the inertia weight. Another approach was presented in [3], where a fuzzy system is used to change the inertia weight and the coefficients of the cognitive and social components.

The goal of this study is to evaluate selected fuzzy PSO algorithms and to propose a modified fuzzy PSO algorithm. In our research, we use the Takagi-Sugeno system [16] instead of the Mamdani system [17] because it has shorter processing time. In this paper, we consider six different versions of PSO, including two non-fuzzy, and four fuzzy algorithms. The evaluation is based on nonlinear benchmarks in the form of Ackley, Griewank, Rastrigin and Rosenbrock functions. The calculations were conducted using Matlab software and the "PSO Research Toolbox" by Evers [18].

II. PARTICLE SWARM OPTIMIZATION

The particle swarm model consists of a group of particles that are randomly initialized in the d-dimensional search space. During an iterative process, particles exploit this space effectively by exchanging information to find the optimal solution. Each i-th particle is described by its position \( x_i \), velocity \( v_i \), and best position \( p_{best,i} \). Moreover, the particles have access to the best global position \( g_{best} \) that has been found by any particle in the swarm.

In the basic PSO algorithm [1], the velocity and the position of each particle in \( k \)-th iteration are updated using the following equations:

\[
\begin{align*}
    v_{i}^{k+1} &= v_{i}^{k} + c_{1} r_{1} (p_{best,i}^{k} - x_{i}^{k}) + c_{2} r_{2} (g_{best}^{k} - x_{i}^{k}) \quad (1) \\
    x_{i}^{k+1} &= x_{i}^{k} + v_{i}^{k+1} \quad (2)
\end{align*}
\]

where \( r_{1}, r_{2} \) are vectors with uniformly distributed random numbers in the interval \([0,1]\), and \( c_{1}, c_{2} \) are positive constants equal to 2.

The velocities of particles are determined by three components. The first component is the inertia that models the particle’s tendency to continue moving in the same direction. The second component is cognitive and attracts particles towards the best position previously found by the particle. The last component is a social component that moves particles towards the best position found earlier by any particle. Selection of the best global position and the best position for \( i \)-th particle is based on the objective function (denoted later by \( f(\cdot) \)).

A. PSO1: Clerc, Kennedy algorithm [9]

Many approaches have been developed to improve the performance of the basic PSO algorithm. One way is to use the constriction factor \( \chi \) that was proposed by Clerc and Kennedy [9]. The application of this factor controls the velocity magnitude.

The velocity equation has the form:

\[
\begin{align*}
    v_{i}^{k+1} &= \chi [v_{i}^{k} + c_{1} r_{1} (p_{best,i}^{k} - x_{i}^{k}) + c_{2} r_{2} (g_{best}^{k} - x_{i}^{k})] \quad (3)
\end{align*}
\]

where \( \chi \) is calculated as \( \chi = \frac{2}{\sqrt{2 \varphi} - \sqrt{2}} \) and \( \varphi = c_{1} + c_{2} \), \( \varphi > 4 \). In this paper, the following typical values are used: \( c_{1} = c_{2} = 2.05 \), \( \varphi = 4.1 \) and \( \chi = 0.7298 \).
Another way to improve the performance of PSO is to use the inertia weight $\omega$. The inertia weight is significant for the performance of PSO, because it balances the global exploration and local exploitation abilities of the swarm. Exploration is facilitated when the inertia weight is high, but convergence is slower. On the other hand, when the inertia weight is low then convergence is faster, but it sometimes leads to local solutions. Hence, linearly decreasing inertia weight is proposed in [10].

The velocity equation has the form of

$$v_i^{k+1} = \omega_{k} v_i^k + c_1 r_1 (p_{\text{best}_i}^k - x_i^k) + c_2 r_2 (g_{\text{best}}^k - x_i^k)$$ \hfill (4)

where $N = -0.1$, $Z = 0$ and $P = 0.1$. The inertia weight $\omega$ is calculated by the formula

$$\omega_k = \omega_{\text{max}} - \frac{\omega_{\text{max}} - \omega_{\text{min}}}{\text{iter}_{\text{max}}} \cdot k$$ \hfill (5)

where $\omega_{\text{max}}$ is the initial weight, $\omega_{\text{min}}$ is the final weight and $\text{iter}_{\text{max}}$ is the maximum number of iterations. The limits for $\omega$ are set to $\omega_{\text{max}} = 0.9$ and $\omega_{\text{min}} = 0.4$.

### III. TAKAGI-SUGENO SYSTEM

Consider the Takagi-Sugeno (T-S) fuzzy system with two inputs $y_1$, $y_2$ and one output $u$. For the input $y_1$, we define $m$ fuzzy sets $A_i$, (Fig. 1), for which the vertices are placed in points $p_i$, where $i = 1, \ldots, m$. Similarly, for the input $y_2$, we define $n$ fuzzy sets $B_j$ with vertices in points $q_j$, where $j = 1, \ldots, n$. The coordinates $p_i$ and $q_j$ are written in the form of the vectors $p = [p_1, \ldots, p_m]$ and $q = [q_1, \ldots, q_n]$, respectively.

The output of the system is described by $m \times n$ fuzzy inference rules in the form of

$$R_{ij}: \text{IF } y_1 \in A_i \text{ AND } y_2 \in B_j \text{ THEN } u = z_{ij}$$ \hfill (6)

where $z_{ij} \in \mathbb{R}$ is the consequent of the rule $R_{ij}$. The rules (6) are written in the following table:

<table>
<thead>
<tr>
<th>$y_1 \setminus y_2$</th>
<th>$B_1$</th>
<th>$\ldots$</th>
<th>$B_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$z_{11}$</td>
<td>$\ldots$</td>
<td>$z_{1n}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$A_m$</td>
<td>$z_{m1}$</td>
<td>$\ldots$</td>
<td>$z_{mn}$</td>
</tr>
</tbody>
</table>

The output $u$ of the Takagi-Sugeno system is calculated as the weighted average of $z_{ij}$ and determined by

$$u = \text{TS}(y_1, y_2) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij}(y_1, y_2) z_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij}(y_1, y_2)}$$ \hfill (8)

where $w_{ij}(y_1, y_2) = A_i(y_1) \cdot B_j(y_2)$ denotes the degree of fulfillment of the rule $R_{ij}$.

![Fig. 1. Fuzzy sets for the inputs $y_1$ and $y_2$](image_url)

### IV. FUZZY PSO


Better PSO performance can be obtained using the nonlinearly changing inertia weight that balances global and local search abilities. It is difficult to design a mathematical model to adapt the inertia weight dynamically. The solution to this problem may be obtained using a linguistic description of the search process. For example, we can use a fuzzy inference system for tuning the inertia weight [11].

In the FPSO1 algorithm, the inertia weight is described by the formula

$$\omega^{k+1} = \omega^k + \Delta \omega, \quad \Delta \omega = TS(\eta^k, \omega^k)$$ \hfill (9)

where the T-S fuzzy system (8) is used to calculate the change of inertia weight $\Delta \omega$. The input $\eta^k$ is the normalized objective function value described by

$$\eta^k = \frac{f^k - f_{\text{min}}}{f_{\text{max}} - f_{\text{min}}}$$ \hfill (10)

where $f^k = f(p_{\text{best}}^k), f_{\text{min}}$ is the optimal solution (for the test functions considered in this paper, it is equal to 0), $f_{\text{max}}$ is the worst solution (in our paper $f_{\text{max}} = f(p_{\text{best}}^k)$). The fuzzy sets for the inputs $\eta^k$ and $\omega^k$ have vertices in points $p = [0, 0.5, 1]$, $q = [0, 0.4, 0.7, 1]$, respectively, and the fuzzy rules have the form of

$$\begin{align*}
\eta^k &\in [0, 1] \\
\omega^k &\in [0, 1] \\
B_1 &\in \{Z, N, N\} \\
B_2 &\in \{P, Z, N\} \\
B_3 &\in \{P, Z, N\}
\end{align*}$$ \hfill (11)

where $N = -0.1$, $Z = 0$ and $P = 1.1$.

#### B. FPSO2: algorithm based on the work by Alfi, Fateh [2]

The improvement of the FPSO1 algorithm was proposed by Alfi and Fateh [2]. In their method, the inertia weight is calculated for each particle according to its current state. This is justified because each particle in the swarm is in a different place in a complex environment and may have a different balance between global and local search abilities. In the FPSO2 algorithm, the change of inertia weight is determined by the T-S system (8) as

$$\Delta \omega_k = TS(\eta^k, \omega^k)$$ \hfill (12)

where

$$\eta^k = \frac{f^k - f_{\text{min}}}{f^0 - f_{\text{min}}}$$ \hfill (13)

and $f^0 = f(p_{\text{best}}^k)$. The vertices of fuzzy sets for $\eta^k$ and $\omega^k$ are chosen as $p = [0, 0.5, 1]$, $q = [0.4, 0.6, 0.8]$ respectively, and the fuzzy rules are

$$\begin{align*}
\eta^k &\in [0, 1] \\
\omega^k &\in [0, 1] \\
B_1 &\in \{P, N, N\} \\
B_2 &\in \{P, Z, N\} \\
B_3 &\in \{P, Z, N\}
\end{align*}$$ \hfill (14)

where $N = -0.1$, $Z = 0$ and $P = 1.1$. 


C. FPSO3: algorithm based on the work by Niknam [3]

In the FPSO3 algorithm, the fuzzy system proposed by Niknam [3] is used for the initial position and the global best position gbest of the particle velocity. For example, if $c_1$ is larger than $c_2$, then the particle has the tendency to move to the personal best position, rather than to the global best position found by the swarm.

In the FPSO3 algorithm, three T-S systems are used to determine $\omega$, $c_1$ and $c_2$:

$$\omega = TS(n_f^k, n_u^k)$$  \hspace{1cm} (15)
$$c_1 = TS(n_f^k, n_u^k)$$  \hspace{1cm} (16)
$$c_2 = TS(n_f^k, n_u^k)$$  \hspace{1cm} (17)

The input $n_f^k$ is defined in (10) and $n_u^k$ is the normalized number of iterations without change of the best global position:

$$n_u^k = \frac{u^k - u_{\text{min}}}{u_{\text{max}} - u_{\text{min}}}$$  \hspace{1cm} (18)

where $u^k$ is the number of iterations without change of the best global position, $u_{\text{min}} = 0$ and $u_{\text{max}} = \text{iter}_{\text{max}}$. The fuzzy sets are defined by the vectors $p = [0.2, 0.4, 0.6, 0.8]$, $q = [0.2, 0.4, 0.6, 0.8]$. The fuzzy rules for $\omega$ are defined as:

<table>
<thead>
<tr>
<th>$n_f^k \backslash n_u^k$</th>
<th>$B_1$</th>
<th>$B_2$</th>
<th>$B_3$</th>
<th>$B_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$PS$</td>
<td>$PM$</td>
<td>$PB$</td>
<td>$PB$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$PM$</td>
<td>$PM$</td>
<td>$PB$</td>
<td>$PR$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$PB$</td>
<td>$PB$</td>
<td>$PB$</td>
<td>$PR$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$PB$</td>
<td>$PB$</td>
<td>$PB$</td>
<td>$PR$</td>
</tr>
</tbody>
</table>

In table (19) we have $PS = 0.4$, $PM = 0.6$, $PB = 0.8$ and $PR = 1$. The fuzzy rules for $c_1/c_2$ are defined as:

<table>
<thead>
<tr>
<th>$n_f^k \backslash n_u^k$</th>
<th>$B_1$</th>
<th>$B_2$</th>
<th>$B_3$</th>
<th>$B_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$PB/PR$</td>
<td>$PB/PB$</td>
<td>$PB/PM$</td>
<td>$PB/PM$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$PB/PB$</td>
<td>$PM/PM$</td>
<td>$PM/PS$</td>
<td>$PS/PS$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$PB/PM$</td>
<td>$PM/PM$</td>
<td>$PS/PS$</td>
<td>$PS/PS$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$PM/PM$</td>
<td>$PM/PM$</td>
<td>$PS/PS$</td>
<td>$PS/PS$</td>
</tr>
</tbody>
</table>

In table (20) we have $PS = 1.2$, $PM = 1.4$, $PB = 1.6$ and $PR = 1.8$.

D. MFPSO: authors’ proposition

The modified fuzzy PSO (MFPSO) algorithm proposed by the authors combines the previously described concepts developed by Alfi, Fateh [2] and Niknam [3]. In this algorithm, each of particles has its own coefficients $\omega$, $c_1$ and $c_2$ changing according to the linguistic description represented by the fuzzy rules. In this way, each of the particles may be treated individually. For example, if a particle has found the new local best position pbest, then the inertia weight $\omega$ should be decreased and the coefficients $c_1$ and $c_2$ should be increased. On the other hand, if pbest, has not changed for a long time, then a better strategy would probably be to increase $\omega$ and decrease $c_1$ and $c_2$ to improve the ability of exploration.

In the MFPSO algorithm, the authors propose $\omega$, and $c_1$, $c_2$ for each particle to be determined using three T-S systems:

$$\omega_i = TS(n_f^k, n_u^k)$$  \hspace{1cm} (21)
$$(c_1)_i = TS(n_f^k, n_u^k)$$  \hspace{1cm} (22)
$$(c_2)_i = TS(n_f^k, n_u^k)$$  \hspace{1cm} (23)

where $n_f^k$ is defined in (13), $n_u^k$ has the form

$$n_u^k = \frac{u^k - u_{\text{min}}}{u_{\text{max}} - u_{\text{min}}}$$  \hspace{1cm} (24)

and $u^k$ is the number of iterations without change to the best personal position for the $i$-th particle. It should be noted that in equation (18), $n_u^k$ is calculated based on the global best position gbest, whereas in equation (24) $n_u^k$ is calculated based on the personal best position pbest.

The fuzzy rules for $\omega$ are the same as in (19). The fuzzy rules for $c_1$ and $c_2$ are given in tables (20). In (20) we have $PS = 1.4$, $PM = 1.7$, $PB = 1.9$ and $PR = 2.2$. For example, the rule $R_{11}$ has the form

$$R_{11} : \text{IF } n_f^k \in A_1 \text{ AND } n_u^k \in B_1,$$

THEN $\omega = PS$ AND $c_1 = PR$ AND $c_2 = PR$  \hspace{1cm} (25)

and the rule $R_{44}$ has the form

$$R_{44} : \text{IF } n_f^k \in A_4 \text{ AND } n_u^k \in B_4,$$

THEN $\omega = PR$ AND $c_1 = PS$ AND $c_2 = PS$  \hspace{1cm} (26)

Other rules can be interpreted similarly.

V. RESULTS AND DISCUSSION

In order to evaluate the algorithms, four common nonlinear benchmarks [11], [19] in the form of Ackley, Griewank, Rastrigin and Rosenbrock functions were used. For these functions, the asymmetric initialization method, similar to [11], was used. The velocities of particles were clamped to $v_{\text{max}}$, however, the positions of the particles were not limited. In Table I, the initialization ranges and $v_{\text{max}}$ for the test functions are listed. In our experiments, two dimension sizes were chosen: $d = 10$ and $d = 30$. The number of iterations was set to 1000 and 2000 corresponding to the dimensions 10 and 30. The number of particles was equal to 30 and the number of trials was equal to 30 in all experiments. The parameters of algorithms were chosen on the basis of the papers [11] and [14]. The calculations were conducted using Matlab software and the "PSO Research Toolbox" by Evers [18]. The maximum average time of execution for one trial on a mobile workstation equipped with Intel(R) Core(TM) i7-2820QM did not exceed 10 s.

The results for benchmark functions are presented in Table II. This table contains the basic statistics for the final value of the objective function and the iteration ($\text{iter}_{\text{success}}$) in which the algorithm achieved the given value ($th$) of the
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TABLE II
R ESULTS FOR THE BENCHMARK FUNCTIONS
fg
Algorithm

d

iter

iter_success

mean ± std

min

2.223e−05 ± 1.218e−04
8.218e+00 ± 7.791e+00

3.553e−15
1.421e−14

6.669e−04
1.980e+01

6.685e−01 ± 3.662e+00
6.909e−01 ± 3.784e+00

8.882e−14
6.994e−07

2.006e+01
2.073e+01

1.332e+00 ± 5.068e+00
9.953e−01 ± 3.781e+00

3.553e−15
1.421e−14

2.006e+01
2.079e+01

3.790e−15 ± 9.013e−16
4.146e+00 ± 8.032e+00

3.553e−15
2.807e−13

7.105e−15
2.003e+01

9.000e−01 ± 3.662e+00
8.351e+00 ± 7.650e+00

3.553e−15
1.344e+00

2.006e+01
1.998e+01

2.392e−14 ± 4.870e−14
4.125e+00 ± 8.384e+00

3.553e−15
1.028e−04

2.558e−13
2.087e+01

7.258e−02 ± 3.584e−02
2.701e−02 ± 4.005e−02

3.197e−02
0.000e+00

2.115e−01
1.858e−01

1.050e−01 ± 5.726e−02
1.303e−02 ± 1.775e−02

7.396e−03
2.092e−11

2.172e−01
9.064e−02

8.642e−02 ± 3.961e−02
1.375e−02 ± 1.688e−02

1.969e−02
0.000e+00

1.796e−01
5.888e−02

7.701e−02 ± 3.531e−02
1.492e−02 ± 2.037e−02

3.201e−02
0.000e+00

1.847e−01
9.562e−02

9.796e−02 ± 5.344e−02
3.036e+00 ± 2.411e+00

1.970e−02
1.049e+00

2.511e−01
1.128e+01

9.623e−02 ± 5.589e−02
1.956e−02 ± 2.617e−02

2.955e−02
1.718e−06

2.488e−01
1.298e−01

7.097e+00 ± 3.969e+00
1.053e+02 ± 2.743e+01

1.990e+00
4.676e+01

1.890e+01
1.512e+02

3.715e+00 ± 1.865e+00
3.819e+01 ± 9.564e+00

0.000e+00
2.389e+01

7.960e+00
6.766e+01

5.804e+00 ± 2.575e+00
4.580e+01 ± 8.148e+00

2.985e+00
3.084e+01

1.293e+01
6.368e+01

4.743e+00 ± 3.394e+00
4.852e+01 ± 1.391e+01

0.000e+00
2.388e+01

1.791e+01
8.457e+01

1.270e+01 ± 5.817e+00
9.155e+01 ± 2.314e+01

9.950e−01
5.330e+01

2.388e+01
1.353e+02

3.689e+00 ± 2.101e+00
3.317e+01 ± 9.586e+00

4.832e−03
1.435e+01

8.955e+00
5.132e+01

2.155e+01 ± 3.702e+01
3.793e+01 ± 5.813e+01

1.381e−02
6.057e−02

1.261e+02
2.642e+02

3.602e+01 ± 1.308e+02
8.484e+01 ± 7.490e+01

6.977e−01
5.490e+00

7.244e+02
3.359e+02

1.761e+01 ± 3.553e+01
6.247e+01 ± 7.706e+01

2.459e−03
3.930e−01

1.371e+02
3.082e+02

2.529e+01 ± 5.990e+01
5.779e+01 ± 4.336e+01

7.227e−02
1.420e+00

2.577e+02
1.683e+02

7.058e+01 ± 2.101e+02
8.847e+04 ± 1.825e+05

2.104e+00
2.877e+02

1.152e+03
8.705e+05

1.499e+01 ± 4.056e+01
2.248e+02 ± 2.320e+02

1.937e−02
1.188e+01

2.239e+02
9.200e+02

max

mean ± std

min

max

success rate [%]

244 ± 23
191 ± 51

212
141

300
343

96.7
56.7

735 ± 21
1073 ± 46

697
991

777
1191

96.7
96.7

216 ± 23
472 ± 129

189
352

280
1004

93.3
96.7

257 ± 23
257 ± 63

224
198

338
444

100
80.0

175 ± 152
192 ± 59

118
126

883
362

80.0
66.7

366 ± 37
440 ± 115

296
330

474
765

100
80.0

188 ± 80
356 ± 31

109
299

483
435

86.7
83.3

724 ± 129
1524 ± 52

541
1463

974
1702

46.7
96.7

204 ± 153
329 ± 38

76
292

569
476

70.0
93.3

234 ± 138
446 ± 37

108
368

534
539

76.7
93.3

118 ± 75
−

145
901

348
−

56.7
0

372 ± 201
1184 ± 172

56
−

823
1507

60.0
93.3

235 ± 118
330 ± 0

119
330

555
330

40.0
3.33

717 ± 118
1454 ± 128

533
1179

939
1655

83.3
93.3

229 ± 85
486 ± 124

100
266

406
745

56.7
60.0

276 ± 153
505 ± 174

100
256

690
869

66.7
56.7

117 ± 31
−

178
374

163
−

13.3
0

447 ± 208
960 ± 402

93
−

976
1814

80.0
96.7

136 ± 81
558 ± 419

64
255

391
1597

80.0
90.0

613 ± 136
1657 ± 177

438
1361

966
1996

86.7
66.7

239 ± 249
499 ± 220

47
275

791
1252

90.0
76.7

171 ± 157
688 ± 395

56
348

798
1992

83.3
83.3

133 ± 152
−

89
1353

635
−

73.3
0

276 ± 255
1681 ± 186

42
−

Ackley function: for d = 10, th = 5e−05; for d = 30, th = 5
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Griewank function: for d = 10, th = 0.1; for d = 30, th = 0.05

Rastrigin function: for d = 10, th = 5; for d = 30, th = 50

Rosenbrock function: for d = 10, th = 30; for d = 30, th = 100

936
1936

93.3
36.7


objective function. The ratings of the algorithms for all benchmark functions are summarized in Tab. III. The following performance measures were used to evaluate the algorithms:

- mean of the objective function (mfg),
- relative success defined as $\text{rs} = \frac{\text{mean of iter success}}{\text{success rate}}$.

For these measures, the sums of the ratings are shown in Tab. III. These ratings were assigned in such a way that the best algorithm has six points and the worst has one point. For $\text{success rate} = 0$ (the algorithm has not succeeded) the number of points is equal to zero.

For the dimension $d = 10$ and the measure mfg the highest rating has the algorithm MFPSO proposed by the authors, while for the measure rs the highest rating have the PSO1, FPSO1 and FPSO3. For the dimension $d = 30$ and the measure mfg the highest rating has the algorithm PSO2, while for the measure rs the highest rating has the FPSO1. Analyzing the sum of ratings for mfg it can be seen that the best algorithm is the MFPSO. For rs the MFPSO is the one before last. However, it should be emphasized that in the evaluation of optimization algorithms the most important criterion is the obtained objective function value.

**VI. Conclusion**

In this paper, the evaluation of selected fuzzy particle swarm optimization algorithms was presented. Two non-fuzzy and four fuzzy algorithms were considered. The main contributions of this paper are as follows:

- the application of the Takagi-Sugeno system that is more computationally efficient than the Mamdani system,
- a proposal for the use of the MFPSO algorithm, in which each of the particles has its own inertia weight and the coefficients of the cognitive and social components,
- the evaluation of selected fuzzy PSO algorithms using common benchmark functions.

Further work will focus on improving the proposed algorithm, building models to support the training process in sport [20], and the analysis of athletes’ technique [8].
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Abstract—We consider the problem of scheduling multi-task jobs on identical machines in parallel. Each multi-task job consists of one or more tasks. Each job has a release date and a due date. A task of a job can be processed by any one of the machines. Multiple machines can process the tasks of a job concurrently. The completion time of a job is the time at which all its individual tasks have been completed. A job is late if it is completed after its due date. We study the problem of minimizing the total number of late jobs. We show that while some special cases are solvable, the general problem is NP-hard and there exists no polynomial time $\rho$-approximation algorithm, for any $\rho > 1$. We present a general algorithm for the problem and derive from it six heuristics whose performance is evaluated by experimental results.

I. INTRODUCTION

The problem under consideration is scheduling multi-task jobs on identical machines in parallel. It can be stated as follows: Assume there are $m$ identical machines and $n$ jobs. Each job $j$ ($j = 1, 2, \ldots, n$), which is available at time $r_j$ and has a due date $d_j$, consists of $k_j$ tasks ($1 \leq k_j \leq k$) individually. For the ease of description, we also let $C_{ij}$ denote the completion time of task $a_{ij}$, which is available at time $r_j$ and has a completion time $d_j$, and the completion time of job $j$ on machine $i$, respectively. By definition, $C_j = \max_{1 \leq i \leq m} \{C_{ij}\}$. A job is late if $C_j > d_j$, and by standard notation, $U_j = 1$ if $C_j > d_j$ and $U_j = 0$ otherwise.

The above problem is a more general description of the fully flexible case of customer order scheduling models described in [1], so it is not limited to any specific application contexts, e.g. manufacturing environments. In addition to the application examples surveyed in [1], we yet give another real-life application example in software project management, with the objective to minimize $\sum U_j$. It is not unusual that in a software development team, new projects with various due dates are requested from business lines. A development manager usually creates a parent task for each new project, and creates multiple child tasks (for example, independent modules or loosely coupled modules as a result of well-designed software architecture) associated with the parent task so that multiple software developers in the development team can work on the project simultaneously. A parent task (project) is completed if and only if all child tasks are completed. All software developers (assuming that they have the same skills at the same proficiency levels after certain cross-training) in the team can work on all child tasks. The challenge for the development manager is to find a good schedule for the team, to minimize the number of parent tasks (projects) that cannot be completed before all their due dates, so that the relationship and partnership between the development team and the business teams can be positively built up.

Some past work has been done for this problem with the objective to minimize the total weighted completion time $\sum w_j C_j$ and its un-weighted version. Even when $w_j = 1$ for all $j$, the problem with an arbitrary $k$ is ordinary NP-hard for any fixed $m \geq 2$ and strongly NP-hard when $m$ is arbitrary (see Blocher and Chhajed [2]). On the other hand, when $k = 1$, the problem becomes the classical problem $P || \sum w_j C_j$ which is strongly NP-hard, and for any fixed $m \geq 2$, the problem is equivalent to $P || \sum w_j C_j$ which is ordinary NP-hard (see [3]). In the aspect of algorithms, when $w_j = 1$, Blocher and Chhajed [2] presented six heuristics with empirical analysis of the performance of the heuristics. One of the heuristics was also studied by Yang [4], [5] where it was shown a worst-case performance bound of $7/6$ for $m = 2$.

For arbitrary $m$, two classes of nine heuristics with proven worst-case performance bounds of either $(2 - 1/m)$ or $m$ were studied by Leung, Li and Pinedo [6].

To the best of our knowledge, no past work has ever been done for this problem with the objective to minimize $\sum U_j$. 
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In this paper, we are interested in both the complexity and the algorithm aspects of the problem. The remainder of the paper is organized as follows. In Section II, we present some preliminary results regarding some properties of optimal schedules. In Section III, we show that some cases are NP-hard, while some other cases are polynomially solvable. Then, after showing the non-approximability for the general case without release dates, we present in Section IV a general algorithm scheme for the problem and derive from it six heuristics, whose performance is evaluated by experimental results in Section V. Finally, we present conclusions in Section VI.

II. PRELIMINARY RESULTS

We first look into some properties of an optimal schedule for problem $P|jbs, tsk|\sum \{U_j\}$:

**Lemma 2.1 (Optimal Property):** For problem $P|jbs, tsk|\sum \{U_j\}$, there exists an optimal schedule in which:

- a) the tasks (if more than two) of a job are assigned consecutively on each machine;
- b) the early jobs are scheduled in nondecreasing order of their due dates on each machine.

**Proof:** a) Suppose that there exists an optimal schedule in which some tasks of job $j$ assigned on machine $i$ are not consecutive, we keep the last task of job $j$ where it is, but make necessary interchange to shift all its other tasks backward so that they become consecutive, thus the completion time of job $j$ remains unchanged. However, other jobs, whose tasks are shift forward due to the interchanges, would be completed earlier. Thus, no new late jobs are introduced, and the resulting schedule remains optimal.

b) Suppose that in an optimal schedule there exist two early jobs, $j_1$ and $j_2$, and a machine $i$, such that $C_{i,j_1} < C_{i,j_2}$ but $d_{j_1} < d_{j_2}$. We assume the tasks of both jobs are scheduled consecutively according to a). We remove job $j_2$, and push forward all jobs before $j_1$ (and $j_1$ itself), to fill the hole produced by removing $j_2$, then place $j_2$ right after $j_1$. Clearly, all jobs except $j_2$ are completed earlier. As for job $j_2$, its new completion time $C_{i,j_2} = C_{i,j_1} < d_{j_1} < d_{j_2}$. Thus, job $j_2$ is still completed on time, and the resulting schedule remains optimal.

Note that in an optimal schedule, the tasks of a job are not necessarily to be assigned across all machines. Some machines may be assigned with multiple tasks of the job, while some other machines may not be assigned with any tasks of the same job. To illustrate this, consider an example as follows:

- $m = 2$, $n = 2$, $p_{11} = p_{21} = 2$, $d_1 = 4$, $p_{12} = 4$, $d_2 = 5$.

Clearly, in an optimal schedule for this instance, the only task of job 2 must be assigned to one machine, while the two tasks of job 1 must be assigned to another machine. This yields a schedule with no late jobs.

For any instance $I$ of $P|jbs, tsk|\sum \{U_j\}$, to derive a lower bound for it, we can construct an instance $I'$ of problem 1 $|\sum U_j|$ which can be solved in $O(n \log n)$ by Moore-Hodgson’s algorithm [7]: For each job $j$, construct a job $j'$ for $I'$ with processing time $p'_j = \sum pc_j/m$ and due date $d'_j = d_j$. Let $S_{OPT}$ and $S'_{OPT}$ denote an optimal schedule for instance $I$ and $I'$, respectively. Then, we have the following lower bound which might be useful for the design of a branch-and-bound algorithm, or for evaluating the performance of heuristic algorithms by experimental analysis as what we will show later.

**Lemma 2.2 (Lower Bound):** For any instance $I$ of problem $P|jbs, tsk|\sum U_j$, and its corresponding instance $I'$ of problem 1 $|\sum U_j|$ constructed in the way described above, the optimal objective value for $I$ has the following lower bound:

$$\sum_j U_j(S_{OPT}) \geq \sum_j U_j(S'_{OPT}).$$

**Proof:** Consider an optimal schedule $S_{OPT}$ for instance $I$, let $S_e$ denote the sub-schedule of all early jobs in $S_{OPT}$. We construct a schedule $S'$ for instance $I'$ as follows: a) For the jobs in $S_e$, schedule the corresponding jobs of $I'$ in nondecreasing order of $d'_j$ which equals to $d_j$, let the sub-schedule be $S'_e$; b) Append the rest jobs to the end of $S'_e$ in arbitrary order.

We shall show that all jobs in $S'_e$ are on time as well. Without loss of generality, we assume that the early jobs in $S_e$ are indexed by $1, 2, \ldots, |S_e|$. Consider any partial schedule for jobs $1, 2, \ldots, j$ in $S_e$, we have $C_j = \max_{1 \leq i \leq m} \{C_{i,j} \} \leq d_j$. Due to the fact that this partial schedule may not be aligned up at the end of each machine, we have $\max_{1 \leq i \leq m} \{C'_{i,j} \} \geq \sum_{j=1}^{j_e} \sum_{i=1}^{b_j} p_{ij}/m = \sum_{j=1}^{j_e} p'_j = C'_e$. It follows that $C'_e \leq d_j$, implying that job $j$ is early in $S'_e$. Thus, $\sum_j U_j(S') \leq \sum_j U_j(S_{OPT})$. The lower bound follows due to the fact that $\sum_j U_j(S') \geq \sum_j U_j(S_{OPT})$.

III. COMPLEXITY RESULTS

In this section, we investigate the cases that are either NP-hard or polynomially solvable. The goal is to establish a borderline between the hard cases and the polynomially solvable ones.

A. NP-hard Cases

Before we proceed further, we first introduce the following NP-complete problems (see Garey and Johnson [8]) that will be used for reduction later:

**Definition 1 (Partition Problem):** Given a list $A = (a_1, a_2, \ldots, a_n)$ of $n$ positive integers, can $A$ be partitioned into two subsets $A_1$ and $A_2$ such that $A_1 \cup A_2 = A$ and $\sum_{a_j \in A_1} a_j = \frac{1}{2} \sum_{a_j \in A} a_j$?

**Definition 2 (3-Partition Problem):** Given a list $A = (a_1, a_2, \ldots, a_{3m})$ of $3m$ positive integers such that $\sum a_j = mB$, $B/4 < a_j < B/2$ for each $1 \leq j \leq 3m$, is there a partition $A$ into $m$ subsets $A_1, A_2, \ldots, A_m$ such that $\sum a_j \in A_1 = A$ and $\sum a_j \in A_2 = B$ for each $1 \leq i \leq m$?

Note that even though these two problems are closely related, the Partition problem is NP-complete in the ordinary sense, while the 3-Partition problem is strongly NP-complete.

To show the NP-hardness of several cases, we first start with two restricted cases.
Theorem 3.1: Problem $P_j \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$ is NP-hard in the strong sense.

Proof: We shall show that the 3-Partition problem is reducible to problem $P_j \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$. Given an instance of $A = (a_1, a_2, \ldots, a_{3m})$ of 3-Partition, we construct an instance of $P_j \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$ as follows: There are $m$ machines and $3m$ jobs such that $p_{ij} = a_i$ and $d_j = B$ for each $1 \leq j \leq 3m$. The transformation clearly takes polynomial time. The decision version of the scheduling problem asks if there exists a schedule such that $\sum U_j = 0$?

If the 3-Partition instance has a “Yes” solution, we let the partition be $A_1, A_2, \ldots, A_m$. For each $A_i (1 \leq i \leq m)$, we schedule on machine $i$ the three jobs constructed from the three elements which are in $A_i$. Thus, we have a schedule such that the finish time on each machine is exactly $B$, implying that no job is late, i.e., $\sum U_j = 0$.

Conversely, if the scheduling problem instance has a schedule such that $\sum U_j = 0$, it implies that the finish time on each machine has to be exactly $B$. Due to $p_{ij} = a_i$ and $B/A < a_i < B/2$, each machine must have 3 jobs exactly, otherwise, the finish time with less/more jobs on a machine would be strictly less/larger than $B$. Let $A_i$ be the triplet corresponding to the 3 jobs scheduled on each machine $1 \leq i \leq m$, then $A_1, A_2, \ldots, A_m$ is a “Yes” solution to the 3-Partition instance.

Theorem 3.2: Problem $P_m \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$ is NP-hard in the ordinary sense for every fixed $m \geq 2$.

Proof: It is sufficient to consider the special case for $m = 2$. We shall show that the Partition problem is reducible to $P_2 \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$. Given an instance of the Partition problem, we construct an instance of $P_2 \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$ as follows: Let there be $n$ jobs, $p_{ij} = a_j, d_j = B$ for each job $1 \leq j \leq n$. The decision version of the scheduling problem asks if there exists a schedule such that $\sum U_j = 0$?

It is easy to see that the Partition problem instance has a “Yes” solution if and only if the $P_2 \mid \text{jbs, tsk} \mid d_j = d \mid \sum U_j$ instance has a schedule such that $\sum U_j = 0$.

Theorem 3.1 and Theorem 3.2 immediately imply the NP-hardness of their general cases, respectively:

Theorem 3.3: As generalization of the cases with common due dates,

1. both problem $P \mid \text{jbs, tsk} \mid \sum U_j$ and problem $P \mid \text{jbs, tsk} \mid \sum U_j$ are strongly NP-hard;
2. both problem $P_m \mid \text{jbs, tsk} \mid \sum U_j$ and problem $P_m \mid \text{jbs, tsk} \mid \sum U_j$ are NP-hard in the ordinary sense for every fixed $m \geq 2$.

On the other hand, when it is restricted to only one job, which has arbitrary number of tasks, the special cases are still NP-hard, as shown below:

Theorem 3.4: Problem $P_j \mid \text{jbs, tsk} \mid \sum U_j$ is NP-hard in the strong sense.

Proof: We shall show that the 3-Partition problem is also reducible to $P_j \mid \text{jbs, tsk} \mid \sum U_j$. Given any 3-Partition instance, we construct an instance of the scheduling problem as follows: Let there be 1 job with $3m$ tasks such that $p_{ij} = a_i$ for each $l = 1, 2, \ldots, 3m$; and let $d_j = B$. The decision version of the scheduling problem asks if there exists a schedule such that $U_j = 0$?

Similar argument as described in Theorem 3.1 shows that the 3-Partition instance has a “Yes” solution if and only if the scheduling instance has a schedule such that $U_j = 0$.

Theorem 3.5: Problem $P_m \mid \text{jbs, tsk} \mid \sum U_j$ is NP-hard in the ordinary sense for every fixed $m \geq 2$.

Proof: It is sufficient to consider the special case $m = 2$. Again, a simple reduction from the Partition problem shows that the problem is NP-hard in the ordinary sense for $m = 2$.

With the presence of release dates, all the NP-hard cases presented above would be harder. Further, we show that the problem $1 \mid \text{jbs, tsk, r} \mid \sum U_j$ is NP-hard in the strong sense.

Theorem 3.6: Problem $1 \mid \text{jbs, tsk, r} \mid \sum U_j$ is NP-hard in the strong sense.

Proof: Since problem $1 \mid \text{jbs, tsk} \mid \sum U_j$ is equivalent to $1 \mid \text{jbs, tsk} \mid \sum U_j$ which is strongly NP-hard (due to that $1 \mid \text{r} \mid \sum L_{\text{max}}$ is strongly NP-hard [9] and $L_{\text{max}}$ is reducible to $U_j$ [10], [11], [12]), thus its general version $1 \mid \text{jbs, tsk, r} \mid \sum U_j$ is also NP-hard in the strong sense.

B. Polynomially Solvable Cases

We start with the single-machine cases:

Theorem 3.7: The following problems:

1. $1 \mid \text{jbs, tsk, k} \mid \sum U_j$; and
2. $1 \mid \text{jbs, tsk} \mid \sum U_j$.

can be solved in polynomial time.

Proof: As a direct result of a) in Lemma 2.1, by aggregating the tasks of each job into a single task with processing time $\sum p_{ij}$, both $1 \mid \text{jbs, tsk, k} \mid \sum U_j$ and $1 \mid \text{jbs, tsk} \mid \sum U_j$ can be solved in polynomial time by Moore-Hodgson’s algorithm [7].

Now we consider a special case in which the tasks of all jobs have identical processing times:

Theorem 3.8: Problem $P \mid \text{jbs, tsk, p} \mid \sum U_j$ can be solved in $O(n \log n + \sum k_j)$ time.

Proof: We can find the optimal schedule in two steps: (1) identify the early job set $E$; and (2) schedule the early jobs in $E$. To find the early jobs, we can do the following:

1. Sort and reindex the jobs such that $d_1 \leq d_2 \leq \ldots \leq d_n$.
2. $E = \emptyset, sumK = 0$
3. For each $1 \leq j \leq n$
   - $E = E \cup \{j\}$, $sumK = sumK + k_j$
   - If $\sum_{i=m}^{n} p < d_j$,
     - $i = \arg\max_{x \in E} k_x$,
     - $E = E \setminus \{i\}$, $sumK = sumK - k_i$

To schedule the early jobs, we simply take the tasks of the early jobs from $E$ in non-decreasing order of their due dates, and assign them one by one to the machines $1, 2, \ldots, m$, then $1, 2, \ldots, m$ again, and so on.

First we show that our schedule is optimal. Without loss of generality, we assume that for any job $j$, we have $\sum p_{i=1}^{m} p \leq d_j$. Otherwise, it must be late in any schedule.

Notice that in step (1) the jobs are processed in non-decreasing order of their due dates and in (c), if $\sum p_{i=1}^{m} p >$
$d_j$, we remove the job with the largest number of tasks (thus maximum processing time) from $E$. This guarantees that if job $j \in E$ after step (1), then $\left\lceil \frac{\sum_{m \in E,j} k_i}{n} \right\rceil \cdot p \leq d_j$. By the way we schedule the tasks in step (2), we have $C_j = \left\lceil \frac{\sum_{m \in E,j} k_i}{n} \right\rceil \cdot p$, thus $C_j \leq d_j$. So all jobs in $E$ are scheduled on time. Also notice that $|E|$ must be maximum due to the fact that the largest job is chosen to be tardy in (c).

For the time complexity, step (1) can be implemented in $O(n \log n)$ time if we use priority queue to maintain the jobs in $E$, and step (2) can be implemented in $\sum k_j$.

With the presence of release dates, some special cases are still polynomially solvable. Before we proceed further, we first show that (as we are not aware of any proof in the literature), the classical problem 1 | $r_j, d_j = d \mid \sum U_j$ can be solved in polynomial time, even though the general case 1 | $r_j \mid \sum U_j$ is strongly NP-hard.

**Theorem 3.9:** Problem 1 | $r_j, d_j = d \mid \sum U_j$ can be solved in $O(n \log n)$ time.

**Proof:** Consider the following algorithm:

a) For each job with $r_j + p_j > d$, simply mark it as late and exclude it from the next steps.

b) For the remaining jobs, define a new deadline $d'_j = d - r_j$.

c) Treat time $d$ as time 0, and schedule the jobs with new deadlines and release times 0 backwards by applying Hodgson-Moore algorithm.

The correctness of the algorithm lies in the fact that the modified problem is equivalent to the original one and Hodgson-Moore algorithm is optimal for the modified problem.

**Theorem 3.10:** Problem 1 | $jbs, tsk, r_j, d_j = d \mid \sum U_j$ can be solved in $O(n \log n + \sum k_j)$ time.

**Proof:** The key observation is that, due to the common due date, there exists an optimal schedule for any problem instance in which the tasks of each early job are scheduled consecutively. Otherwise, shifting the separated tasks (except the first one) of the job forward so that they are consecutive, and shifting the in-between tasks of other jobs backward would not violate their release dates and the common due date, and the schedule remains feasible and optimal. Thus, by aggregating all tasks of each job as a single task with processing time of $\sum p_j$, problem 1 | $jbs, tsk, r_j, d_j = d \mid \sum U_j$ can be polynomially solved by an equivalent 1 | $r_j, d_j = d \mid \sum U_j$ problem according to Theorem 3.9. Since aggregating the tasks takes $O(\sum k_j)$ time, the algorithm runs in $O(n \log n + \sum k_j)$ time.

**Theorem 3.11:** Problem 1 | $jbs, tsk, r_j, p_j = 1 \mid \sum U_j$ can be solved in $O(n^5)$ time.

**Proof:** Consider the following algorithm:

a) For any instance $I$ of problem 1 | $jbs, tsk, r_j, p_j = 1 \mid \sum U_j$, construct an instance $I'$ of the classical preemptive scheduling problem 1 | $r_j, pmtn \mid \sum U_j$ with $p'_j = \sum p_j, r'_j = r_j, d'_j = d_j$.

b) Solve $I'$ by Lawler's Dynamic Programming algorithm in $O(n^5)$ time [11], [13].

c) Construct the schedule for $I$ exactly from the optimal schedule for $I'$, by mapping the jobs one by one.

Apparently, the obtained schedule is optimal and the running time is dominated by Lawler's algorithm which runs in $O(n^5)$ time.

Since the cases with release dates are harder than the ones with no release dates, we focus on the design and analysis of algorithms for the latter cases in the next two sections.

**IV. Heuristic Algorithms for Problem P | jbs, tsk | $\sum U_j$**

Due to the strong NP-hardness of problem $P | jbs, tsk | \sum U_j$, it would be of interest to see if there exists any good approximation algorithm for it. Unfortunately, the following negative result shows that there exists no such approximation algorithm unless $P = NP$.

**Theorem 4.1:** Unless $P = NP$, there exists no polynomial time $\rho$-approximation algorithm $(1 < \rho < \infty)$ for both problem $P | jbs, tsk | \sum U_j$ and problem $Pm | jbs, tsk | \sum U_j$ (for any fixed $m \geq 2$).

**Proof:** It is sufficient to consider a special case of the problem, i.e., $P | jbs 1, tsk | \sum U_j$, for which we have only 1 job with arbitrary number of tasks to be scheduled on $m$ machines where $m$ is not fixed. Given any problem instance $I$, since it has only 1 job, being either late or on time, the objective value returned by $A$ must be $\sum U_j \in \{0, 1\}$. We consider the following four cases:

Case1. The optimal objective value is 0 and $A$ returns 0, which is optimal.

Case2. The optimal objective value is 1 and $A$ returns 1, which is optimal.

Case3. The optimal objective value is 0 and $A$ returns 1. The performance ratio is $\infty$.

Case4. The optimal objective value is 1 and $A$ returns 0, which is impossible.

First of all, Case 4 can be excluded for $A$, since it contradicts to the optimality of the optimal objective value. As for other cases, we claim that there exists at least one problem instance so that Case 3 is true for $A$. Otherwise, assume that “only” Case 1 and Case 2 are true for $A$, it simply implies that $A$ is optimal. Since $A$ is also polynomial by assumption, it would imply $P = NP$. Therefore, our claim must be true unless $P = NP$, implying that the algorithm $A$ must be unbounded due to Case 3.

Similiar arguments apply to $Pm | jbs, tsk | \sum U_j$ for its special case when $m = 2$.

An observation on the non-approximability of $P | jbs 1, tsk | \sum U_j$ and $Pm | jbs 1, tsk | \sum U_j$ is that, each of them intrinsically consists of a NP-hard subproblem to solve (i.e., the $C_{max}$ problem on parallel machines) and yet its objective value is limited to only two numbers, i.e., either 0 or 1. Thus, there is no much freedom for any algorithm to approximate within.

We first present a general algorithm scheme to identify and schedule a set of early jobs, and then derive some specific
algorithms from it by customizing the task sorting criterion and the machine selection criterion.

**General-Scheme GS for** $P \mid jbs, tsk \mid \sum U_j$

**Input.** A set of $n$ multi-task jobs; the number of machines $m$.

**Output.** A set of early jobs $E$ and their schedule $S_e$.

Sort the $n$ jobs such that $d_1 \leq d_2 \leq \ldots \leq d_n$. for each job $j = 1, 2, \ldots, n$

\[ \ll \text{sort its tasks by certain criterion} \rr \]

assuming the sorted order is $o_{1,j}, o_{2,j}, \ldots, o_{k,j}$

Let $E = \emptyset$, and $S_e$ be an empty schedule $j = 1$, firstTry = true.

While $j \leq n$

late = false

l = 1.

while ($l \leq k_j$ and late = false)

\[ \ll \text{select machine } i^* \text{ by certain criterion} \rr \]

assign task $o_{ij}$ to machine $i^*$ in $S_e$.

if $o_{ij}$ is late

late = true.

remove all tasks $o_{1,j}, o_{2,j}, \ldots, o_{ij}$ from $S_e$.

if firstTry = true

let $j^* = \arg\max_{k \in E, \{j\}} \{ \sum_l p_{lk} \}$

if $j^* = j$, then $j = j + 1$.

else remove all tasks of $j^*$ from $S_e$.

firstTry = false.

else $j = j + 1$, firstTry = true.

else if $l = k_j$

if firstTry = true, then $E = E \cup \{j\}$.

else $E = E \setminus \{j^*\} \cup \{j\}$.

$j = j + 1$, firstTry = true.

$l = l + 1$.

return $S_e$.

It should be noted that, when $k = 1$ and $m = 1$, the above general algorithm schema would work in the same way as Moore-Hodgson’s algorithm for $1 \parallel \sum U_j$. Thus, we can regard it as generalization of Moore-Hodgson’s algorithm. To derive a specific algorithm from the above general scheme, we need to specify two criteria as marked within $\ll \ldots \rr$. The first criterion to be specified in Step 1 is for sorting the individual tasks of each job $j = 1, 2, \ldots, n$, while the second one in Step 2 is for choosing a machine to process the task under consideration.

Intuitively, we consider two **Task Sorting Criteria:**

- **Arbitrary Order.** No sorting, just keep the original ordering of the tasks as given in input. Thus, it takes no extra running time.
- **Non-increasing Order.** Sort the tasks of job $j$ in non-increasing order of their processing times such that $p_{1,j} \geq p_{2,j} \geq \ldots \geq p_{k,j}$ for each $j = 1, 2, \ldots, n$. It takes $O(k \log k)$ time for each job.

To assign a task to a machine, we consider three **Machine Choosing:**

### Choosing Criteria: **Smallest Load.** Choose the machine with the smallest load. This is used in the well-known Longest Processing Time first rule (LPT) and List Scheduling algorithm (LS) for problem $P \parallel C_{\text{max}}$ [16].

**First Fit.** Choose the first machine which can process the task before the job’s due date. The First-Fit algorithms were originally designed for the Bin Packing problem [17].

**Best Fit.** Choose the machine with the largest load but can still process the task before the job’s due date. The Best-Fit algorithms were also originally designed for the Bin Packing problem.

Naturally, combination of these two types of criteria produces six different concrete algorithms, which are enumerated in Table I.

In essence, each algorithm derived from the above general algorithm scheme combines the Earliest Due Date first (EDD) rule [18] (at job level), and either an algorithm for problem $P \parallel C_{\text{max}}$ [16] or an algorithm for the Bin Packing problem [17] (at task level).

Clearly, all algorithms derived from the general scheme run in polynomial time. It is not surprising that, due to Theorem 4.1, the performance ratio of these algorithms is not bounded. To illustrate this by a simple example, we consider the following instance: $n = 1, m = 4, k = 9, p_{11} = 7, p_{21} = 4, p_{31} = p_{41} = 5, p_{51} = p_{61} = 6, p_{71} = 7, p_{81} = p_{91} = 4, d_1 = 12$. The “trial” assignment of tasks by all these six algorithms, as illustrated by Table II, would result in schedules in which the job is late. Thus, all these heuristic algorithms return $\sum U_j = 1$. However, in an optimal schedule, as illustrated by the last column in the same table, the job is on time, and the objective value is 0. Thus, the performance ratio of all these heuristic algorithms is $\infty$.

Even though the above worst-case example shows that the heuristic algorithms could perform arbitrarily bad, in practice, we expect that their average performance could be much better. To this end, we evaluate these algorithms by experimental results in the next section.

### V. Experimental Evaluation

To evaluate the above heuristic algorithms, we choose the number of jobs $n = 500$, and the number of machines $m = 20$. Problem instances of varying hardness are generated according

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Machine Choosing</th>
<th>Sorting</th>
<th>Task Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSLS</td>
<td>Smallest Load</td>
<td>Arbitrary</td>
<td>LS</td>
</tr>
<tr>
<td>GS_LPT</td>
<td>Smallest Load</td>
<td>Non-increasing</td>
<td>LPT</td>
</tr>
<tr>
<td>GS_FF</td>
<td>First Fit</td>
<td>Arbitrary</td>
<td>First Fit</td>
</tr>
<tr>
<td>GS_FF_D</td>
<td>First Fit</td>
<td>Non-increasing</td>
<td>First Fit Decreasing</td>
</tr>
<tr>
<td>GS_BF</td>
<td>Best Fit</td>
<td>Arbitrary</td>
<td>Best Fit</td>
</tr>
<tr>
<td>GS_BF_D</td>
<td>Best Fit</td>
<td>Non-increasing</td>
<td>Best Fit Decreasing</td>
</tr>
</tbody>
</table>
TABLE II

<table>
<thead>
<tr>
<th>Machine</th>
<th>GS of</th>
<th>GS of</th>
<th>GS of</th>
<th>GS of</th>
<th>GS of</th>
<th>GS of</th>
<th>OPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7, 4, 4</td>
<td>7, 4, 4</td>
<td>7, 4</td>
<td>7, 5</td>
<td>7, 4</td>
<td>7, 4</td>
<td>7, 5</td>
</tr>
<tr>
<td>2</td>
<td>4, 6, 4</td>
<td>7, 4</td>
<td>5, 5</td>
<td>7, 5</td>
<td>5, 4</td>
<td>7, 5</td>
<td>7, 5</td>
</tr>
<tr>
<td>3</td>
<td>5, 6</td>
<td>6, 3</td>
<td>6, 6</td>
<td>6, 4</td>
<td>6, 4</td>
<td>6, 4</td>
<td>6, 6</td>
</tr>
<tr>
<td>4</td>
<td>5, 7</td>
<td>6, 5</td>
<td>7, 4, 4</td>
<td>6, 4, 4</td>
<td>7, 4</td>
<td>6, 4</td>
<td>4, 4</td>
</tr>
</tbody>
</table>

to different characteristics of the due dates, in a similar way described in Leung, Li and Pinedo [19].

First of all, for each job \( j = 1, 2, \ldots, n \), the number of tasks \( k_j \) is randomly generated from the uniform distribution \([1, 10m]\). Then, for each task \( l = 1, 2, \ldots, k_j \), \( p_{lj} \) is generated from the uniform distribution \([1, 100]\). Finally, after all jobs are generated, for each job \( j = 1, 2, \ldots, n \), its due date \( d_j \) is generated from the following distribution:

\[
[P(1 - \delta_1 / 2 - \delta_2), P(1 + \delta_1 / 2 - \delta_2)],
\]

where

\[
P = \sum_{j=1}^{n} \sum_{l=1}^{k_j} p_{lj} / m,
\]

and \( \delta_1 \) and \( \delta_2 \) determines the range in which the due dates lie and adjusts the tightness of the due dates, respectively. Also, in generating \( d_j \), we ensure that

\[
d_j \geq \max \left\{ \sum_{l} p_{lj} / m, \max_{l} \{ p_{lj} \} \right\}.
\]

Otherwise, job \( j \) would always be late.

We set \( \delta_1 = 0.2, 0.4, 0.6, 0.8, 1.0 \) and \( \delta_2 = 0.2, 0.4, 0.6, 0.8, 1.0 \). For each combination of \( \delta_1 \) and \( \delta_2 \), 100 instances are generated. Thus, there are 2500 instances in total. The algorithms are implemented in Java. The running environment is Windows 7 64-bit Operating System running on a dual core (2.50GHz + 2.50GHz) PC with 4GB RAM memory.

To compare the algorithms, for each generated instance \( I_i \) \( (i = 1, 2, \ldots, 100) \), we also construct the corresponding single-machine instance \( I'_i \) as described in Lemma 2.2. The instance \( I'_i \) is solved optimally by Moore-Hodgson’s algorithm, and then the result, denoted by \( LB(I'_i) \), is used as a reference objective value (lower bound) to evaluate the objective value produced by a heuristic algorithm \( A \) for \( I_i \), denoted by \( \sum U_j(A, I_i) \). Table III shows the collective results for all six algorithms. Each algorithm \( A \) has two columns, namely \( \pi \) and \( \bar{T} \), which are defined as follows. For each setting of \( \delta_1 \) and \( \delta_2 \), \( \pi \) is defined for \( A \) as:

\[
\pi = \frac{1}{100} \sum_{i=1}^{100} \left( \sum_{j} U_j(A, I_i) - LB(I'_i) \right);
\]

and let \( l(A, I_i) \) denote the running time (in milliseconds) of algorithm \( A \) on solving instance \( I_i \). \( \bar{T} \) is defined for \( A \) as:

\[
\bar{T} = \frac{1}{100} \sum_{i=1}^{100} l(A, I_i).
\]

From the table, we have the following findings:

- The objective values produced by all six algorithms are actually very close to the lower bound values, the gaps are mostly less than 3, which means that the algorithms perform close to an optimal algorithm for these randomly generated instances.
- The frequencies that the six algorithms achieve the lowest \( \pi \), \( 0 \leq \pi \leq 5 \) are \((5.9 \mid 11.14 \mid 13.22)\) corresponding to their order listed in the table. Thus, in terms of Machine Choosing Criterion, the algorithms based on Best-Fit criterion performs better than those based on First-Fit criterion, which in turn are better than those based on Smallest-Load criterion. In terms of Task Sorting Criterion, the algorithms based on non-increasing task sorting criterion perform better than those without task sorting.
- In terms of running time, the First-Fit based algorithms run faster than those based on Best-Fit criterion, which in turn run faster than algorithms based on Smallest-Load criterion.
- Interestingly, task sorting in initialization actually does not increase the running time, but helps reduce the running time. This could be due to that task sorting helps produce better results and hence results in less iterations for Step 2 and Step 3.
- Regarding the sensitivity of algorithms’ performance to the hardness of problem instances, overall, \( \pi \) increases when \( \delta_2 \) increases. The explanation is that higher \( \delta_2 \) results in tighter due dates generated for the instances. Hence, the number of late jobs is expected to be higher, and the gap between the heuristic result and lower bound result is expected to increase accordingly. On the other hand, \( \bar{T} \) also increases when \( \delta_2 \) increases. Indeed, when the number of late jobs increases with higher \( \delta_2 \), more iterations are required by Step 2 and Step 3 of the algorithms.

The above findings are sufficient to give us an overview of the performance of the algorithms and provide guidelines for us to choose the best ones among them for practical use. Considering both solution quality and running time, we recommend that algorithm \( GS_{BF}D \) is the best choice.

VI. Conclusions

In this paper, we studied the problem of minimizing the total number of late multi-task jobs on identical and flexible machines in parallel. We first investigated the complexity aspect of the problem. As summarized in Table IV, complexity
results were established for some cases that are either NP-hard or polynomially solvable. Due to the NP-hardness of the general case, we then investigated its approximability. Unfortunately, the result was negative, as we showed that, unless \( P = NP \), there exists no \( \rho \)-approximation algorithm \((1 < \rho < \infty)\) even for the case with no release dates. Thus, we designed a general algorithm scheme and derived from it six heuristic algorithms whose performance was evaluated by experimental results. The findings from the experimental results provided guidelines for choosing the best algorithm among them for practical use, and we recommended algorithm \( GS_{BFD} \) as the best choice.

We did not consider setup times, preemption and weights for the problem. It will be interesting to study the problem with these additional constraints. Even for release dates, we only considered the single machine cases. Hopefully, the heuristics presented in this paper can be extended to the parallel machine cases with release dates. We did not consider an exact algorithm in this paper either. It seemed that the design of an exact algorithm with intelligent search of an optimal solution is not trivial at all, even though we looked into some properties and derived a lower bound for optimal schedule. Indeed, although it has been shown that there exists an optimal schedule which complies with the EDD rule. However, the subproblem to assign the individual tasks to the parallel machines is NP-hard. This not only makes it hard for the design of an exact algorithm with intelligent search, but also makes it non-trivial for the design of effective local search heuristics or meta-heuristics. All of these are worthy of further research for the problem.

### Table III

<table>
<thead>
<tr>
<th>( \delta_1 )</th>
<th>( \delta_2 )</th>
<th>( GS_{LS} )</th>
<th>( GS_{LPT} )</th>
<th>( GS_{FF} )</th>
<th>( GS_{FFD} )</th>
<th>( GS_{BF} )</th>
<th>( GS_{BFD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.56</td>
<td>0.60</td>
<td>0.47</td>
<td>0.55</td>
<td>0.46</td>
<td>0.40</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>0.57</td>
<td>1.70</td>
<td>0.46</td>
<td>155</td>
<td>0.46</td>
<td>121</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.65</td>
<td>283</td>
<td>0.57</td>
<td>258</td>
<td>0.56</td>
<td>210</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0</td>
<td>3.03</td>
<td>379</td>
<td>2.39</td>
<td>352</td>
<td>1.77</td>
<td>295</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0.83</td>
<td>389</td>
<td>0.83</td>
<td>365</td>
<td>0.83</td>
<td>302</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>0.67</td>
<td>479</td>
<td>0.53</td>
<td>446</td>
<td>0.52</td>
<td>365</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.53</td>
<td>583</td>
<td>0.41</td>
<td>542</td>
<td>0.41</td>
<td>446</td>
</tr>
<tr>
<td>0.4</td>
<td>0.8</td>
<td>0.82</td>
<td>657</td>
<td>0.51</td>
<td>612</td>
<td>0.51</td>
<td>508</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0</td>
<td>3.03</td>
<td>680</td>
<td>2.54</td>
<td>637</td>
<td>1.83</td>
<td>530</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2</td>
<td>0.0</td>
<td>687</td>
<td>0.0</td>
<td>648</td>
<td>0.0</td>
<td>536</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.57</td>
<td>745</td>
<td>0.5</td>
<td>703</td>
<td>0.5</td>
<td>576</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.58</td>
<td>835</td>
<td>0.49</td>
<td>785</td>
<td>0.49</td>
<td>643</td>
</tr>
<tr>
<td>0.6</td>
<td>0.8</td>
<td>2.05</td>
<td>888</td>
<td>1.51</td>
<td>836</td>
<td>1.21</td>
<td>687</td>
</tr>
<tr>
<td>0.6</td>
<td>1.0</td>
<td>3.14</td>
<td>911</td>
<td>2.71</td>
<td>862</td>
<td>2.06</td>
<td>709</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0.0</td>
<td>919</td>
<td>0.0</td>
<td>873</td>
<td>0.0</td>
<td>715</td>
</tr>
<tr>
<td>0.8</td>
<td>0.4</td>
<td>0.62</td>
<td>931</td>
<td>0.55</td>
<td>888</td>
<td>0.54</td>
<td>724</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.73</td>
<td>987</td>
<td>0.5</td>
<td>942</td>
<td>0.5</td>
<td>766</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>2.22</td>
<td>1018</td>
<td>1.63</td>
<td>974</td>
<td>1.3</td>
<td>791</td>
</tr>
<tr>
<td>0.8</td>
<td>1.0</td>
<td>2.95</td>
<td>1036</td>
<td>2.42</td>
<td>994</td>
<td>1.88</td>
<td>807</td>
</tr>
<tr>
<td>1.0</td>
<td>0.2</td>
<td>0.0</td>
<td>1043</td>
<td>0.0</td>
<td>1005</td>
<td>0.0</td>
<td>813</td>
</tr>
<tr>
<td>1.0</td>
<td>0.4</td>
<td>0.0</td>
<td>1050</td>
<td>0.0</td>
<td>1016</td>
<td>0.0</td>
<td>819</td>
</tr>
<tr>
<td>1.0</td>
<td>0.6</td>
<td>1.37</td>
<td>1061</td>
<td>0.9</td>
<td>1031</td>
<td>0.68</td>
<td>829</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>2.24</td>
<td>1072</td>
<td>1.64</td>
<td>1045</td>
<td>1.18</td>
<td>838</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>2.89</td>
<td>1083</td>
<td>2.34</td>
<td>1058</td>
<td>1.79</td>
<td>847</td>
</tr>
</tbody>
</table>
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### TABLE IV

**Complexity Results**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>jbs, tsk, r_j</td>
</tr>
<tr>
<td>P_m</td>
<td>jbs, tsk</td>
</tr>
<tr>
<td>P</td>
<td>jbs, tsk</td>
</tr>
<tr>
<td>1</td>
<td>jbs, tsk, r_j, d_j = d</td>
</tr>
<tr>
<td>1</td>
<td>jbs, tsk, r_j, p_{j} = p</td>
</tr>
<tr>
<td>P</td>
<td>jbs, tsk, p_{j} = p</td>
</tr>
</tbody>
</table>
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Abstract—Cluster Deletion (CD) problem asks to transform a given graph into a cluster graph by at most $k$ edge deletions. CD is a combinatorial problem arising in the field of classification. In this paper, we introduce a graph transformation which enabled the identification of new polynomially solvable classes of CD problem. We show that if a graph is $K_3$-free or (diamond, kite, house,xbanner)-free then cluster deletion problem can be solved in polynomial time on that graph.

Index Terms—graph clustering; cluster deletion; Line Graph; $P_3$-adjacency graph; forbidden patterns; diamond graph; claw graph; fork graph

I. INTRODUCTION

Classification is the problem of identifying to which of a set of categories a new observation belongs [1]. In the terminology of machine learning, classification may be supervised or unsupervised. The corresponding unsupervised procedure is known as clustering which is considered the most important unsupervised learning problem [2]. On the other hand, many combinatorial problems are modelled using graphs, in particular, the partitioning of graph vertices into clusters is a classification task that may be used to better manage many real-world problems. From the theoretical point of view, the clustering task is closely related to partitioning problems. As every other problem of this kind, clustering aims to finding structures or patterns in a collection of unlabeled data. The goal is to partition these elements into subsets called clusters such that two meta-criteria are satisfied: homogeneity (elements in a same cluster should be highly similar to each other) and separation (elements from different clusters may have low similarity to each other). In the graph theoretic approach to clustering, data are often represented in the form of a graph $G$. Ideally, the resulting graph would be a cluster graph, that is, a graph in which every connected component is a clique, i.e., a complete subgraph. From the practical point of view, clustering algorithms can be applied in many fields, for instance in social networks, in Wireless sensor network (WSN) [3], in particular in optimizing energy distribution between access points [4], [5], or in designing electronic integrated circuits [6]...

In this paper, we deal with a specific version of the graph clustering problem, namely, cluster deletion (CD), which allows a graph partitioning, into a set of complete subgraphs, just by removing edges. This problem is known to be NP-hard [7] for general graphs. However, it may become easier and polynomial-time solvable in specific graphs, for instance split graphs, block graph, proper interval graph, cographs [8], [9]. Graph classes on which CD is polynomial-time solvable can also be specified by forbidding the occurrence of certain (small) subgraphs in the input graph. For instance, CD is polynomial-time solvable on a sub-class of $P_4$-sparse graphs that strictly includes $P_4$-reducible graphs (which are, in turn, a superclass of cographs) [10]. Those results were obtained for unweighted graphs. For weighted graphs, the cluster deletion problem can be solved in polynomial time on the class of $K_3$-free graphs for which the CD equivalent to maximum weighted matching [8], [11].

On the other hand, there are several works showing that CD problem is NP-hard on some subclasses of weighted graphs such, ($C_5$, $P_5$)-free graphs, ($2K_2$, $3K_1$)-free graphs and ($C_5$, $P_5$, bull, 4-pan, fork, co-gem, co-4-pan)-free graphs [9].

Our aim is to derive polynomial subproblems of CD by resorting to graph transformation. In the literature, there are several graph transformation, among them the widely used line graph [12]. A graph $H$ is a line graph of a graph $G$ if the vertices of $H$ are in a one-to-one correspondence with the edges of $G$, with two vertices being adjacent in $H$ if and only if the corresponding edges of $G$ have a vertex in common. Clearly, any graph matching in $G$ corresponds to an independent set in its line graph, and therefore, the maximum independent set problem in the class of line graphs is equivalent to the maximum matching problem in general graphs. What is worth noting here is that finding a maximum matching in a graph is a polynomial problem [13], which implies that the maximum independent set problem in polynomially solvable in line graphs [14]. For this reason this graph transformation has been widely used both for reducing and solving the maximum independent set problem. Another transform, known as conic reduction [15], transforms a graph $G$ into a graph $G'$ with $\alpha(G') = \alpha(G) - 1$, where $\alpha(G)$ denotes the maximum cardinality of a maximum independent set in a graph $G$, that is, the stability number of $G$. Yet another interesting transformation is the one based on the removal of simplicial vertices [16]. Let $v$ be a vertex and let $N(v)$ be the neighbours set of $v$. $v$ is simplicial if $N(v)$ is a clique. For each simplicial vertex $v$, we have $\alpha(G) = \alpha(G \setminus N[v]) + 1$ holds such that $N[v] = N(v) \cup \{v\}$. Thus, given a simplicial vertex, it is easy to reduce the problem of determining $\alpha(G)$ to the same problem on a smaller graph. There are other graph transformation, such as clique reduction [17], C-reduction [18], graph reduction for QoS Prediction [19].
SWR reduction [20]. All these transformations may simplify combinatorial problems on graphs.

In the present paper, we introduce a new transformation called the $P_3$-adjacency graph and we use it to identify new polynomially-solvable classes of $CD$.

In the next section, we present a new proof of the tractability of the $CD$ problem for unweighted $K_3$-free graphs which is much easier than the one proposed in [11]. Indeed, we prove that when the initial unweighted graph $G$ is $K_3$-free, its $P_3(G)$ will correspond to its line graph and then finding a minimum deletion edge-set is equivalent to finding a maximum independent set in $P_3(G)$. In other words, solving the $CD$ problem on a $K_3$-free graph amounts to finding a maximum matching in the line graph of $G$. Next, we show that if $G$ is diamond-free then any maximum independent set of $P_3(G)$ provides a solution of $CD$. Secondly, we introduce a new collection of forbidden patterns, namely kite, house, open-envelope and xbanner, and prove that $P_3(G)$ is claw-free when $G$ is (kite, house, open-envelope, xbanner)-free. This enables a polynomial computation of a maximum independent set of a given graph $P_3(G)$, and then, provides an optimal solution for $CD$ on $G$ in polynomial-time.

II. DEFINITIONS AND NOTATIONS

A graph is a mathematical structure consisting of a set of vertices and a set of edges connecting the vertices. There are several types of graphs, among which, one can distinguish simple graphs, which are defined by an ordered pair $(V, E)$, where $V$ is a finite set of vertices and $E \subseteq \mathcal{P}_2(V)$ is the set of edges, with $P_2(V)$ being the set of all pairs of $V$. From a simple graph $G = (V, E)$, one can extract a partial graph $G_p = (V, E_p)$ obtained by removing some of the edges of $G$, we have therefore $E_p \subseteq E$.

Definition 1. Let $G = (V, E)$ be a simple graph and let $U \subseteq V$. The simple graph $(U, E(U))$ is the sub-graph of $G$ induced by $U$, where $E(U) = E \cap \mathcal{P}_2(U)$.

A sub-graph of a given simple graph is therefore defined as follows:

Definition 2. A graph $G_s = (V_s, E_s)$ is the sub-graph of a graph $G = (V, E)$ if there exists $U \subseteq V$ such that $G_s$ is the sub-graph of $G$ induced by $U$ i.e $V_s = U$ and $E_s = E(U)$.

A complete graph is a simple graph in which every pair of distinct vertices is connected by a unique edge. The complete graph with $n$ vertices is denoted by $K_n$. A clique of a simple graph $G = (V, E)$ is a complete subgraph of $G$. The $K_3$ graph is the complete graph with three vertices and a $P_3$ graph is the path on three vertices as it is illustrated in Fig. 1. Observe that a complete graph cannot contain any $P_3$ as an induced subgraph.

Let $C$ be a collection of small graphs, that will be designated by patterns. $G$ is said to be $C$-free if $G$ contains no member of $C$ as an induced subgraph.

Besides, in the literature there exists a known class of graph called line graph which represents the adjacencies between the edges of a given graph.

Definition 3. The line graph of a simple graph $G = (V, E)$ is the graph $L(G) = (V', E')$, where:

- Each vertex of $L(G)$ represents an edge of $G$; and
- two vertices of $L(G)$ are adjacent if and only if their corresponding edges share a common endpoint in $G$.

Example 1. Fig. 2. shows a simple graph and its line-graph.

The relevance of the line graph class is that many combinatorial problems, that are NP-hard on general graphs, are polynomially solvable on line graphs. The clustering problem is one of these combinatorial tasks. It consists in making the fewest changes to the set of edges of an input graph in order to obtain a set of cliques. There are three variations of graph clustering: cluster completion, cluster deletion and cluster editing. In the graph completion variations, edges can only be added. In cluster deletion, edges can only be deleted. In cluster editing, both edge additions and edge deletions are allowed. More formally, the cluster deletion ($CD$) problem consists in finding, for a given graph $G$, a $P_3$-free partial graph. An optimal solution for a $CD$ instance given by a simple graph $G = (V, E)$ is a $P_3$-free partial graph $G_p = (V, E_p)$ of $G$ that minimizes $|E - E_p|$.

III. A POLYNOMIAL $CD$ CLASS

In this paper, we precisely consider the cluster deletion problem which allows a graph partitioning just by removing edges. This version partitions the graph into a set of complete subgraphs, i.e., cliques, and the goal is to remove the fewest edges from the input graph. We propose an algorithm that solves $CD$ by resorting to a new graph transformation, which is defined as follows:

Definition 4. The $P_3$ adjacency graph of a simple graph $G = (V, E)$ is a simple graph, which we denote by $P_3(G)$, such that:

- Each vertex of $P_3(G)$ represents an edge of $G$; and
• two vertices of $P_3(G)$ are adjacent if and only if their corresponding edges form a $P_3$ sub-graph of $G$.

**Example 2.**

![Graph G (left) and its $P_3(G)$ graph (right)](image)

**Lemma 1.** $P_3(G) = L(G)$ if and only if $G$ is $K_3$-free

**Proof.** Let $G = (V, E)$ be a simple graph with the associated $P_3$ adjacency graph $P_3(G) = (E, E_P)$ and line graph $L(G) = (E, E_L)$.

($\Rightarrow$) Assume that $P_3(G) = L(G)$ while $G$ contains a $K_3$ as an induced subgraph, and proceed to get a contradiction.

By Definition 3, a $K_3$ graph formed by edges $x, y, z$ of $G$ will be transformed into a $K_3$ in $L(G)$ whose edges are $\{x, y\}, \{x, z\}, \{y, z\}$. On the other hand, since any $K_3$ of $G$ cannot contain a $P_3$, by Definition 4, $x, y$ and $z$ will not be connected in $P_3(G)$. We deduce that $E_L \neq E_{P_3}$, which contradicts our assumption. So, $P_3(G) = L(G)$ cannot hold true unless $G$ is $K_3$-free.

($\Leftarrow$) Suppose that $G$ is $K_3$-free and show that $P_3(G) = L(G)$, which amounts to establishing that $E_{P_3} = E_L$ since $P_3(G)$ and $L(G)$ have the same vertex-set by definition. So, let $\{x, y\}$ be any edge of $E_{P_3}$. According to Definition 4, the edges of $G$ that correspond to vertices $x$ and $y$ in $P_3(G)$ must form an induced $P_3$ subgraph in $G$, and then, they must share a common endpoint. This implies that, $\{x, y\} \in E_L$. Thus, we have $E_{P_3} \subseteq E_L$. Conversely, let $\{x, y\}$ be in $E_{P_3}$, which implies that the edges $x$ and $y$ must share a common endpoint in $G$. Moreover, since $G$ is $K_3$-free, it cannot contain a third edge which form a $K_3$ subgraph with $x$ and $y$. This implies that $x$ and $y$ form a $P_3$ in $G$, which implies that $\{x, y\} \in E_{P_3}$. Thus, $E_L \subseteq E_{P_3}$. It follows, that $P_3(G) = L(G)$. 

**Example 3.** Consider the graph $G_1$ depicted in Fig. 4. Its $L(G_1)$ and $P_3(G_1)$ are as shown in Fig. 5.

![A graph that contains both $P_3$ and $K_3$](image)

![The line graph and the $P_3$ adjacency graph of $G_1$](image)

We notice that $L(G_1)$ and $P_3(G_1)$ are different. This is due to the $K_3$ subgraph induced by vertices 1, 2 and 3.

**Example 4.** The figure below represents a graph $G_2$ composed of four vertices and containing two $P_3$ but no $K_3$.

![A simple graph containing two $P_3$ but no $K_3.](image)

Fig. 2 represents the $L(G_2)$ associated with $P_3(G_2)$.

$P_3(G_2) = L(G_2)$

Fig. 7. The line graph and $P_3$ adjacency graph of $G_2$

Transforming $G_2$ into $L(G_2)$ and $P_3(G_2)$ gives the same simple graph because $G_2$ is $K_3$-free. This observation is in accordance with Proposition 1.

**Lemma 2.** Let $G = (V, E)$ be a $K_3$-free graph. If $E' \subseteq E$ is a maximum independent set of $P_3(G)$, then $(V, E')$ is a $CD$ solution for $G$.

**Proof.** ($\Rightarrow$) Assume that $(V, E')$ is a $CD$ solution for $G$. Since $(V, E')$ is composed of a set of cliques and a clique cannot contain any $P_3$ as an induced subgraph, the vertices of $P_3(G)$ that correspond to the edges of $E'$ will be pairwise not connected. This means that they form an independent set of $P_3(G)$.

It remains to prove that $E'$ is a maximum independent set of $P_3(G)$. To this end, assume the converse is true, that is, there exists $E'' \subseteq E$ such $E''$ is an independent set of $P_3(G)$ and $|E''| > |E'|$. Since $E''$ is an independent set of $P_3(G)$, then, by Lemma 1, the partial graph of $G$ defined by $(V, E'')$ is $P_3$-free. Moreover, we have $|E - E''| < |E - E'|$ since $|E''| > |E'|$. This implies that $(V, E')$ is not a $CD$ solution for $G$ which contradicts the hypothesis.

($\Rightarrow$) Let $E'$ be a maximum independent set of $P_3(G)$. Assume that $(V, E')$ is not a solution of $CD$ for $G$ and proceed to get a contradiction.
If \((V, E')\) is not a solution of the CD instance defined by \(G\) then either \((V, E')\) contains a \(P_3\) or there exists a \(P_3\)-free partial graph \((V, E'')\) such that \(|E - E''| < |E - E'|\). By Lemma 1, the first case cannot hold true. In turn, the second case cannot hold because, otherwise, \(E''\) will not be a maximum independent set of \(P_3(G)\) since \(|E''| > |E'|\).

Combining Lemma 1 and 2, we deduce that

**Theorem 1.** The CD problem limited to the class of \(K_3\)-free graphs can be solved in polynomial time for simple graphs.

**Proof.** According to Lemma 2, solving a CD instance defined by \(G\) amounts to finding a maximum independent set in \(P_3(G)\). On the other hand, according to Lemma 1, if \(G\) is \(K_3\)-free, then \(P_3(G)\) is identical to its line graph. In addition, it is well established that the maximum independent problem is polynomial on the class of line graphs. It follows that the CD problem for \(K_3\)-graphs can be solved by first constructing a \(P_3\) adjacency graph, and then, by computing, in polynomial time, a maximum independent set in the latter graph. Finally, since the \(P_3\) adjacency graph can be built in \(O(|V|^4)\) step, the overall process is polynomial.

In what follows, we identify a wider tractable class of CD, which is also defined via forbidding certain graph patterns.

**Lemma 3.** Let \(G = (V, E)\) be a diamond-free graph and let \(E' \subseteq E\). \((V, E')\) is a CD solution for \(G\) if and only if \(E'\) is a maximum independent set of \(P_3(G)\).

**Proof.** (\(\Leftarrow\)) Let \(E'\) be a maximum independent set of \(P_3(G)\). Assume that \((V, E')\) is not a CD solution for \(G\). This implies that either \((V, E')\) contains \(P_3\) as an induced subgraph or there is a \(P_3\)-free partial graph \((V, E'')\) such that \(|E''| > |E'|\). Assure the former case, i.e., \((V, E'')\) contains a \(P_3\), say \(u-v-w\), and proceed to get a contradiction. Denote by \(e\), the edge \(\{u, v\}\) and by \(e'\), the edge \(\{v, w\}\). Since \(e\) and \(e'\) are in \(E'\) and \(E' \subseteq E\), which is a maximum independent set of \(P_3(G)\), the latter two edges must not form a \(P_3\) in \((V, E)\). On the other hand, \(e\) and \(e'\) form a \(P_3\) in \((V, E')\). This implies that \(\{u, w\}\) is in \(E\) but not in \(E'\). This cannot occur unless there is another edge \(\{x, u\} \in E'\) which forms a \(P_3\) with \(\{u, w\}\) but neither with \(e\) nor with \(e'\). Moreover, since \(\{x, u\}\) and \(\{u, w\}\) form a \(P_3\), \(\{x, w\}\) must not be in \(G\). It follows that \((\{u, v, w, x\}, E(\{u, v, w, x\}))\) is an induced diamond subgraph of \(G\), which contradicts the hypothesis. In the latter case, there is a \(P_3\)-free partial graph \((V, E'')\) such that \(|E''| > |E'|\). This implies that \(E'\) is not a maximum independent set of \(P_3(G)\), which also contradicts the hypothesis.

(\(\Rightarrow\)) Let \((V, E')\) be a CD solution for \(G\) and assume that \(E'\) is not a maximum independent set of \(P_3(G)\), then proceed to get a contradiction.

Since \(E'\) is not a maximum independent set of \(P_3(G)\) then either \(E'\) is not an independent set of \(P_3(G)\) or it is not maximum. From the definition of \(P_3(G)\), the former case implies that there exist \(e, e' \in E'\) that form a \(P_3\) in \(G\), which contradicts the fact \((V, E')\) is a CD solution for \(G\). The latter case implies that there exists a maximum independent set \(E'' \subseteq E\) such that \(|E''| > |E'|\). Using (\(\Leftarrow\)), we deduce that \((V, E')\) is not a CD solution for \(G\) and this contradicts the hypothesis.

The complete bipartite graph \(K_{1,3}\) is known as the claw graph. It is illustrated by Fig. 9. In what follows, the goal is to obtain a \(P_3(G)\) free from claw. Recall that this allows to polynomially solve the maximum independent set problem in \(P_3(G)\). Thus, interested by determining the patterns which entail a claw in \(P_3(G)\).

**Lemma 4.** Let \(G = (V, E)\) be a simple graph. \(P_3(G)\) has a claw as an induced subgraph if and only if \(G\) contains one of the graphs in Fig. 10 as an induced subgraph.

**Proof.** (\(\Leftarrow\)) Let \(G\) be a simple graph and let \(P_3(G)\) be the \(P_3\) adjacency graph of \(G\). Assume that \(K_{1,3}\) is a subgraph of \(P_3(G)\) and, by the same time, \(G\) does not contain any kite, house, open-envelope and xbanner as an induced subgraph and proceed to get a contradiction. By referring to Definition 4 and since \(K_{1,3}\) is composed by a vertex which has three not connected neighbors, if \(P_3(G)\) contains a \(K_{1,3}\) then \(G\) must contain three \(P_3\) subgraphs sharing a common edge, say \(a\). So, we should have in \(G\) one of the following two subgraphs:
Fig. 11. Minimal patterns that entail a claw in $P_3(G)$

To ensure that a claw graph (Fig. 9) occurs in the $P_3$ adjacency graph of $G$, we add, in all possible manners, the edges that keep the claw graph as an induced subgraph of $P_3(G)$. This results in the following four patterns, which correspond exactly to the forbidden patterns of Fig 12 and contradicts the hypothesis.

(⇐) If $G$ contains a kite, house, open-envelope or xbanner as an induced subgraph, then $P_3(G)$ will respectively contain one of the following graphs as an induced subgraph (see Fig. 13, Fig. 14, Fig. 15).

Observe that all these subgraphs contain a $P_{1,3}$ as an induced subgraph.

Theorem 2. The CD problem is polynomial in the class of (kite, house, xbanner, diamond)-free graphs.

Proof. Let $G$ be a (kite, house, xbanner, diamond)-free graph. Since diamond is an induced subgraph of open-envelope and by Lemma 4, $P_3(G)$ is claw-free. On the other hand, by Lemma 3, a maximum independent set of $P_3(G)$ corresponds to a CD solution for $G$. Since maximum independent set problem can be solved in polynomial time in claw-free graphs [12], CD can be solved in polynomial time in $(kite, house, xbanner, diamond)$-free graphs.

IV. CONCLUSION

In this paper, we identified polynomial classes of the CD problem. We introduced a new graph transformation, namely, the $P_3$ adjacency graph. We used this transformation in order to show that whenever a simple graph $G$ is diamond-free, any maximum independent set of $P_3(G)$ provides a solution of CD. Next, we showed that CD problem can be solve in polynomial time in $K_3$-free and (kite, house, xbanner, diamond)-free unweighted graphs.
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Abstract—Given a set of points in a Euclidean space having dimension $K > 0$, we are interested in the problem of finding a realization of the same set in a Euclidean space having a lower dimension. In most situations, it is not possible to preserve all available interpoint distances in the new space, so that the best possible realization, which gives the minimal error on the distances, needs to be searched. This problem is known in the scientific literature as the Multidimensional Scaling (MDS). We propose a new methodology to discretize the search space of MDS instances, with the aim of performing an efficient enumeration of their solution sets. Some preliminary computational experiments on a set of artificially generated instances are presented. We conclude our paper with some future research directions.

I. INTRODUCTION

Given a set of points $X$ in a Euclidean space $\mathbb{R}^K$, with $K > 0$, Multidimensional Scaling (MDS) consists in finding a realization of $X$ in $\mathbb{R}^k$, with $0 < k < K$, such that the interpoint distances in $\mathbb{R}^K$ are preserved as much as possible [3]. The initial dimension $K$ is generally very large, while the new dimension $k$ is generally a priori unknown. However, for a fixed destination dimension $k$, the MDS can be seen as a particular class of the Distance Geometry Problem (DGP) [16]. In fact, in the DGP, suitable embeddings of a given simple weighted undirected graph $G = (V, E, d)$ are searched, in a way that the distances between embedded vertices $u$ and $v \in V$ are as close as possible to the weights on the edges $(u, v) \in E$, when available. In the MDS, the graph $G$ can be simply deduced from the original set of points in $\mathbb{R}^K$. A valid embedding is an embedding of $G$ satisfying all distance constraints, with a given tolerance.

In recent works, it was shown that the DGP can be discretized when some particular assumptions are satisfied [17]. The discretization makes it possible to work with a finite search space, which is otherwise continuous. This search space has the structure of a tree, which is binary when all available distances can be considered as exact. The DGP is NP-hard [27], and even if its discretization does not reduce its complexity [14], it allows for employing a Branch & Prune (BP) framework for an ad-hoc exploration of the discretized search space [14], [24]. The present work is a preliminary step for the discretization of the MDS. In this work, in order to mainly focus on the problem discretization, we will suppose that the topology of the embeddings in both dimensions $K$ and $k$ can be represented well by considering all real inter-point distances.

We warn the reader that a previous work, devoted to the discretization of the MDS, was already published in [1]. However, differently from that work, we will consider, in our first analysis, the basic MDS without any additional constraints. This decision was taken with the aim of developing, first of all, an efficient procedure for the discretization of the MDS, to be extended thereafter for tackling more complex problems. In fact, differently from [1], the algorithms for discretized MDS that we propose in this paper are particularly tailored to this special class of problems.

The rest of the paper is organized as follows. In Section II, we will focus on previous works for the discretization of the DGP. Then, in Section III, we will make a parallel between the DGP and the MDS, while trying to extend and adapt the methodologies, already developed for the DGP, for the discretization of the MDS. Our computational experiments will be presented in Section IV. Finally, Section V will conclude the paper.

II. DISTANCE GEOMETRY PROBLEM

The Distance Geometry Problem (DGP) consists in embedding a simple weighted undirected graph $G = (V, E, d)$ in a $k$-dimensional space so that all weights $d_{uv}$ on the edges of $G$ are realized as distances between the positions assigned to its vertices [16]. More formally, the DGP asks whether
it is possible to find an embedding \( x : V \rightarrow \mathbb{R}^k \) satisfying constraints based on the available edge weights:

\[
\forall (u, v) \in E, \quad ||x_u - x_v|| = d_{uv}.
\]

Notice that, in these distance constraints, we can obtain the equation of a hyper-sphere in \( \mathbb{R}^k \) by fixing one of the two vertices in a certain position. The discretization of the DGP is based on the idea to intersect as many hyper-spheres as necessary to obtain a discrete set of possible positions for a given vertex \( v \in V \) (see Section II-A).

A classical approach to the DGP is to reformulate it as an unconstrained global optimization problem [23]. The satisfaction of the constraints based on the distances can be measured by computing the difference between the actual value \( ||x_u - x_v|| \) of the distance, and its expected value \( d_{uv} \). In order to verify the overall satisfaction of the available constraints, a penalty function can be introduced, whose general term is related to the generic constraint. Various penalty functions can be defined for the DGP, and one of the most used penalty functions is the so-called Medium Distance Error (MDE):

\[
MDE(x) = \frac{1}{|E|} \sum_{(u,v) \in E} \frac{||x_u - x_v|| - d_{uv}}{d_{uv}}.
\]

Finding the global minimum of this penalty function allows to obtain solutions to the DGP. If all distances are compatible to each other and they are not affected by numerical errors, the MDE value for a valid embedding \( x \) needs to be equal to zero.

There are two main applications of the DGP that can be commonly found in recent publications. One application arises in biology, and it is concerned with the identification of protein conformations by exploiting some known interatomic distances that can be obtained by experimental techniques [19]. Another common application is given by the so-called Sensor Network Localization Problem (SNLP) [2], [5], where protein conformations by exploiting some known interatomic distances can be measured by computing the difference between the actual value and its expected value. In order to verify the overall satisfaction of the available constraints, a penalty function can be introduced, whose general term is related to the generic constraint. Various penalty functions can be defined for the DGP, and one of the most used penalty functions is the so-called Medium Distance Error (MDE):

\[
MDE(x) = \frac{1}{|E|} \sum_{(u,v) \in E} \frac{||x_u - x_v|| - d_{uv}}{d_{uv}}.
\]

Finding the global minimum of this penalty function allows to obtain solutions to the DGP. If all distances are compatible to each other and they are not affected by numerical errors, the MDE value for a valid embedding \( x \) needs to be equal to zero.

There are two main applications of the DGP that can be commonly found in recent publications. One application arises in biology, and it is concerned with the identification of protein conformations by exploiting some known interatomic distances that can be obtained by experimental techniques [19]. Another common application is given by the so-called Sensor Network Localization Problem (SNLP) [2], [5], where the positions of the sensors forming a network need to be identified.

As already mentioned above, when some particular assumptions are satisfied, the DGP can be discretized, so that its search space can be reduced from a continuous (and infinite) domain to a discrete (and finite) domain. We will give some details about the discretization of the DGP in Section II-A, and we will focus on discretization orders (vertex orders for \( G \) which make the discretization assumptions satisfied) in Section II-B.

A. The Discretization

Let \( G = (V, E, d) \) be a simple weighted undirected graph representing a DGP instance. Let \( G[\cdot] \) be the subgraph of \( G \) induced by a subset of vertices in \( V \); let \( V_S(\cdot) \) be the volume of the simplex defined by the vertices given as arguments. The discretization in dimension \( k > 0 \) of a DGP instance can be performed when there exists an order defining sequence \( r : i \in \mathbb{N} \rightarrow v \in V \cup \{\Diamond\} \) of length \( |r| \) (for which \( r_1 = \Diamond \) if \( i > |r| \)) such that the following two assumptions are satisfied:

(a) \( G[\{r_1, r_2, \ldots, r_k\}] \) is a clique;
(b) \( \forall i \in \{k + 1, \ldots, |r|\} \), there exist \( k \) “reference” vertices, i.e. there exist \( j_1, j_2, \ldots, j_k \) such that

1. \( j_1 < i, j_2 < i, \ldots, j_k < i \);
2. \( \{r_{j_1}, r_{j_2}, \ldots, r_{j_{k}}, r_i\} \subseteq E \);

for which

\[
V_S(r_{j_1}, r_{j_2}, \ldots, r_{j_k}) > 0.
\]

Vertex orders satisfying assumptions (a) and (b) are named discretization orders; more details about these special orders are given in Section II-B. The class of DGP instances for which at least one discretization order exists for the corresponding graph is named Discretizable DGP (DDGP) [24].

The search space of DDGP instances is finite. It has the structure of a tree, where nodes contain candidate vertex positions, organized layer by layer. In fact, assumption (a) allows us to place the first \( k \) vertices given by the vertex order \( r \) in \( k \) fixed positions. In this way, we can avoid to consider congruent solutions that can be obtained by rotating and/or translating other solutions. Assumption (b) ensures the existence of at least \( k \) reference vertices for every vertex having a rank \( i > k \); a vertex \( u \) can play the role of “reference” for a given vertex \( v \) if \( u \) precedes \( v \) in the vertex ordering \( r \), and \( (u, v) \in E \). We say that the corresponding distances \( d_{uv} \) are the reference distances for the vertex \( v \). We exploit the \( k \) reference vertices for defining \( k \) spheres centered in the reference vertices and having as radius the corresponding reference distances: in dimension \( k \), the intersection of these \( k \) spheres provides us with a subset of vertex positions having cardinality 2 [8], [14]. The condition on the volume of the simplex in assumption (b) ensures that this sphere intersection does not provide a full circle (which is obviously not discrete).

We employ a Branch & Prune (BP) algorithm [25] for the solution of DDGP instances (see Alg. 1 for a sketch). The algorithm recursively calls itself for the exploration of the

**Algorithm 1** The BP algorithm.

1. BP(\( i, k, G, r, \varepsilon \))
2. let \( v = r_i \)
3. compute \( x_{i'}^r \) in dimension \( k \);
4. if \( x_{i'}^r \) is feasible with tolerance \( \varepsilon \) then
   5. if \( (i = |r|) \) then
      6. print new solution;
   7. else
      8. BP(\( i + 1, k, G, r, \varepsilon \));
   9. end if
10. end if
11. compute \( x_{i''}^r \) in dimension \( k \);
12. if \( x_{i''}^r \) is feasible with tolerance \( \varepsilon \) then
   13. if \( (i = |r|) \) then
      14. print new solution;
   15. else
      16. BP(\( i + 1, k, G, r, \varepsilon \));
   17. end if
18. end if
search tree. In the algorithm call, \( i \) is the current rank in the given vertex order \( r \): it is supposed that the coordinates of all vertex positions on the current branch are stored in the global memory. The value of \( k \) corresponds to the dimension in which we wish to embed the graph \( G \). \( \varepsilon \) is our tolerance for the errors that can affect the generated vertex coordinates: as soon as new vertex positions are computed by performing the sphere intersection, in fact, their feasibility is verified by exploiting additional distances that were not used in the discretization process. In order to do so, we consider the corresponding terms of equation (1), and we declare as “infeasible” a new generated position if at least one of such terms is greater than the predefined tolerance \( \varepsilon \). Once a new solution is found by the BP algorithm, the quality of such a solution can be verified by applying equation (1): since all its terms are smaller than our tolerance \( \varepsilon \), we expect to obtain good-quality solutions.

The complexity of one single BP call corresponds to the complexity of computing twice a new vertex position, and of verifying whether the exploration of the tree should continue in those two directions or not. If, for example, \( x'_{v_i} \) is feasible (see Alg. 1), then this position could be part of a solution, and therefore the branch of the binary tree rooted at \( x'_{v_i} \) needs to be explored. In this case, the algorithm invokes itself for computing the possible positions for the next rank. Instead, if for example \( x''_{v_i} \) is not feasible with the given tolerance, then the current branch does not contain any solution. It is therefore pruned: the algorithm does not invoke itself in this case. This algorithm phase is fundamental and named pruning phase.

There are two main approaches to deal with the uncertainty on the values of the available distances. In [15], for example, intervals are used for representing such an uncertainty, and the terms of equation (1) are adapted for providing a positive measure only when the actual distance is not contained in the given interval (for both feasibility verification during the execution of BP, and computation of the MDE function once a new solution is found). However, in some applications (such as the MDS), the uncertainty on the distance values is not known a priori, and therefore our approach will consist in considering instances with only exact distances, which we will need to tackle by admitting larger values for the tolerance \( \varepsilon \). In other words, since the range of the intervals to be assigned to uncertain distances cannot be predefined, we will try to define them during the execution of the BP algorithm: the tolerance \( \varepsilon \) represents in this case the maximal allowed interval range.

**B. Vertex Orders**

A discretization order is a vertex order associated to the graph \( G \) such that the discretization assumptions (a) and (b) are satisfied [9], [13]. Given a graph \( G \) representing a DGP instance, one question that can immediately arise is whether this instance belongs to the DDGP class or not. When instances are stored in text files, an order may be implicitly associated to the vertices of \( G \), but such an order may not satisfy the discretization assumptions. In order to find suitable discretization orders, a greedy algorithm was proposed in [13] and extended subsequently for dealing with interval distances [20]. A heuristic, that has as worst-case complexity the one of the greedy algorithm, was also proposed in [10], for dealing more efficiently with very large instances.

In some particular applications (the reader can refer for example to [15]), additional assumptions on the discretization orders are required, and the problem of finding a discretization order may become NP-hard [4]. Naturally, the above-mentioned greedy algorithm cannot guarantee the generation of a vertex order that, apart from the discretization assumptions, could as well satisfy the additional ones.

For example, we say that a discretization order satisfies the consecutivity assumption if the reference vertices for a given vertex \( v \), and \( v \) itself, are consecutive in the order. Orders satisfying the consecutivity assumption can be seen as sequences of overlapping cliques, which can be searched on the pseudo de Bruijn graphs introduced in [21]. Even if it implies the execution of an exponential search, the use of such pseudo de Bruijn graphs aided the identification of discretization orders satisfying the consecutivity assumption for the backbones of protein instances.

The complexity of this ordering problem can also increase when optimal discretization orders are required. We say that an order is optimal when the rank assigned to every vertex maximizes some predefined objective functions [22]. For example, when low-rank vertices have the maximal number of reference vertices, a direct impact on the width of the corresponding search tree can be observed: it becomes smaller. Several objectives, together with their priority orders, can be defined and used for finding optimal discretization orders. If the objectives are given by a set of simple functions, then the problem of finding an optimal discretization order (without any other additional assumption) still has a polynomial complexity, and the greedy algorithm can be extended for dealing with this class of vertex orders [9].

**III. Multidimensional Scaling**

Since one of the first pioneer papers on this topic [29] in 1952, the MDS received an increasing interest. Surveys on the MDS can be found in the scientific literature: a recent example is [11], published in 2013. In the cited survey, the MDS is defined as the set of statistical techniques that are employed for reducing the dimensionality of a given set of data, with the aim of improving the visual appreciation of the underlying relational structures contained therein. The main idea is to attempt mapping the data into a (generally Euclidean) space, where similar items are represented by near points in the mapping, and dissimilar items are represented by points that are located proportionally further apart. By doing so, the complexity in the data is reduced, and the primary dimensions, along with the items differ, are identified. The MDS has a wide range of applications, and the interested reader can refer to the citations in [11] for additional information about these applications.

One of the best-known methods for dimensionality reduction, especially in the field of mathematical statistics, is Principal Component Analysis (PCA) [7], [12]. PCA was
proposed by Karl Pearson in 1901 [26], and it consists of an orthogonal transformation that can project an ensemble of the high-dimensional data into a new set of coordinate systems (principal axes) in the order of the variances. One of the most notable advantages of PCA is the preservation of the distance metric during the linear transformation. However, this essential feature of PCA, i.e., the use of linear transformation, also prevents PCA from discovering intrinsic non-linear degrees of freedom underlying complex natural phenomena.

One of the most prominent approaches in non-linear dimensionality reduction is the Isomap method proposed by Tenenbaum et al [28]. Unlike PCA, Isomap method has a better ability for successfully capturing the intrinsic global geometric features of the given set of points. It was noted recently, however, that the application of the Isomap method is able to provide good results only when transferring the data between two similar geometries [6].

Let $X$ be a set consisting of points of the Euclidean space $\mathbb{R}^K$. Since the coordinates for each point in $X$ are known, it is possible to compute their relative distances. With this information, we can define a simple weighted undirected graph $G = (V, E, d)$. In the graph, every vertex $v \in V$ represents one single point in $X$, and an edge $(u, v) \in E$, together with the weight that is associated to it, represents the relative distance between the two corresponding points in $X$. All graphs $G$ constructed in this way have the following two properties: they are complete, and all the weights associated to the edges (the distances) are exact. These graphs represent instances of the DGP.

A very simple but nice example of MDS is given in [11] and is concerned with the problem of drawing a small geographic map. All relative distances between the cities of Los Angeles, New York, Chicago and Dallas are given, and the aim is to find their correct locations on a two-dimensional map. When the information on the distances is precise, a very accurate map can be generated, i.e. a map for which the distances between points are proportional to the true distances between city pairs (modulo translations and rotations). In general, however, solutions where the overall distance information is precisely verified may not exist, so that approximated mappings need to be searched.

Let $G$ be the simple weighted undirected graph defined as described above from a known set in dimension $K$. In the example of the 4 US cities, the distances are measured by approximating a surface on Earth with a plane containing the 4 cities: a small error is introduced in the distances because of the plane approximation of the Earth region. In general, every graph is embeddable in dimensions $k \geq |V|$ without introducing any error in the distances. However, when the number of vertices in $V$ is large, the dimensionality is huge. The main interest therefore is to reduce the data dimensionality, and to converge to small dimensions, such as 3, 2, or even 1, where the visualization of the data is possible. In the example of the 4 US cities, the embedding of the corresponding graph $G$ needs to be searched in dimension $k = 2$. Recall that $K$ is the initial dimension of our MDS instances, while $k$ is the destination dimension.

In this work, we will extend the concept of discretizability to MDS instances (see Section III-A), and we will provide two variants of the BP algorithm that are particularly tailored to the MDS (in both Sections III-A and III-B).

A. The Discretization

The methodology that we propose for discretizing the MDS is strictly related to the previous works on the discretization of the DGP (see Section II-A). The entire theory of the discretization can be in fact inherited almost unchanged: the novelties in this paper are mostly operational: we propose some ad-hoc strategies to be integrated in our new algorithms.

Since all relative distances are generally available in MDS instances, the main task that is required for performing the discretization is the selection, for every vertex $v \in V$ that does not belong to the initial clique, of a $k$-plet of reference vertices. We point out that this task has a fundamental importance. In fact, once a $k$-plet of reference vertices has been selected for the vertex $v$, the corresponding reference distances remain fixed in the search tree, i.e. we cannot allow the introduction of any error in the corresponding distances.

The main idea for our first variant on the BP algorithm for the MDS is to try to consider all possible $k$-plets of reference vertices, and to choose, at each recursive call, the $k$-plet for which the minimal error is observed during the pruning phase. If this minimal error is larger than a predetermined tolerance $\varepsilon > 0$, then the current branch of the tree is pruned and the search is backtracked.

In order to measure the quality of partial embeddings (up to the current rank of the discretization order), we need to consider the following function, that we name partial MDE (pMDE, see equation (1)):

$$pMDE(x, r, i) = \frac{1}{|E(r, i)|} \sum_{(u,v) \in E(r, i)} \frac{||x_u - x_v|| - d_{uv}}{d_{uv}},$$

where

$$E(r, i) = \{ (u, v) \in E \mid \exists j < i : u = r_j, v = r_i \}.$$  

Notice that, while the vertex ordering associated to $G$ is irrelevant for the computation of the MDE, it becomes important for the pMDE. The value of $pMDE(x, r, i)$ is in fact the average error introduced in the partial embedding $x$ of $G$ up to the rank $i$, in the vertex ordering $r$.

The sketch of our BP variant for the MDS is given in Alg. 2. The algorithm keeps the general structure of Alg. 1, but, every time it invokes itself recursively, it verifies all the possible $k$-plets of reference vertices for the current vertex $v$, and chooses the best $k$-plet $p_{best}$ in terms of introduced error $pMDE$. We are aware that the choice of the $k$-plet is greedy, and that it might have, in theory, a negative impact on the computations. However, our computational experiments (see Section IV) show that our methodology works quite well in conjunction with the algorithm pruning phase, which does not allow the overall introduced error to grow more than desired.
Algorithm 2 A variant of the BP algorithm for the MDS.

1: BP($i, k, G, r, \varepsilon$)
2: let $v = r_i$;
3: for (every $k$-plet $p$ of reference vertices for $v$) do
4: compute $x'_v$ and $pMDE(x'_v)$ in dimension $k$;
5: compute $x''_v$ and $pMDE(x''_v)$ in dimension $k$;
6: end for
7: let $p_{best}$ be the $k$-plet leading to the lowest $pMDE$;
8: let $x'_v$ and $x''_v$ be the two positions for $v$ given by $p_{best}$;
9: if ($pMDE(x'_v, r, i) < \varepsilon$) then
10: if ($i = |v|$) then
11: print new solution;
12: else
13: BP($i + 1, k, G, r, \varepsilon$);
14: end if
15: end if
16: if ($pMDE(x''_v, r, i) < \varepsilon$) then
17: if ($i = |v|$) then
18: print new solution;
19: else
20: BP($i + 1, k, G, r, \varepsilon$);
21: end if
22: end if

In comparison with Alg. 1, Alg. 2 has a higher complexity. The worst-case complexity is achieved (as in Alg. 1) when the pruning phase is never able to prune away infeasible tree branches. In this case, the algorithm needs to invoke itself

\[ \sum_{i=k+1}^{r} 2^{i-k} \]

times. At each call, moreover, it is necessary to select the best $k$-plet of reference vertices in a set of $i-1$ vertices, where $i$ is the rank in $r$ of the current vertex. The number of combinations of $k$ objects among $i-1$ objects, without repetitions and without assigning a specific order to them, are

\[ \frac{(i-1)!}{k!(i-k-1)!}. \]

Therefore, the complexity of finding all these possible combinations depends upon the current layer of the tree $i$. As a consequence, the worst-case complexity of Alg. 2 is

\[ \sum_{i=k+1}^{r} 2^{i-k}(i-1)! \]

Section II-A are always satisfied). However, as already done for the DGP (see Section II-B), we may want to select optimal vertex orders for a given instance of the MDS, which may help us in improving the performances of the BP algorithm.

In terms of partial orders, a vertex order that allows for the discretization of the MDS can be any order with an initial $k$-clique at the first rank, and all other vertices at rank two. In other words, once the initial clique has been embedded, as well as some other vertices until the vertex $v$, any of the remaining vertices can be embedded as next. This observation led us to develop another variant of the BP algorithm for the MDS.

Consider we have already embedded $m$ vertices of our graph $G$, with $m > k$ and $m < |V|$. Instead of considering a predefined vertex ordering, we can assume here that any non-embedded vertex can be the candidate to be embedded as next. Moreover, for each of such candidate vertices, different $k$-plets can be selected to play the role of reference vertices in the discretization (see Section II-A). For every candidate vertex, and for every $k$-plet, an error on the pruning distances can be computed, and the best vertex and $k$-plet can be selected together. If the minimal obtained error is greater than our tolerance $\varepsilon$, then the current tree branch needs to be pruned. The sketch of this second variant of the BP algorithm for the MDS is given in Alg. 3. In the algorithm call, the discretization order $r$ is initially empty, and it is constructed
step by step during the several recursive calls. In this situation, 
backtracking also means changing vertex ordering, because 
every tree branch may admit a different optimal order. In 
practice, at each recursive call, the best vertex \( \bar{v} \) and the best 
\( k \)-plet, which lead to the minimal pMDE value, are selected at 
the same time. This double choice is performed, as in Alg. 2, 
in a greedy manner. In the algorithm call, we also added the set \( \bar{V} \), which is supposed to contain the vertices of the graph 
that have not been yet embedded.

The complexity of this algorithm is evidently higher, in 
comparison with Algs. 1 and 2. With respect to Alg. 2, an 
additional task needs to be performed at every recursive call 
of the algorithm: it is necessary to select the next vertex to 
be considered. This task requires a search over the remaining 
vertices to be embedded (with complexity \( n - i \), where 
\( n = |V| \)) of the optimal one, i.e of the one for which it 
is possible to identify the best \( k \)-plet of reference vertices. 
Therefore, the overall worst-case complexity of Alg. 3 is

\[
\sum_{i=k+1}^{n} \frac{2^{i-k} (|V| - 1)(i - 1)!}{k!(i - k - 1)!},
\]

which is much higher of the original complexity of Alg. 1.

IV. COMPUTATIONAL EXPERIMENTS

A. Generation of MDS instances

We consider artificially generated instances, with \( K > 3 \) 
and \( k = 3 \). Let \( n \) be the number of points in the original set 
\( X \subseteq \mathbb{R}^K \); let \( e \in [0,1] \). The procedure we employ for the 
instance generation consists in the following steps:

- we generate \( n \) random points in the cube of \( \mathbb{R}^3 \) with sides 
equal to 1;
- we add \( K - 3 \) coordinates to each point, having random 
values extracted from the interval \([0,e] \);
- we compute all relative distances between point pairs in 
\( \mathbb{R}^K \);
- we define a simple weighted undirected graph \( G \) containing 
this distance information.

We point out that the error \( e \) introduced in these instances 
is distributed over the set of distances, as well as over the 
added coordinates, in a quite uniform manner. This property 
is unlikely to be satisfied by real instances in general. We also 
remark that the overall introduced error per instance naturally 
depends upon the value of \( e \), but also on the distance size \( n \).

B. Preliminary experiments

All the experiments presented in this section have been 
performed on a laptop computer equipped with an Intel Core i5 
with 2.4 GHz and 8GB/1600 MHz RAM, running Mac OS X 
10.11.3.

Table I shows some experiments where a set of instances 
that are embeddable in dimension 3 are considered (our intro-
duced error \( e \), in fact, is here set to 0). We fix the destination 
dimension to \( k = 3 \), while various initial dimensions \( K \) 
are taken into consideration. The \( e \) value is set to 0.001 in all the 
experiments, even if \( e = 0 \), in order to deal with some errors 
introduced by imprecise computer arithmetics. In all generated 
instances, the total number of solutions is always 2 (when \( G \) 
is embeddable in dimension \( k \), then the total number of solutions 
is 2, because all distances are available [18]). We point out 
however that, in general when an approximated embedding 
is searched, the introduced errors in the distances may lead to 
the identification of multiple solutions. The experiments 
lasting more than 2 hours were aborted. When executing Algs. 1 and 2, a vertex order was predefined. In Alg. 1, 
moreover, the selected reference vertices are always the \( k \) 
immediate preceding ones in the predefined ordering \( r \). The 
computational time is measured in seconds.

The table shows that Alg. 2 is able to find better quality 
solutions w.r.t. the ones obtained by the standard Alg. 1, 
in terms of MDE. Such an improvement does not appear 
so evident instead when comparing Alg. 2 and Alg. 3: the 
MDE values remain mostly unchanged. It seems therefore 
that it is not important in which place of the ordering a 
vertex is located, but mostly which its reference vertices are. 
The computational times that we report reflect the theoretical 
worst-case complexities provided in Sections III-A and III-B. 
For instances with \( n = 200 \), Alg. 3 would have taken more 
than 2 hours to run to termination.

Table II shows some computational experiments where valid 
embeddings cannot be identified in the destination dimen-
sion \( k \) without introducing some errors in the distances. All 
considered instances have size \( n = 20 \), and part of the 
experiments already reported in Table I are here provided again 
for completeness. As the error \( e \) increases, the MDE values 
in the found solutions show that the quality of the solutions 
decreases as well. In some cases, Alg. 1 is not able to find 
any solution, because of the propagation of such errors on our 
search tree. Alg. 2 is instead always able to get the solutions, 
and the MDE reflects the initial introduced error \( e \). Alg. 3 
is always able to find solutions as well (the increase in the 
complexity is here not so important because all instances are 
small), and it finds better quality results in some cases.

Table III shows some experiments with our artificially 
generated instances having larger size (\( n = 50, 100 \) and 200), 
for larger errors (we consider \( e \in \{0.01, 0.02\} \)) and where we 
compare Alg. 2 to Alg. 3 only. The table shows that the quality 
of the solutions found by the two algorithms is comparable (in 
this set of experiments, only one time Alg. 3 was able to do 
better than Alg. 2), but the computational time grows too much 
when executing Alg. 3. In fact, the instances with \( n = 200 \) 
would have taken more than 2 hours, and these experiments 
were therefore aborted.

Finally, only Alg. 2 is considered in our last table of experi-
ments. These experiments are aimed at stressing our algorithm 
with high initial dimensions; the destination dimension is still 
fixed to 3. As already pointed out, the errors introduced in 
our instances are quite uniformly distributed over the set of 
distances, and over the coordinates. This is the reason why 
we consider small errors \( e \), but repeated uniformly over the 
\( n \) vertices forming the instance, and its \( K - 3 \) additional 
dimensions. In fact, as Table IV shows, the MDE values
### Table I
Computational experiments on a set of instances that are embeddable in dimension 3.

<table>
<thead>
<tr>
<th>instance</th>
<th>Alg 1</th>
<th>Alg 2</th>
<th>Alg 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDE</td>
<td>time</td>
<td>MDE</td>
<td>time</td>
</tr>
<tr>
<td>time</td>
<td></td>
<td>MDE</td>
<td>time</td>
</tr>
<tr>
<td>time</td>
<td></td>
<td>MDE</td>
<td>time</td>
</tr>
</tbody>
</table>

### Table II
Computational experiments on a set of small instances for which a valid embedding cannot be found in dimension 3 without introducing an error on the distances.

<table>
<thead>
<tr>
<th>instance</th>
<th>Alg 1</th>
<th>Alg 2</th>
<th>Alg 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>n x K</td>
<td>ε</td>
<td>ε</td>
<td>MDE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MDE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MDE</td>
</tr>
</tbody>
</table>

### Table III
Computational experiments on a set of larger instances, which are affected by a larger overall error.

<table>
<thead>
<tr>
<th>instance</th>
<th>Alg 2</th>
<th>Alg 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>n x K</td>
<td>ε</td>
<td>MDE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MDE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MDE</td>
</tr>
</tbody>
</table>
TABLE IV

<table>
<thead>
<tr>
<th>instance</th>
<th>Alg. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>K</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>600</td>
<td>600</td>
</tr>
</tbody>
</table>

in the found solutions strongly depend upon the difference between destination and initial dimensions. However, with a rather constant computational time, all the experiments were able to provide a good approximation of a valid embedding of \( G \).

V. CONCLUSIONS

When the destination dimension \( k \) is fixed, the Multidimensional Scaling (MDS) can be seen as a DGP where an embedding of the graph \( G \) is available in dimension \( K \), and it is necessary to find a valid embedding of the same graph in the given destination dimension. Actually, the graph \( G \), which is the input of the DGP with the dimension \( k \), can be generally obtained from the known embedding in dimension \( K \). However, not all distances between vertices in dimension \( K \) can be realized in dimension \( k \), and therefore approximated valid embeddings need to be searched.

This work represents the first step for the discretization of the MDS. The main ideas and the main methodology are inherited from previous works on the discretization of the DGP. We proposed two algorithms, that are variants on the BP algorithm, which was previously proposed for solving discretizable DGP instances. Our Alg. 2 seems to achieve the best trade-off between solution quality and increase in complexity w.r.t. the original BP algorithm.

The computational experiments that we have reported in this paper take into consideration a set of artificially generated instances, where the errors on the distances are introduced in a quite uniform manner. In order to deal with more realistic instances, there are several points to be improved in our approach. For example, the simplex inequalities (i.e. the triangular inequalities in dimension 3) need to be verified before executing our algorithms and, when necessary, some distances may need to be corrected. Because of the nature of the problem, every corrected distance may imply to modify other distances accordingly, in order to avoid invalidating the geometry of the obtained embeddings.

From an algorithmic point of view, moreover, the branching phase of the algorithm can be improved by verifying, every time a given branch is pruned, whether other \( k \)-plets of reference vertices can be chosen for the vertices over the same branch. On the one hand, in fact, pruning allows us to focus the searches on the feasible parts of the tree, but with the risk, in presence of errors, to prune too much and obtain no solutions. On the other hand, however, branching over all the possible \( k \)-plets of reference vertices can be very expensive. It is necessary therefore to identify the best trade-off.

Finally, as a future work, we may also consider the possibility to let one of the \( k \) reference vertices to be related to an interval distance, as it was already done in works related to the discretization of the DGP. The decision not to consider yet interval distances during the discretization process is motivated by the fact that work is still in progress for an efficient management of interval distances during the generation of DGP discrete search spaces.
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Abstract—The modeling of machines and their operation modes is a key approach for optimization of their performance as well as for avoiding unwanted operational states which may lead to the occurrence of faults, and finally, to the breakdown. The developed model of a machine should be always parametrized, i.e. the certain number of parameters should be selected in the certain ranges. The most of the parameters can be selected based on engineering documentation and experts’ knowledge, however, for some of them this knowledge cannot be directly acquired which leads to the parameter uncertainty. One of the approaches allowing selection of these uncertain parameters is a tuning procedure of a model. The paper deals with a concept of heuristic optimization method for automatic tuning of key parameters of longwall scraper conveyor model. In the first part of the paper, the evolutionary algorithm for tuning this model is proposed. In the case study, the merits and limitations of the evolutionary approach are analysed. The obtained results prove that the proposed approach of tuning of the considered model has high practical potential and it may be applied in real mining conditions.

I. INTRODUCTION

The longwall scraper conveyors are the machines used in the mechanized underground coal mines for transporting a coal. Since these machines usually work in extremely difficult operational conditions it is essential to monitor their performance in order to prevent unwanted operational modes and machinery downtime as well as to implement the knowledge obtained from the monitoring process into the redesigning processes which allows increasing their reliability, effectiveness and safety. However, considering the operational conditions in the underground coal mines as well as difficulties in physical access to sources of various signals and difficulties with their measurement, the monitoring of physical working parameters is often limited to few main quantities, which causes that the measurement data is incomplete, and makes the diagnosis and prognosis of these machines difficult. In order to predict an inappropriate behavior of a conveyor and prevent its unwanted operational modes, it is essential to develop a simulator (or mathematical/numerical model) which allows testing various operational scenarios, including the occurrence of various types of faults.

The model-based approach in diagnostics and condition monitoring of underground mines machinery is widely applicable in numerous industrial solutions. To date, many of such models were developed for scraper and belt conveyors. For the mentioned purposes, Cenacewicz, Przystałka and Katunin [1], [2] developed the models of belt and scraper conveyors for evaluation of their dynamical behavior under certain operational scenarios.

In the most cases, modeling of dynamic behavior of such machinery is difficult, since many operational parameters are not available or even not measurable or impossible to acquire. This leads to the incompleteness and uncertainty of a developed model. Thus, in order to achieve such parameters one can perform simplifications of the model, assume them basing on literature data and experts’ knowledge, or use knowledge discovery and optimization techniques. Currently, the most common approach in this task is the manual adjustment of values of behavioural parameters of the model taking into account the data included in technical documentation or in domain literature as well as domain expert’s knowledge. Obviously, such an approach is ineffective and leads to the increasing error with an increase of number of uncertain parameters and overall level of model uncertainty. On the other hand, in the recent years, heuristic methods based on the natural phenomena of evolution, such as simulated annealing algorithm, genetic algorithms, differential evolution, harmony or tabu search ideas, swarm-inspired methods, etc. have been developed and applied to model and solve real-life global optimization problems [3]. Furthermore, this kind of optimization algorithms has long been applied for tuning values of unknown parameters of different types of models [4], [5].

The problem of unknown parameter estimation is not enough discussed in many studies related to analytical modeling of mining conveyors, see e.g. [6] and [2]. To the best knowledge of the authors of this paper, this is one of the first attempts on applying a heuristic optimization technique for automatic tuning of parameters of longwall scraper conveyor model. The main goal of this study is the introduction of the new approach based evolutionary tuning of the mathematical
model of the longwall scraper conveyor. This approach allows for adjusting the values of uncertain parameters of the model, and thus make it fully defined. This, in turn, allows for using this model for modeling of various scenarios of operation as well as for diagnosing the considered machine using the model-based diagnostics approach.

II. CONCEPT OF THE EVOLUTIONARY ALGORITHM FOR TUNING OF CONVEYOR MODEL

The mathematical model of the considered scraper conveyor consists of the following submodels: model of a doubled main drive, model of auxiliary drive, model of mine breaker and contactor control, power supply model, model of equations of motion, model of masses, and model of motion resistance. A detailed mathematical and phenomenological description can be found in [2].

The dynamic behavior of the described model strongly depends on values of key parameters corresponding to physical properties of the real conveyor system. The total number of these parameters can be declared as \( D \). As it is mentioned above, the most of them can be easily established in the direct way because there is the possibility for gauging and quantifying physical properties of the plant. On the other hand, the rest values declared as \( x = [x_1 \; x_2 \; \ldots \; x_d] \) can be indirectly found using signals of process variables which are collected during monitoring of the object and simulation of the model. We assume that the number of observed signals (real and simulated) is equal to \( J \), whereas the number of experiments (scenarios) is \( I \). Henceforth, real \((r)\) and modeled \((m)\) time series that are needed for tuning purposes may be denoted as

\[
y_{ij}^r = [y_{ij}^r(1) \; y_{ij}^r(2) \; \ldots \; y_{ij}^r(K)],
\]

and

\[
y_{ij}^m(x) = [y_{ij}^m(1, x) \; y_{ij}^m(2, x) \; \ldots \; y_{ij}^m(K, x)],
\]

where \( j \) is the \( j \)-th signal (real or artificial) collected in the \( i \)-th experiment scenario, \( K \) is the number of samples.

The main objective of the tuning procedure is to adjust the values of the parameters \( x_1, x_2, \ldots, x_d \) in order to obtain the smallest difference between the response of the system and the response predicted by the proposed model for each scenario. Therefore, the optimization problem can be written as follows:

\[
\text{Minimize } \quad C(x) = f(y_{ij}^r, y_{ij}^m(x), I, J, K)
\]

subject to \( \Omega(x) \),

where \( f \) represents a function (with constant arguments \( I, J, K \)) for comparison of two time series, whilst \( \Omega \) denotes boundaries and constraints in the optimization process. The optimal solution \( x^* \) is found if the criterion function \( C \) has a relative minimum value at \( x = x^* \), that means if

\[
x^* = \arg \min_{x \in \Omega} C(x).
\]

As to be expected, the criterion function \( C \) can be formulated in several ways. In this study, the authors propose two variants of this function. The first one is prepared applying the Minkowski distance of order \( p \)

\[
C(x, p) = \sum_{i=1}^{I} \sum_{j=1}^{J} \left( \sum_{k=1}^{K} \left| y_{ij}^r(k) - y_{ij}^m(k, x) \right|^p \right)^{1/p}.
\]

This measure is a metric in a normed vector space which is considered as a generalization of both the Euclidean distance and the Manhattan distance. The second function is composed of three sub-criteria

\[
C(x, w) = w_1 C_1(x) + w_2 C_2(x) + w_3 C_3(x),
\]

where \( w_1, w_2 \) and \( w_3 \) are used in order to control the significance of each component. The first criterion function in equation (4) is grounded on the mean absolute percent error

\[
C_1(x) = \frac{100}{IJK} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \left| y_{ij}^r(k) - y_{ij}^m(k, x) \right| / z^j.
\]

The second function is declared making use of cross-correlation as the base of a measure of the total lag \( \tau \) between real and simulated signals

\[
C_2(x) = \tau = \sum_{i=1}^{I} \sum_{j=1}^{J} \tau^{ij} \left[ R_{xy} \left( y_{ij}^r, y_{ij}^m(x) \right) \right].
\]

The last component is used in order to find the aggregate value of the maximum absolute errors which are present in signals collected under all scenarios

\[
C_3(x) = \sum_{i=1}^{I} \sum_{j=1}^{J} \max \left| y_{ij}^r - y_{ij}^m(x) \right| / z^j.
\]

The solution of the optimization problem can be found using a limited number of strategies. Derivative-based approaches cannot be employed in this paper, mainly due to the form of the objective function \( C \). Moreover, one can easily observe, that the return value of this function depends on the measurement noise in the real-world data as well as the virtual measurements (with simulated disturbances, noise and computing errors as well) obtained during numerical computations. In contrast, pure stochastic optimization methods, for example, Monte Carlo techniques will not be able to find an accurate solution in order to obtain the return value of this function.

The authors decided to use the evolutionary algorithm which is known as one of the most common heuristic optimization methods.
III. CASE STUDY

A. Description of JOY BLS conveyor and its operating scenarios

The developed mathematical model was based on construction and parameters of the scraper conveyor of type JOY® BLS with the doubled and auxiliary drives. The parameterization of the described simulator was performed based on technical documentation of the modeled conveyor, and data available in the literature [7], [8]. The developed model is characterized by nearly fifty adjustable parameters. The operational parameters were determined theoretically or selected basing on the experts’ knowledge.

The simulator of a scraper conveyor provides a possibility of simulation of eight operating scenarios, which represent the characteristic considering the operations performed during work such as idle run-up, idle run-up and run-down, etc. For the performed study four of them were selected due to the significant differences between these scenarios.

One should mention that some of operational parameters cannot be measured and were assumed according to literature data and technical data sheets. Therefore, it is essential to tune up the model in order to simulate its behavior during realization of considered scenarios properly. The five parameters ($d = 5$) that are subject to the tuning process in this study are as follows: the efficiency of the drive system: $x_1 = \eta [-]$; the damping factor: $x_2 = \mu [-]$; the torque losses of flexible and hydrodynamic couplings: $x_3 = \Delta M_p [Nm]$; the approximation friction coefficient: $x_4 = a [-]$; the unitary mass of excavated material: $x_5 = m_u [kg/m]$. These parameters are selected since it is not possible to obtain their values in the direct way.

B. Tuning experiments and results

The verification tests were carried out with the assumption corresponding to the process variables collected during operational states of the machine. It was decided that only nine process variables ($J = 9$) could be used for tuning: the load of the engines $y_1 = M_{gyn} [Nm]$; the torque of the engines $y_2 = M_{gyn} [Nm]$; the linear velocity of the chain $y_3 = v_n [m/s]$; the phase currents of the first and second engine $y_4 = INZ1A, y_5 = INZ1B, \ldots, y_9 = INZ2C [A]$ (see [2] for details).

It was also assumed that the sampling rate of the sensors was equal to 500Hz, whereas the analog-to-digital converter resolution was set to 32bits. The noise powers of selected signals were as follows: $\sigma_{v_n} = 10E-08, \sigma_{M_{gyn}} = \sigma_{M_{pg}} = 100, \sigma_I = 10E-02$. The reference signals $y_i^{ref}$ were gathered while simulation of the model for selected scenarios ($I = 4$). The optimal values of parameters were chosen as follows: $x_1^* = 0.957, x_2^* = 0.1, x_3^* = 5, x_4^* = 3$ and $x_5^* = 461.54$. The time of simulation was set to 40s. The error measure in the form of

$$\delta x = \frac{100\%}{d} \sum_{i=1}^{d} \delta x_i = \frac{100\%}{d} \sum_{i=1}^{d} \frac{x_i^* - x_i^1}{x_i^1}, \quad (8)$$

was defined in order to evaluate the performance results.

The evolutionary algorithm implemented in Global Optimization Toolbox of Matlab® software was applied in this paper. For each optimization experiment, the boundary values of parameters were chosen taking into account literature data: $0.8 \leq x_1 \leq 0.99, 0 \leq x_2 \leq 10, 2 \leq x_3 \leq 8, 2 \leq x_4 \leq 4, 300 \leq x_5 \leq 570$. In the first step, the performance of the evolutionary algorithm was examined through analysing the influence of the variant of the criterion function $C$ and the values of its parameters. The feasible population method was adapted to create a random well-dispersed initial population satisfying all constraints and bounds. Fitness scaling was done using the rank method, whereas the selection of the parents to the next generation was obtained by means of the stochastic uniform method. The elite count $\delta_e = 2$ and crossover fraction $p_c = 0.8$ were chosen. The heuristic crossover function was employed with the user-defined parameter $\lambda_h = 1.2$.

The remaining individuals were mutated with the use of the adaptive feasible method. The population size was equal to 50, whilst the total number of generations was set to 20. Nine trials were performed in this part of the study: trials from 1 to 5 - fitness function was declared using Eq. (3) for $p = \{1, 2, \ldots, 5\}$; trials from 6 to 9 - fitness function was declared using Eq. (4) for $w = [1 0 0], w = [0 1 0], w = [0 0 1], w = [0.9 0.01 0.09]$.

The results of experiments from this stage of the study are included in the first part of Table I. It can be stated that in the average sense, the minor errors can be achieved using the criterion function $C$ in the form of Eq. 3. For this function, in each case beyond the 5th trial the mean error $\delta x$ was close to 10%. Nevertheless, the smallest error was reached for the second criterion function that has been declared using Eq. 4 with $w = [0.9 0.01 0.09]$. Hence, this variant of the fitness function was used in the next two steps.

In the second step, the authors analysed the influence of the population size and the crossover probability on the performance of the evolutionary algorithm. In order to examine this issue six experiments were conducted: trials 10 and 11 - fitness function was declared using Eq. (4) for $w = [0.9 0.01 0.09]$ and the population size was equal to $\{30, 40\}$, the rest properties were the same as in the first step; trials from 12 to 14 - fitness function was declared using Eq. (4) for $w = [0.9 0.01 0.09]$ and the crossover fraction was equal to $\{0.6, 0.7, 0.9\}$, the rest properties were the same as in the first step; trial 15 - fitness function was declared using Eq. (4) for $w = [0.9 0.01 0.09]$, the population size was equal to 50 and the crossover fraction was equal to 0.7, the rest properties were the same as in the first step. This part of the research led us to state that, the smallest error could be achieved with the use of 20 individuals in the population, whereas the crossover fraction should be set to 0.7. It is easy to observe that, these settings can provide the mean error result smaller than 5%.

In the last part of the study, the analysis of the accuracy of the evolutionary optimization was carried out in the context of the sampling rate and resolution as well as the number
TABLE I: The errors and final values of parameters determined by the evolutionary optimization algorithm

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>$x_1$ [−] [%]</th>
<th>$x_2$ [−] [%]</th>
<th>$x_3$ [Nm]</th>
<th>$x_4$ [−] [%]</th>
<th>$x_5$ [kg]</th>
<th>$\delta x$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.949</td>
<td>0.13</td>
<td>3.33</td>
<td>3.01</td>
<td>457.95</td>
<td>11.88</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>30.64</td>
<td>26.76</td>
<td>0.46</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.72</td>
<td>0.09</td>
<td>2.91</td>
<td>3.02</td>
<td>455.64</td>
<td>9.26</td>
</tr>
<tr>
<td></td>
<td>1.76</td>
<td>41.79</td>
<td>0.76</td>
<td>1.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.958</td>
<td>0.11</td>
<td>7.69</td>
<td>3.00</td>
<td>462.21</td>
<td>10.89</td>
</tr>
<tr>
<td></td>
<td>0.14</td>
<td>13.97</td>
<td>0.08</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.956</td>
<td>0.08</td>
<td>3.37</td>
<td>3.00</td>
<td>461.23</td>
<td>8.98</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>12.26</td>
<td>0.02</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.941</td>
<td>0.20</td>
<td>1.50</td>
<td>2.26</td>
<td>471.84</td>
<td>23.27</td>
</tr>
<tr>
<td></td>
<td>1.60</td>
<td>102.19</td>
<td>8.06</td>
<td>2.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.919</td>
<td>0.27</td>
<td>2.25</td>
<td>2.67</td>
<td>501.01</td>
<td>49.99</td>
</tr>
<tr>
<td></td>
<td>3.96</td>
<td>170.47</td>
<td>54.87</td>
<td>10.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.854</td>
<td>0.29</td>
<td>6.32</td>
<td>2.45</td>
<td>492.60</td>
<td>48.46</td>
</tr>
<tr>
<td></td>
<td>8.76</td>
<td>192.92</td>
<td>6.48</td>
<td>22.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.899</td>
<td>0.061</td>
<td>2.01</td>
<td>3.06</td>
<td>409.92</td>
<td>23.53</td>
</tr>
<tr>
<td></td>
<td>6.03</td>
<td>38.74</td>
<td>59.62</td>
<td>2.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.935</td>
<td>0.10</td>
<td>6.18</td>
<td>2.97</td>
<td>486.54</td>
<td>7.65</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>4.78</td>
<td>23.72</td>
<td>4.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2nd step</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.858</td>
<td>0.09</td>
<td>7.88</td>
<td>2.99</td>
<td>463.24</td>
<td>12.33</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>3.27</td>
<td>57.67</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.934</td>
<td>0.09</td>
<td>2.84</td>
<td>2.98</td>
<td>436.75</td>
<td>16.13</td>
</tr>
<tr>
<td></td>
<td>2.36</td>
<td>32.17</td>
<td>43.11</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.959</td>
<td>0.26</td>
<td>3.90</td>
<td>2.86</td>
<td>492.54</td>
<td>39.82</td>
</tr>
<tr>
<td></td>
<td>0.23</td>
<td>165.68</td>
<td>21.93</td>
<td>4.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.957</td>
<td>0.10</td>
<td>5.86</td>
<td>2.99</td>
<td>463.24</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>6.74</td>
<td>13.34</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.941</td>
<td>1.64</td>
<td>6.34</td>
<td>3.04</td>
<td>440.88</td>
<td>16.32</td>
</tr>
<tr>
<td></td>
<td>46.92</td>
<td>26.00</td>
<td>1.65</td>
<td>4.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.958</td>
<td>0.10</td>
<td>6.92</td>
<td>3.00</td>
<td>461.55</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>4.83</td>
<td>38.49</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.965</td>
<td>0.18</td>
<td>7.66</td>
<td>2.96</td>
<td>474.40</td>
<td>20.27</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>80.97</td>
<td>57.29</td>
<td>2.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.954</td>
<td>0.09</td>
<td>3.52</td>
<td>3.00</td>
<td>459.83</td>
<td>6.38</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>1.63</td>
<td>29.60</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.941</td>
<td>0.08</td>
<td>2.53</td>
<td>2.97</td>
<td>456.90</td>
<td>13.12</td>
</tr>
<tr>
<td></td>
<td>1.38</td>
<td>13.24</td>
<td>49.31</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of the available sensors. The last three trials were done as follows: trial 16 - fitness function was declared using Eq. (4) for $w = [0.9 0.01 0.09]$, only three sensors were used $v_n$, INZ1A and INZ2A, the rest properties were the same as in the second step; trial 17 - fitness function declared using Eq. (4) for $w = [0.9 0.01 0.09]$, only three sensors were used $v_n$, INZ1A and INZ2A, the sampling rate was equal to 1Hz, the resolution was set to 16bits, the rest properties were the same as in the second step; trial 18 - fitness function declared using Eq. (4) for $w = [0.9 0.01 0.09]$, only three sensors were used $v_n$, INZ1A and INZ2A, the sampling rate was equal to 1Hz, the resolution was set to 16bits, the rest properties were the same as in the second step.

The last analysis is very important from a technical point of view. It can be pointed out, that in mining engineering practice it is possible to use measuring devices with lower sampling rate and resolution for accurate tuning of a longwall scraper conveyor model. The sampling rate equals to 1Hz with the resolution equals to 16bits can be enough for this kind of problems to have the mean error significantly less than 10% provided that it involves the required number of measuring sensors.

Taking into account overall results of the study presented in Table I it can be concluded that the most important parameter is the damping factor. Even a small change in the value of this parameter can have a strong influence on the results of the simulation. On the other hand, the value of the loss of the torques of flexible and hydrodynamic couplings has almost no effect on the simulation.

IV. CONCLUSIONS

In this paper, the authors proposed and verified a concept of the heuristic optimization method for tuning values of parameters of longwall scraper conveyor model. In the considered model five of parameters were defined as uncertain, and the tuning problem was defined over these parameters. In turn, nine output parameters of the longwall scraper conveyor model were selected for tuning procedures. The tuning procedure was performed using four selected operational scenarios which were the most representative for the performed task.

The authors have formulated the optimization problem and applied the evolutionary computation in order to find the final solution. Two kinds of the criterion function was proposed. The first one was based on Minkowski’s distance, whilst the second was prepared by means of weighted sub-criteria such as the mean absolute percent error, the cross-correlation function and the aggregate value of the maximum absolute errors. It was shown that the second type of the criterion function should be used in order to obtain the smallest mean errors during searching optimal values of parameters. The validation tests confirm that the proposed tuning method is characterized by the high precision of tuning of uncertain parameters of the model, and may be successfully applied in real mining conditions.
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Abstract—Designing a vehicle sharing system means locating stations which allow users to pick up and give back vehicles. One takes this strategic level decision while anticipating related rebalancing costs. We study here a strategic related bi-level Vehicle Sharing Station Location (VSSL) model, which involves as slave problem a static Vehicle Sharing Rebalancing (VSR) model.

I. INTRODUCTION

Vehicle Sharing systems (see [4]), involving bikes or electric cars, are among the systems which currently strive in order to find their place in the urban mobility landscape as a compromise between full individual transportation and rigid public transportation. They most often work as one-way systems: customers should be allowed to pick up a vehicle at any station and give it back at any other station. But the system may fast become unbalanced, with either empty or overfilled stations, making arise two decision problems:
- a strategic level problem (see [4]) about the way stations are located and capacitated.
- an operational (or tactical) level problem (see [2, 3, 5, 6]), about the way the Rebalancing Process is performed.

This contribution deals with the strategic level problem, which has been scarcely studied, and which we refer to as the Vehicle Sharing Station Location (VSSL) model. We link it with the operational level known as the Vehicle Sharing Rebalancing Problem (VSRP).

Efficiently locating the stations of the system means:
- locating the stations close to the origins and destinations of the users, in such a way that a global Access Demand be maximized, or at least some target value be reached;
- minimizing investment and infrastructure costs;
- making in such a way that the expected running costs due to the periodic Rebalancing Process be the smallest possible.

While the two first criteria yield standard Facility Location models, (see [9]), dealing with the last one leads us to explicit those expected running costs due to the periodic Rebalancing Process: This process consists in periodically picking up some vehicles at excess stations, that means stations which may be considered as containing more than enough vehicles, and move them to deficit stations, while using carriers (trucks, self-platoon convoys…). Optimizing this process gives rise to Vehicle Sharing Rebalancing (VSR) models. While on line VSR models received very little attention, being only handled through application of empirical decision rules (see [5, 7]), several static VSR models (see [2, 3, 7, 8]) have already been proposed and studied through heuristics and ILP models.

Our purpose is here to cast operational VSR as a slave sub-problem of a strategic Vehicle Sharing Station Location (VSSL) model. We first consider that the input data for VSSL problem mainly consists in an origin/destination matrix OD, and in additional information about demands and costs, and derive (Section II) a bi-level Vehicle Sharing Station Location (VSSL) whose master problem IS a Facility Location model and slave sub-model is some static VSR model. Next we propose (Section III) a related bi-level algorithmic resolution scheme which decomposes in turn the VSR model into a simple Min-Cost Assignment master model and a slave PDP: Pick up and Delivery model (see [1, 5]) model. We end by providing a VSR lower bound and performing numerical experiments (Section IV).

II. THE VSSL MODEL

A. Vehicle Sharing Station Location Instances

VSSL (Vehicle Sharing Station Location) input is a set VS of virtual stations, given together with:
- a demand matrix OD: for any x, y in VS, OD(x, y) means the access demand to the system in x, y, that means the number of vehicles which should be
picked up at station \( x \) and given back at station \( y \) by the users during a reference period \( P \).

- a distance matrix \( \text{DIST} : \text{DIST}(x,y) \) means the distance (time required) from \( x \) to \( y \).

Demands and Costs: Solving VSSL means computing a real station subset \( X \) of \( VS \) and its related capacity function \( C \) given a subset \( X \) of \( VS \) and a station \( u \) in \( VS \), we denote by \( \text{Prox}(u,X) \) the element \( x \) in \( X \) which is the closest to \( u \) then the Access Demand \( \text{Acc}(x,y,X) \) which is induced by \( X \) between two stations \( x \) and \( y \) of \( X \) is given by:

\[
\text{Acc}(x,y,X) = \sum_{u \in y} \text{OD}(u,x) \cdot \Phi(\text{Dist}(u, \text{Prox}(u,X))) \cdot \Phi(\text{Dist}(x, \text{Prox}(x, X)), \Phi \text{ being a decreasing [0, 1]-valued function.}
\]

We set: \( \text{Global-Demand}(X) = \sum_{x \in X} \text{Acc}(x,y,X) \). This Access Demand induces, for any station \( x \) in \( X \), a residual quantity \( \text{Res}(x,X) \):

\[
\text{Res}(x,X) = \sum_{y \in X} \text{Acc}(y,x,X) - \sum_{y \in X} \text{Acc}(x,y,X)
\]

This residual quantity means the number of vehicles which is likely to be in excess \( (\text{Res}(x, X) > 0) \) or in deficit at station \( x \) at the end of standard period \( P \).

The Top Demand in station \( x \in X \), i.e. the variation between the least and the largest numbers of vehicles in station \( x \) during period \( P \) is given by:

\[
\text{Top}(x,X) = \text{Q}(x,X) \cdot H(x,X) \text{ with:} \\
\text{Q}(x,X) = \text{Sup}(\sum_{y \in X} \text{Acc}(y,x,X)) \cdot \sum_{y \in X} \text{Acc}(x,y,X) \\
H(x,X) = \Pi(|\text{Res}(x,X)|/\text{Q}(x,X)), \Pi \text{ being a decreasing [0, 1]-valued function, } \alpha > 0.
\]

Setting a station at node \( x \) in \( VS \) with capacity \( C = C(x) \), has a fixed cost \( \text{Fix}(x) \), augmented with a flexible cost \( C \cdot \text{Prop}(x) \), which linearly depends on \( C \). Besides, since running the system defined by \( X \) and function \( C \) periodically requires relocating vehicles from excess stations to deficit stations, we denote by \( \text{Run-Cost}(X,C) \) the cost of this rebalancing process.

Constraints: \( X \subseteq VS \) and \( C \) are subject to:

- Capacity Constraints: for any \( x \in X \), \( \text{Top}(x,X) \leq C(x) \);
- Demand Constraints: Global Demand should be at least equal to some target level \( \text{Goal} = \text{Global-Demand}(X) \geq \text{Goal} \).

Then the VSSL model comes as follows:

**VSSL Model**: \{Compute the subset \( X \), the Depot station \( D \), and the capacity function \( C \) in such a way that the Capacity and Demand Constraints be satisfied and that:

\[
\text{Cost} = \sum_{x \in X} (\text{Fix}(x) + C(x) \cdot \text{Prop}(x)) + \text{Depot-Cost}(D) + \text{Run-Cost}(X,C,D) \text{ is minimal.}
\]

We denote by \( \text{Relax-VSSL} \) the restriction of VSSL which is obtained by removing the \( \text{Run-Cost} \) quantity.

**B. The Vehicle Sharing Rebalancing Problem: VSR**

Let us suppose that \( X \) and \( C \) are given, together with the Depot station \( D \). For any station \( x \), \( v(x) = \text{Res}(x,X) \) vehicles are in excess at station \( x \): if \( v(x) < 0 \), we talk about deficit. We suppose \( \Sigma_{x \in X} v(x) = 0 \), which means that \( D \) may bring additional vehicles to the system. \( K \) is the number of available carriers, all with capacity \( \text{CAP} \) and initially located at \( D \). This defines the VSR instance \((X,v,C,D,K)\).

**VSR Feasible Solutions**: A VSR tour \( \gamma \) is a finite sequence \( \gamma_{\text{Route}} = \{x_0 = D, x_1, \ldots, x_{\text{End}} = D\} \) of stations, given together with a loading strategy, that means with 2 sequences \( \gamma_{\text{Load}} = \{L_0, L_1, \ldots, L_{\text{End}}\} \) and \( \gamma_{\text{Time}} = \{T_0 = 0, T_1, \ldots, T_{\text{End}}\} \) of coefficients whose meaning is: a carrier which follows the route \( \gamma \) loads, at time \( T_i \), \( L_i \) vehicles at station \( x_i \) (unloads in case \( L_i < 0 \)). This VSR tour \( \gamma \) is feasible if:

- For any \( i = 0, \ldots, n(\gamma)-1 \),
  \[
  T_{i+1} \geq T_i + \text{DIST}(x_i,x_{i+1});
  \]
- For any \( i = 0, \ldots, n(\gamma)-1 \),
  \[
  \Sigma_{j=0,\text{End}} L_j = 0;
  \]
- For any \( j \) such that \( v(x_j) \geq 0, v(x_j) \geq L_j \geq 0 \);
- For any \( j \) such that \( v(x_j) \leq 0, v(x_j) \leq L_j \leq 0 \).

Then a feasible solution for the VSR instance \((X,v,C,D,K)\) is a collection \( \Gamma = (\gamma(k), \gamma = 1, K) \) of feasible tours, such that, for any station \( x \):

\[
\Sigma_{k \in K} \text{such that } \gamma(k)(x) = v(x)
\]

The cost of \( \Gamma \) is given by:

\[
\text{Cost} = \alpha \cdot \Sigma_{k \in K} \text{Prop}(k) + \beta \cdot \Sigma_{k \in K} \text{Prop}(k) + \gamma \cdot \Sigma_{k \in K} \text{Prop}(k) + \delta (\Sigma_{k \in K} \Sigma_{j \in K} \text{DIST}(x(k), x(k+1)).L^*)
\]

where \( \alpha, \beta, \gamma, \delta \) are some scaling coefficients.

We derive the following **VSR Model**: \{Compute a feasible VSR solution \( \Gamma = (\gamma(k), \gamma = 1, K) \) which minimizes the above quantity \( \text{Cost}(\Gamma) \).

**Remark 1**: The \( \text{Run-Cost}(X,C,D) \) quantity of the VSSL model is the optimal value of this VSR model.

**III. ALGORITHMS**

We deal with the VSSL model according to a GRASP hierarchical decomposition scheme:

**VSSL-GRASP Scheme**

Initialize \( X \) and \( C \) while solving Relax-VSSL;

Not Stop; While Not Stop do

Solve the slave VSR model induced by \( X \);

Derive an additional constraint \( C \cdot \text{Acc}(x) \), and update \( X, C \) through local search;
We implement the first instruction by adapting Facility Location algorithms (see [8]) into a Relax-VSSL procedure, while observing that the capacity function $C$ derives from $X$ and the Top Demand function $x, X \rightarrow \text{Top}(x, X)$ in a straightforward way. The resulting procedure is a GRASP Algorithm, which involves local search operators $\text{Insert}(x)$ $\text{Remove}(x)$, $\text{Replace}(x, y)$ and $\text{Merge}(x, y)$.

Given $X$ being given, let us now explain how we deal with the resulting VSR sub-problem ((*) instruction).

### A. Decomposing VSR into Min Cost Assignment and PDP: The Distance Strategy.

In case we could decide, for any pair $(x, y)$, $x$ excess, $y$ deficit station, which quantity $Q_{x,y}$ has to move from $x$ to $y$ in order to achieve the rebalancing process, then we derive a VSR solution by solving the Load Splittable PDP instance (see [1]) defined by:

- **Requests** correspond to the 3-uple $(o(j) = x, d(j) = y, \text{Load}(f) = Q_{x,y} \neq 0)$
- Minimize $\alpha \cdot K + \beta$. Sup $\kappa$ $\text{Length}(\Gamma(k)) + \kappa \cdot \Sigma \text{Length}(\Gamma(k)) + \delta \cdot \Sigma \text{Ride}(j)$: $k$ denotes the vehicles, $(\Gamma(k))$ the related PDP tours and $\text{Ride}(j)$ is the time spent by $\text{Load}(j)$ inside a truck.

We check that:

**Theorem 1**: We may restrict ourselves to vectors $Q = (Q_{x,y}, \text{x excess station, \text{y deficit station}) which are vertices of the Assignment polyhedron P-Assign:

\[
P-\text{Assign}: \{Z = (Z_{x,y}, \text{x excess, \text{y deficit}) such that:} \]

- For any excess station $x$, $\Sigma_{y \text{deficit}} Z_{x,y} = v(x)$;
- For any excess station $x$, $\Sigma x \text{excess} Z_{x,y} = - v(x)$

This leads us to handle VSR through the following decomposition scheme:

**VSR Assignment/PDP Decomposition Scheme**

Initialize cost vector $Q$; Not Stop;

While Not Stop do

- Derive $Z$ and the Request set $J = J(Z)$;
- Solve the Load Splittable PDP related instance;
- Update $Q$;

The **Distance Strategy**: Initializing $Q$ comes in a natural way by setting: for any $x, y, x \text{ excess, y deficit stations, } Q_{x,y} = \text{DIST}(x, y)$. We call this strategy, the **Distance Strategy**. We may state:

**Theorem 2**: If $K$ is fixed and $\beta, \delta$ equal to 0 (we minimize the carrier riding time), then the Distance strategy induces a VSR approximation ratio of $(1+K)\text{CAP}$. This is the best possible ratio.

**Theorem 3**: If $K$ is fixed and $\chi, \delta$ equal to 0 (we minimize the makespan), then the Distance Strategy induces a VSR approximation ratio of $(1+K)\text{CAP}$. This is the best possible ratio.

### B. VSR-Assignment/PDP Algorithm

We follow the guidelines of the previously described hierarchical decomposition scheme. As a matter of fact, we revisit it as follows

**VSR-Assignment/PDP Algorithm**

Initialize cost vector $Q$; Derive $Z$ and the Request set $J = J(Z)$; Solve the Load Splittable PDP related instance through some generic Insertion algorithm and get a current VSR solution $\Gamma$; Not Stop;

While Not Stop do

- Update cost vector $Q$ and the Request set $J = J(Z)$;
- Let $J_0$ be the set of newly created requests which have been removed from $J$ and $J_1$, the set of newly created requests; Remove $J_0$ and next Reinsert $J_1$, in the sense of the PDP Insertion algorithm, into current solution $\Gamma$;

Cost vector $Q$ and related Request set $J$ are updated by:

- **1 th Step**: Identify a subset $J_0 \subseteq J$ of poorly inserted requests (those with a large gap between cost $Q_{x,y}$ and mean riding time $R_{x,y}$);
- **2 th step**: Set, for any $x, y$ involved into $J_0$, $x$ excess, $y$ deficit, $Q_{x,y} = (Q_{x,y} + R_{x,y})/2$.

**C. Retrieving Sensitivity Constraint C-Aux(X)**

A key instruction inside the main loop of the VSSL-GRASP algorithm is the following:

“Derive an additional constraint C-Aux(X)...”

We implement it while using the dual solution $\lambda_x, x \in V$ of the Min-Cost Assignment problem related to current vector $Q$, as a sub-gradient vector and derive the following Bender’s like constraint C-Aux(X):

\[
\Sigma_{x \in V} \text{Res}(x, X), \lambda_x \leq \Sigma_{x \in V} \text{Res}(x, X_0), \lambda_x .
\]

**D. A Lower Bound for the VSR model**

We get a VSR lower bound $LB$ by introducing (see [8]) a network with time indexed nodes and turning Preemptive VSR (carriers may exchange vehicles while performing the Rebalancing process) into a network flow model, which involves an integral carrier flow vector dominating some rational vehicle flow vector. Practically, we compute $LB$ while using an ILP solver and applying some rounding process when the size of $G$ is too large.
IV. NUMERICAL EXPERIMENTS

Since we can’t provide exact reference values for the VSSL model, we separately evaluate the distinct components of the VSSL-GRASP Algorithm.

A. Testing VSR-Assignment/PDP and Relax-VSSL

A VSR instance is identified by the numbers $n, nd, K$-Max, by the matrix DIST, and by function $v$. $T$-Max is set to 480. We compute, for any instance:
- the value LB of the lower bound of Section III;
- the value V-NP-Dist (V-NP) of the solution related to the Distance strategy (VSR-Assignment/PDP) and its related CPU time;
- Assignment/PDP ) and its related CPU time;

We get (on PC AMD Opteron 2.1GHz, while using gcc 4.1 compiler and the CPLEX12 library):

<table>
<thead>
<tr>
<th>$n \times nd \times K$-Max</th>
<th>V-NP-Dist/LB(%)</th>
<th>V-NP-Dist/CPU(s)</th>
<th>VNP/LB(%)</th>
<th>NP-CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>48, 20, 3</td>
<td>19.6</td>
<td>4.6</td>
<td>14.6</td>
<td>17.6</td>
</tr>
<tr>
<td>48, 30, 3</td>
<td>24.0</td>
<td>6.7</td>
<td>16.2</td>
<td>20.5</td>
</tr>
<tr>
<td>48, 40, 3</td>
<td>12.4</td>
<td>8.9</td>
<td>10.4</td>
<td>29.0</td>
</tr>
<tr>
<td>96, 20, 5</td>
<td>13.8</td>
<td>7.1</td>
<td>10.8</td>
<td>30.5</td>
</tr>
<tr>
<td>96, 60, 5</td>
<td>22.6</td>
<td>10.3</td>
<td>14.8</td>
<td>48.8</td>
</tr>
<tr>
<td>148, 40, 7</td>
<td>11.8</td>
<td>10.1</td>
<td>8.5</td>
<td>20.2</td>
</tr>
<tr>
<td>148, 80, 7</td>
<td>15.7</td>
<td>18.3</td>
<td>14.7</td>
<td>48.4</td>
</tr>
</tbody>
</table>

**Comment:** The LB value provides us with a rather good approximation. Though the Distance strategy is rather efficient, we improve V-NP values in a significant way by fully performing local search.

In order to test Relax-VSSL, we generate a set VS of $n$ points of the Euclidian space $\mathbb{R}^2$, (so DIST means the Euclidian distance), and an origin/destination matrix OD, with all values OD($x, y$) between 0 and a given parameter $S$, and uniformly distributed. Functions $\Phi$ and $\Pi$ are piecewise linear. We compute, for every instance, the gap $G$ between the CPLEX optimal solution and the of Relax-VSSL together with related CPU times T-ILP and T-Rel. Then we get, while always setting $S$ to 10:

<table>
<thead>
<tr>
<th>$n \times S \times M \times L$</th>
<th>G (%)</th>
<th>T0(s)</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>20, 10, 25%, 20, 50</td>
<td>8.5</td>
<td>42.5</td>
<td>288.4</td>
</tr>
<tr>
<td>20, 20, 50%, 20, 50</td>
<td>17.6</td>
<td>43.1</td>
<td>306.8</td>
</tr>
<tr>
<td>20, 30, 75%, 5, 10</td>
<td>30.6</td>
<td>11.2</td>
<td>152.6</td>
</tr>
<tr>
<td>20, 30, 75%, 20, 50</td>
<td>35.9</td>
<td>43.6</td>
<td>506.2</td>
</tr>
<tr>
<td>50, 10, 25%, 5, 20</td>
<td>5.0</td>
<td>29.6</td>
<td>304.0</td>
</tr>
<tr>
<td>50, 10, 50%, 5, 20</td>
<td>12.6</td>
<td>29.6</td>
<td>334.8</td>
</tr>
<tr>
<td>50, 10, 75%, 5, 20</td>
<td>28.4</td>
<td>29.6</td>
<td>350.6</td>
</tr>
<tr>
<td>50, 10, 75%, 10, 50</td>
<td>31.3</td>
<td>58.8</td>
<td>1482.0</td>
</tr>
</tbody>
</table>

**Comment:** Computing costs increase with the $S$ value.

B. Testing VSSL-GRASP

A VSSL test is identified here by:
- the coefficients $n$ (cardinality of VS), $S$ (top OD($x, y$) value), $q$ (relative weight of Run-Cost inside the global cost of a solution);
- the number M of replications of the VSSL-GRASP scheme;
- the length L of the main loop of VSSL-GRASP.

We compute, for any instance, the gap $G$ between the initial cost obtained through Relax-VSSL and the final cost obtained through VSSL-GRASP, together with related CPU times T0 and T1. Then we get:

<table>
<thead>
<tr>
<th>$n \times M \times L$</th>
<th>G (%)</th>
<th>T0(s)</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>20, 10, 25%, 20, 50</td>
<td>8.5</td>
<td>42.5</td>
<td>288.4</td>
</tr>
<tr>
<td>20, 20, 50%, 20, 50</td>
<td>17.6</td>
<td>43.1</td>
<td>306.8</td>
</tr>
<tr>
<td>20, 30, 75%, 5, 10</td>
<td>30.6</td>
<td>11.2</td>
<td>152.6</td>
</tr>
<tr>
<td>20, 30, 75%, 20, 50</td>
<td>35.9</td>
<td>43.6</td>
<td>506.2</td>
</tr>
<tr>
<td>50, 10, 25%, 5, 20</td>
<td>5.0</td>
<td>29.6</td>
<td>304.0</td>
</tr>
<tr>
<td>50, 10, 50%, 5, 20</td>
<td>12.6</td>
<td>29.6</td>
<td>334.8</td>
</tr>
<tr>
<td>50, 10, 75%, 5, 20</td>
<td>28.4</td>
<td>29.6</td>
<td>350.6</td>
</tr>
<tr>
<td>50, 10, 75%, 10, 50</td>
<td>31.3</td>
<td>58.8</td>
<td>1482.0</td>
</tr>
</tbody>
</table>

**Comment:** Computing costs increase with the $S$ value.
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Abstract—The design of embedded vision systems carries a difficult challenge regarding the access times of memories holding image data for some particular cases of image treatments. This paper studies the optimization challenge reflecting the efficient operation of ad-hoc memory systems proposed by electronic designers to alleviate this problem. New algorithms are proposed for producing solutions to this 3-objective problem, and numerical experiments are conducted on real-world data for validating their efficiency.

I. INTRODUCTION

The design of embedded vision systems carries many challenges, one of which is the efficient access to the image memory. An architectural solution was proposed by Mancini and al. [1] in the form of a software tool that creates an ad-hoc memory hierarchy for non-linear image accesses. But operating this kind of systems is itself an optimization challenge, involving 3 objectives reflecting 3 main electronic design parameters. To the best of our knowledge, this problem has not been studied before in the optimization literature.

The remaining of this paper is organized as follows. After describing the Memory Management Optimization design software, we explain the related optimization problematic set by the efficient operation of the circuits produced by this tool, and give a formal multi-objective mathematical model for this problem, as well as several sub-problems of interest. We then review the state of the art. After giving lower bounds for the 3-objective problem, we analyze the complexity of some of the mono-objective sub-problems. The description of new approaches, including a simple heuristic and two algorithms, is then given. Numerical experiments follow, which are conducted on real-world data in order to validate their efficiency, and a conclusion and perspectives section closes the paper.

II. EMBEDDED VISION SYSTEMS CONTEXT: ARCHITECTURAL SOLUTION AND OPTIMIZATION PROBLEMATIC

A. Memory Management Optimization Tool

Among modern-day electronic devices, embedded vision systems such as picture and video cameras represent a specific design challenge with respect to memory management. Image sizes are measured in 100’s of kbs or even Mbs, while the access times must be short enough to allow the quick handling of the data. For example, a live video feed may have 30 frames per second, meaning that the handling of one image (frame) must take less than 1/30 s. But it is a well-known fact in electronic memory design that access times grow with the size of the memory to be accessed. Due to this fact, it is not possible to reach the performance needed with the simple use of memories. Something has to be added to improve the access times.

For digital image treatments (also called kernels) that have linear access patterns to the memory addresses, usual caches as used for CPUs will solve this problem. But for non-linear access patterns, the problem remains a big hurdle for the easy and efficient design of kernel circuit designs. An illustration of a non-linear kernel is given in Fig. 1.

To address this problematic, Mancini and al. [1] have designed a software generator of memory hierarchies tailored to one particular non-linear kernel. Their solution, called Memory Management Optimization (MMOpt), takes as input a non-linear kernel for which the memory hierarchy is to be produced, such as the one shown in Fig. 1; it analyzes its access patterns; it then designs a run-time behavior for the whole resulting block Tile Processing Unit (TPU); and it finally outputs the design of the TPU, together with the...
information needed to orchestrate its operational behavior.

We give some details about the architecture of the TPU, as shown in Fig. 2. It is made of (a) a Prefetching Unit (PU) that loads data from external memory to local buffers, and (b) a Processing Engine (PE), that computes output data using prefetched input ones.

MMOpt computes and encodes into the TPU a schedule of prefetches and a schedule of computations. Hence memory accesses in the final system are deterministic (i.e. independent of pixel values), and this is a requirement of the input kernel for the whole MMOpt scheme to work out.

B. Optimization for MMOpt

When designing electronic circuits, some of the important design criteria are the area of the circuit produced, since it is directly related to production costs; the energy consumption, which may be limited, and which conditions the battery life for battery-powered devices; and the performance, which is usually a design parameter reflecting reactivity, and fluidity in the case of moving images.

TPUs produced by MMOpt embed schedules for the prefetches of input tiles and computations of output tiles (see Fig. 3).

Since MMOpt is a fully automatic electronic design software, computing good schedules is both a necessity and an opportunity for the circuit designers to deliver, with the help of MMOpt, low-cost, low-energy and efficient TPUs.

III. THE 3-OBJECTIVE PROCESS SCHEDULING AND DATA PREFETCHING PROBLEM

As you may know, the Integer Linear Programming formulation is used in the operations research as a modeling approach for the optimization problems. In this study, we have chosen to formulate our optimization issue by an off-line, 3-objective model with clearly delineated inputs and outputs, which we now present. This multi-objective mathematical formulation is a very flexible modeling approach that allows a preciseness for dealing with many specific sub-problems.

A. Problem Statement and Assumptions

The main multi-objective optimization problem considered in this paper is called 3-objective Process Scheduling and Data Prefetching Problem (3-PSDPP). It involves the definition of the number of buffers of the TPU, the scheduling of output tiles computations, and the scheduling of input tiles prefetches, while respecting a requirement constraint between prefetches and computations.

The main assumptions that apply to the 3-PSDPP are the following:
1) Input tile sizes are identical and each input tile fits exactly into one buffer.
2) There is no distinction between buffers, i.e. any input tile may be prefetched into any buffer.
3) All input (respectively output) tiles and the subset of input tiles required to compute each output tile are known in advance.
4) Only one input (output) tile can be prefetched (computed) at a time.
5) The prefetch operations and the computation steps may be carried out simultaneously.
6) Input (output) tile prefetch (respectively computation) times are constant and identical.

B. Formulation for 3-PSDPP

The 3-PSDPP problem consists of finding an appropriate computation sequence in which output tile will be computed, and an associated prefetch sequence in which input tile will be prefetched from the external memory to the buffers, that simultaneously minimizes the number of prefetches, the number of buffers, and the completion time. We now describe the input data of our problem 3-PSDPP, the expected output, the constraints, and the 3 formal objectives reflecting the 3 electronic design parameters (Mathematical Formulation given in Table I).

1) Inputs: a 3-PSDPP instance is represented by a 5-tuple \((\mathcal{X}, \mathcal{Y}, (\mathbb{R}_{y})_{y \in \mathcal{Y}}, \alpha, \beta)\) where \(\mathcal{X}\) is the set of input tiles to be prefetched, and \(\mathcal{Y}\) is the set of output tiles to be computed. Each output tile \(y\) requires its own set of input tiles, denoted

![Fig. 2. Architecture template of the TPU](image)

![Fig. 3. Prefetches and computations schedules](image)
TABLE I  
MATHEMATICAL FORMULATION FOR 3-PSDPP

| Inputs | X = {1, . . . , X}, Y = {1, . . . , Y}, where X, Y ∈ N∗  
Ry ⊆ X, ∀ y ∈ Y  
α, β ∈ N∗  
Outputs | (N, Z, ∆), where N, Z, ∆ ∈ N∗  
(p_i) ∈ N, where p_i = (d_i, b_i, t_i)  
(c_j) ∈ M, where c_j = (s_j, u_j)  
Constraints | (1) ∀ y ∈ Y; ∃ j ∈ M / s_j = y  
(2) ∀ j ∈ M, ∃ x ∈ X, x ∈ R_y ⇒  
(3) ∀ i ∈ N \{1\}, t_i = t_{i-1} + α  
(4) ∀ j ∈ M \{1\}, u_j = u_{j-1} + β  
Objectives | min Z, min N, min ∆ |

by R_y. Also, the duration of a prefetch step α, and that of a computation step β, have to be given as input.

**Remark 1.** The set of input tiles (R_y)_y∈Y must be present in the buffers during the whole computation step of the tile y.

**Remark 2.** Each input tile x already prefetched earlier may be reused if it is still present in the buffer.

2) Outputs: a feasible solution to such an instance is defined by ((p_i) ∈ N, (c_j) ∈ M, Z, N, ∆).

- Configuration of the prefetched input tiles:
  we denote by (p_i) ∈ N the prefetch sequence, where p_i = (d_i, b_i, t_i) encodes that input tile d_i is prefetched in the buffer b_i at the time t_i.

- Configuration of the computed output tiles:
  we denote by (c_j) ∈ M the computation sequence, where c_j = (s_j, u_j) encodes that output tile s_j is to be computed at the time u_j.

- The values for the three criteria (Z, N, ∆):
  we denote by Z the number of buffers; N is the total number of prefetched input tiles; and ∆ is the computation time, meaning the total time it takes for the whole operation of the TPU from the beginning of the first prefetch to the end of the last computation of one full image.

3) Constraints: the first constraint (1) on solutions is that for each output tile y, there exists a computation step j in which this output tile is computed. The second and main constraint (2) ensures that all the input tiles R_y required by y have to be prefetched from the external memory to the internal storage area (buffers) before the start date u_j of its associated computation step, and will not be overwritten until its end date. Input tiles already prefetched earlier can be reused, provided they have not been overwritten. Constraints (3) and (4) guarantee that different input (output) tiles cannot be pre-fetched (computed) simultaneously.

4) Objectives: in the formulation above, three objectives have to be minimized: the number of prefetches N reflects the main part of the energy consumption; the number of buffers Z of the TPU will account for most of its area, and is related to cost; and the completion time ∆ accounts for the performance of the TPU.

C. Sub-Problems of 3-PSDPP

From this multi-objective problem 3-PSDPP, we derive several mono and bi-objective sub-problems. The mono-objective sub-problems we consider are Minimum Buffers of 3-PSDPP (MB-PSDPP), in which the number of buffers is to be minimized; Minimum Prefetches of 3-PSDPP (MP-PSDPP) in which the number of prefetches is to be minimized; and Minimum Completion Time of 3-PSDPP (MCT-PSDPP), in which the completion time is to be minimized.

For the remaining sub-problems to be presented, the number of buffers Z will be fixed as input data. Hence, we consider the Prefetching and Scheduling Problem (PSP), where the number of buffers is fixed as input, and the number of prefetches N is to be minimized. In addition, the variant of PSP, where the computation sequence is given as part of the input, is called the Data Prefetching Problem (DPP).

We will also consider the bi-objective sub-problem of 3-PSDPP, 2-PSDPP, where the number of buffers Z is fixed, and both N and ∆ are to be minimized.

D. Related Work

In the study by Mancini and al. [2], two algorithms for optimizing the running of the TPU produced by the MMOpt tool are proposed.

The first algorithm is M1, for which both the number of prefetches N and the completion time ∆ are minimized. The second one, called M2, aims at minimizing both the number of prefetches N and the number of buffers Z.

The algorithm M1 proceeds in two steps which are, respectively, Computations and Prefetches. Furthermore, M2 comprises three steps, the first two of which are those of M1. The third step is Delay Computations.

For both algorithms M1 and M2, the authors [2] add a Destinations step for determining the sequence of destination buffers.

These different steps are outlined in Fig. 4.

1) Computations: this step encodes the order in which a batch of output tiles has to be successively computed, one at a time. The traffic to the external memory is then minimized by optimizing the obtained scheduling.

To construct the computation sequence, the authors [2] solve an instance of the Asymmetric Traveling Salesman Problem (ATSP) to find a Hamiltonian path in the complete directed graph G whose vertices are the set of output tiles, and whose arcs are weighted by ϕ(k, l), where (k, l) is a pair of output tiles, in which the output tile k will be computed before the output tile l. The function ϕ(k, l) defines the number of additional input tiles to be prefetched for computing the output tile l, when all input tiles shared between k and l are already prefetched.
2) Prefetches: in this step, the authors [2] determine the schedule of prefetches associated to the computation sequence given by step 1. This schedule encodes which input tile should be prefetched from the external memory to the buffers at each moment. In fact, in parallel to each computation step, they prefetch the additional input tiles needed for the next computation.

3) Delay Computations: in this step, in order to reduce buffer usage, the authors [2] simply delay some computations by inserting fake computations when necessary. New trade-offs between the embedded memory area and the computing time can be then reached.

4) Destinations: this step simply consists in deciding in which buffer to place each prefetched input tile.

To the best of our knowledge, the 3-PSDPP problem has not been studied before in the operations research literature. We now relate some sub-problems of the 3-PSDPP problem to similar problems in the literature. Thus, we focus here on the uniform Tool Switching Problem (ToSP) arising in the flexible manufacturing context. The ToSP consists of finding an appropriate job sequence in which jobs will be executed, and an associated sequence of tool switches that minimizes the number of tool loading/unloading operations in the tool magazine of a single tool-switching machine. The general ToSP was first considered by Tang and Denardo [3]. They showed that the ToSP can be solved in polynomial time for a fixed job sequence, Tooling Problem (TP), using the Keep Tools Needed Soonest (KTNS) algorithm. On the other hand, when the job sequence is to be determined, Crama and al. showed that the ToSP is already NP-Hard for any fixed tool magazine capacity larger than or equal to 2 [4]. Different optimization techniques, including exact and heuristics methods, have been applied to its resolution (see Bard [5]; Privault and Finke [6]; Laporte and al. [7]; Konak and al. [8]; Amaya and al. [9]; Catanzaro and al. [10]).

IV. Models Analysis

For validating the efficiency of the proposed approaches, we develop three lower bounds \( \ell b_N, \ell b_Z, \) and \( \ell b_{\Delta} \) for the different optimization criteria \( (N, Z, \Delta) \). We then give complexity results for some of the mono-objective sub-problems of 3-PSDPP problem described in Section III-C.

A. Lower Bounds

**Proposition 1.** \( X - |\Omega| \) is a lower bound on the number of prefetches for the 3-PSDPP, where \( \Omega \) denotes the set of input tiles which are not required by any output tile.

**Proof:** For any solution to some given instance of 3-PSDPP, all input tiles that are required at least once for the computation of an output tile have to be prefetched at least once to some buffer. Hence the total number of prefetches cannot be less than \( X - |\Omega| \).

**Proposition 2.** \( \max_{y \in \mathcal{Y}} |R_y| \) is a lower bound on the number of buffers for the 3-PSDPP.

**Proof:** Fix an instance of 3-PSDPP, and a feasible solution for that instance. When an output tile is computed, all the required input tiles have to be present in the buffers. Hence \( \max_{y \in \mathcal{Y}} |R_y| \) is a lower bound for the number of buffers in the solution.

**Proposition 3.** \( \ell b_1 = \alpha \ast X' + \beta \) and \( \ell b_2 = \alpha + \beta \ast Y \) are lower bounds on the completion time \( \Delta \) for the 3-PSDPP.

**Proof:** Fix an instance of 3-PSDPP, and a feasible solution for that instance. Since all input tiles have to be loaded before the last computation starts, the completion time is at least \( \alpha \ast X' \) (for the prefetches) plus \( \beta \) (for the computation of the last output tile).

Likewise, all output tiles have to be computed, and no computation can start before a first input tile has been prefetched. Hence the completion time is lower bounded by \( \beta \ast Y \) (computation time for all output tiles) plus \( \alpha \) (prefetch time for the first prefetch).

Thus, the completion time \( \Delta \) is lower bounded by the maximum \( \ell b_1 \) and \( \ell b_2 \) \( (\ell b_{\Delta} = \max\{\ell b_1, \ell b_2\}) \).

B. Complexity Analysis

To prove that MB-PSDPP can be solved in polynomial time, we give an algorithm for which the number of buffers \( Z \) equals its lower bound \( (Z_{\min} = \ell b_{Z}) \). In this algorithm, we first fix the number of buffers \( Z \) to \( \max_{y \in \mathcal{Y}} |R_y| \). Then, for each output tile, we prefetch all its required input tiles into the \( Z \) buffers before
the corresponding computation step starts. The idea here is that a prefetch step and a computation step are not carried out in parallel.

To prove also that MP-PsDPP is solvable in polynomial time, we give another algorithm for which the number of prefetches \( N \) equals its lower bound \( (N_{\text{min}} = b_N) \). In this method, we first prefetch successively all the input tiles in \( X' \), where \( X' = X, \Omega \) and \( \Omega \) denotes the set of the input tiles which are not required by any output tile. Then, when the prefetch steps are finished, all output tiles are successively computed.

For the MCT-PsDPP sub-problem, we have not yet been able to determine its complexity.

We now examine the two sub-problems of 3-PsDPP where \( N \) is to be minimized, and \( Z \) is fixed as input, namely PSP and DPP. We then prove the equivalence between PSP and the tool switching problem ToSP. In the description of the PSP problem, both input and output tiles \( (X, Y) \) are regarded as ToSP data (tools, jobs). The incidence matrix Tools×Jobs can then be regarded as the requirements of input tiles needed to compute all the output tiles \( (R_y)_{y \in Y} \). The fixed number of buffers \( Z \) is the analogue of the capacity of the tool magazine.

In addition, finding a computation sequence for minimizing the total number of prefetches corresponds to finding a job sequence for minimizing the total number of tools loadings. Thus, PSP is NP-Complete. When the computation sequence is given as input data, the same polynomial reduction works to prove the equivalence of DPP and Tooling Problem (TP). Hence, DPP is polynomially solvable.

This equivalence allows us to adapt the KTNS algorithm, as described by Tang and Denardo for solving the TP [3], to give an optimal solution for DPP. We call this adaptation KTNS Adapted to DPP (KAD). On the other hand, in the case of PSP, we developed an algorithm, named KTNS Adapted to PSP (KAP), to solve it.

We will also consider the bi-objective problem 2-PsDPP where the number of buffers \( Z \) is fixed, and both \( N \) and \( \Delta \) are to be minimized. For solving the 2-PsDPP sub-problem, we developed a new solution approach called Shifted Prefetches for bi-PsDPP (SPbP).

To introduce both KAP and SPbP algorithms, respectively, for PSP and 2-PsDPP sub-problems of 3-PsDPP, we now present the specific adaptation KAD that it is an intermediate step in both KAP and SPbP algorithms.

V. Solution Methods

A. Constructive Heuristic

We propose now a constructive heuristic called \( H_1 \) for solving the 3-PsDPP, in which the number of buffers \( Z \) equals its number of required input tiles \( X = |I| \) and both \( N \) and \( \Delta \) are to be minimized. In this method, the number of prefetches is optimum and we try to get the best possible completion time.

This algorithm proceeds in three phases. For each input tile \( x \), we calculate its number of occurrences \( O_c(x) \) in \( (R_y)_{y \in Y} \). Then, the input tiles are sequenced in their decreasing order of \( O_c(x), \forall x \in X \). Finally, for each computation is determined when it can be scheduled at the earliest. The corresponding date is the end of the loading of the latest prefetched tile among its required input tiles. Computations are scheduled greedily in this order, while making sure to respect these "at earliest" dates.

B. KTNS Adapted to DPP: KAD

We present an adaptation of the KTNS algorithm for solving the mono-objective sub-problem DPP (described in Section III-C). The KAD adaptation will be the second step of both KAP and SPbP algorithms presented in the following subsections.

We first restate the KTNS policy established by Tang and Denardo [3]. In our case, we can state the KTNS policy in this way:

1) At any instant, no input tile is prefetched unless it is required by the next output tile.
2) If an input tile must be prefetched, the input tiles that are kept (not removed) are those needed the soonest.

The pseudo-code of the KAD algorithm can be summarized as follows:

**Algorithm 1 KAD**

**Input:** \( X, Y, (R_y)_{y \in Y}, (s_j)_{j \in M}, Z, \alpha, \beta \)

**Output:** \((p_i)_{i \in N}, N, \Delta\)

1: \( M \leftarrow \text{Incidence\_Matrix} (X, Y, (R_y)_{y \in Y}) \)
2: \( P \leftarrow \text{Permuate} \left( (s_j)_{j \in M} \right) \)
3: \( P' \leftarrow \text{Flip\_Blocks} (P, Z) \)
4: \( N, (d_i)_{i \in N} \leftarrow \text{Prefetches} (P') \)
5: \( (b_i)_{i \in N} \leftarrow \text{Destinations} \left( (d_i)_{i \in N}, P, Z \right) \)
6: \( (t_i)_{i \in N} \leftarrow \text{Prefetches\_StartDate} \left( (d_i)_{i \in N}, \alpha, \beta \right) \)
7: \( (u_j)_{j \in M} \leftarrow \text{Computations\_StartDate} \left( (s_j)_{j \in M}, (t_i)_{i \in N}, \alpha, \beta \right) \)
8: \( \Delta \leftarrow \text{Completion\_Time} \left( (u_j)_{j \in M}, \beta \right) \)

We now give some explanations about the pseudo-code. Given the computation sequence \( s_j \), a number of buffers \( Z \), and an \( X \times Y \) input tile-output tile matrix \( M \), where \( M_{xy} = 1 \) if output tile \( y \) requires \( x (x \in (R_y)_{y \in Y}) \) and 0 otherwise, we first determine the new incidence matrix \( P \) by permuting the columns of \( M \) according to the \( (s_j)_{j \in M} \).

In the second step, we determine the set of 0-blocks of \( P \), as shown in Fig. 5. A 0-block is defined as a maximal subset of consecutive zeroes in a row of \( P \). Intuitively, a 0-block is a maximal time interval which input tile \( i \) is not needed, but it is needed before and after this interval. Assume now that the 0-blocks of \( P \) have been ordered in increasing order of the index of their last column in \( P \), the routine Flip Blocks \((P, Z)\) flips to 1 as many 0-blocks of \( P \) as possible, as long as each column \( j (j = 1, \ldots, Y) \) of \( P \) contains no more than \( Z \) ones \((Z = 2 \text{ in this example})\), as shown in Fig. 6.

The resulting matrix is denoted by \( P' \). Then, the routine Prefetches\((P')\) determines the total number of prefetches \( N \), by counting all the blocks of 1 in \( P' \). A 1-block can be defined
as a maximal subset of consecutive ones in a row of $P'$, for which an input tile $i$ is not needed before and after this interval.

To construct the prefetch sequence $(d_i)_{i \in \mathbb{N}}$, we affect, for each output tile (column $j$ in matrix $P'$), the set of associated input tiles (index of 1-blocks starting in column $j$) to be prefetched before the corresponding computation step. We determine the associated sequence of destination buffers $(d_i)_{i \in \mathbb{N}}$, by affecting for each prefetched input tile a free buffer from the $Z$ buffers. After that, we construct the associated schedules of prefetches-computations, in which the input tiles are prefetched one after the other. The same applies for computing the output tiles sequence. In the resulting prefetches-computations schedules, a prefetch step and a computation step are not carried out in parallel. Indeed, each computation step begins on the date where all its required input tiles have been prefetched. The routine Prefetches_StartDate() determines the start dates of the prefetches schedules. Similarly, the routine Computations_StartDate() determines the start dates of the computations schedules. The routine Completion_Time() computes then the completion time $\Delta$.

C. Algorithm KAP for PSP

We have developed the KAP algorithm for solving the PSP sub-problem of 3-PSDPP, in which the number of buffers $Z$ is fixed ($Z \geq \max_{y \in \mathcal{Y}}|R_y|$) and the number of prefetches $N$ is to be minimized. In contrast to DPP, the order in which the computations have to be carried out is not given as input, and has to be determined.

The KAP algorithm proceeds in two steps as follows:

1) Step1-Find a Computation Sequence (lines 1–3 of pseudo-code): in this step, we determine the computation sequence by solving the same instance of an ATSP as step 1 of both algorithms $M_1$ and $M_2$ (see Section III-D) [2].

2) Step2-KAD Algorithm (line 4 of pseudo-code): in second step, we resolve the DPP (described in Section V-B), by the KAD algorithm in order to determine the schedules of both the prefetches and computations with an optimal number of prefetches $N$.

The pseudo-code of the KAP algorithm can be summarized as follows:

D. Algorithm SPbP for 2-PSDPP

We have developed also the SPbP algorithm for solving the 2-PSDPP sub-problem of 3-PSDPP, in which the number of buffers $Z$ is fixed ($Z \geq \max_{y \in \mathcal{Y}}|R_y|$) and both the number of prefetches $N$ and the completion time $\Delta$ are to be simultaneously minimized.

The SPbP algorithm proceeds in three steps as follows:

E. Solutions for 3-PSDPP

Though our 3-PSDPP is a multi-objective optimization problem, we have developed two approaches. The first one
is the KAP algorithm for solving the mono-objective sub-problem PSP, where the number of buffers \( Z \) is fixed as input, and the number of prefetches \( N \) is to be minimized. The second one is the SPbP algorithm for solving the 2-PSDPP problem, in which the number of buffers \( Z \) is fixed, and both \( N \) and \( \Delta \) are to be minimized.

The different steps of both both KAP and SPbP algorithms are outlined in Fig. 7. As shown in this figure, the KAP algorithm represents the two first steps of the SPbP algorithm.

---

**Fig. 7. Flowchart of KAP and SPbP algorithms**

Therefore, we can use both KAP and SPbP as two methods for producing solutions to the main multi-objective optimization problem 3-PSDPP. By varying the number of buffers \( Z \), both KAP and SPbP algorithms give a set of different solutions, in order to let the circuit designer pick his favorite compromise solution. It is an asset of these two methods that the circuit designer may choose his solution.

**F. Example**

In order to illustrate the process of both KAP and SPbP algorithms for solving two sub-problems of 3-PSDPP, where \( z = 4 \) buffers, let us consider the input data given in Fig. 8 for the case where \( x = 5 \) input tiles, \( y = 3 \) output tiles, \( \alpha = 2 \), and \( \beta = 3 \) time units.

We first determine the computation sequence \( s_j = Y_2, Y_1, Y_3 \), by finding a short Hamiltonian cycle in the graph \( G \) (see Fig. 9).

By running the KAP algorithm on our example, Fig. 10 gives the corresponding prefetches and computations schedules together with values of the outputs.

---

**Fig. 8. \( X \times Y \) Matrix**

Finally, we apply the “Shifting Prefetches” for minimizing the completion time \( \Delta \). The Fig. 11 shows that the completion time \( \Delta \) is reduced by 2 units of time.

**Fig. 10. KAP Schedules**

**Fig. 11. SPbP Schedules**

---

**VI. EXPERIMENTS AND RESULTS**

In order to illustrate the practicability and efficiency of both KAP and SPbP algorithms, and the heuristic \( H_1 \), we use a set of 5 benchmarks from real-life non-linear image processing kernels already used by Mancini and al. [1].

**A. Data Sets**

Table II shows the characteristics of the test instances, together with the values for \( X \) (number of input tiles) and \( Y \) (number of output tiles to be computed).

As summarized in Table II, the benchmarks are variations of four kernels (fisheye, polar, fd resize, and fd haar) for which the input data structure (multi-resolution (an)isotropic mipmap input data) is modified. In fact, the first three kernels represent geometric non-linear transformations [11], [12]. The fourth kernel creates a pyramidal multi-resolution image [13]. The last one represents a kernel of a face detection application based on haar features [13]. The number of the input image
tiles varies between 350 and 7000 input tiles, and the number of the output tiles varies between 150 and 1200 tiles.

### Table II
Parameters values of data sets

<table>
<thead>
<tr>
<th>N°</th>
<th>Kernel</th>
<th>Input data type</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fisheye</td>
<td>mmap isotropic</td>
<td>352</td>
<td>158</td>
</tr>
<tr>
<td>2</td>
<td>Fisheye</td>
<td>mmap anisotropic</td>
<td>704</td>
<td>158</td>
</tr>
<tr>
<td>3</td>
<td>Polar</td>
<td>mmap anisotropic</td>
<td>4225</td>
<td>112</td>
</tr>
<tr>
<td>4</td>
<td>Fd Resize</td>
<td>mmap isotropic</td>
<td>1280</td>
<td>1186</td>
</tr>
<tr>
<td>5</td>
<td>Fd Haar</td>
<td>pyramidal integral image</td>
<td>7040</td>
<td>428</td>
</tr>
</tbody>
</table>

Table III shows for each kernel the values of different lower bounds \((lb_2, lb_N, lb_1, lb_2, lb_\Delta)\), which are developed in Section IV-A. These lower bounds allow us to evaluate the performances of both proposed approaches KAP and SPbP.

### Table III
Lower Bounds for \(N, Z, \text{ and } \Delta\)

<table>
<thead>
<tr>
<th>Kernel N°</th>
<th>(lb_2)</th>
<th>(lb_N)</th>
<th>(lb_1)</th>
<th>(lb_2)</th>
<th>(lb_\Delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>224</td>
<td>452</td>
<td>477</td>
<td>477</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>360</td>
<td>724</td>
<td>477</td>
<td>724</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>244</td>
<td>492</td>
<td>339</td>
<td>492</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>429</td>
<td>862</td>
<td>3561</td>
<td>3561</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>2272</td>
<td>4548</td>
<td>1287</td>
<td>4548</td>
</tr>
</tbody>
</table>

### B. Numerical Results
This section presents an experimental analysis of the performance of both KAP and SPbP algorithms, respectively the heuristic \(H_1\). The algorithms just described were coded in Python, except the ATSP part which was re-encoded as a TSP, and run through Concorde’s Chained Lin-Kernighan implementation [14]. Tests were run on a computer powered by an Intel Core i5 processor with 4 GB of RAM. All our tests were carried out for the case where \(\alpha = 2\) and \(\beta = 3\) time units.

Table IV summarizes the numerical results for both KAP and SPbP algorithms, where the number of buffers is fixed to \(Z_1\), respectively to \(Z_2\), and those of the algorithms \(M_1\), and \(M_2\) on different data sets described in Table II. For the 5 kernels (given in line 1), the running time of both KAP and SPbP algorithms is in the order of a few minutes. The third line gives the number of prefetches \(N\), the number of buffers \(Z\), and the completion time \(\Delta\) for the algorithms \(M_1\), and \(M_2\) (line 2). For both cases \(Z_1\), and \(Z_2\) (line 3), the \(N\) and \(\Delta\) achieved by the KAP algorithm are then given in line 5. The sixth line (Gain 1) shows the gains as measured relatively to the lower bounds \((lb_N \text{ and } lb_\Delta)\) of KAP algorithm, for both \(N\) and \(\Delta\) relatively to those achieved by algorithms \(M_1\), and \(M_2\). Similarly, both \(N\) and \(\Delta\) achieved by the SPbP algorithm are then given in line 7. The eighth line (Gain 2) shows the gains relative to the lower bounds \((lb_N \text{ and } lb_\Delta)\) of SPbP algorithm, for both \(N\) and \(\Delta\) relatively to those achieved by algorithms \(M_1\), and \(M_2\). The three last lines give for each of the algorithms \(M_1\), \(M_2\), KAP, and SPbP, the ratio of the achieved completion time \(\Delta\) to the lower bound \(lb_\Delta\) (given in Table III). The column Average provides the average gains (%) for all the kernels in the case of \(Z_1\), respectively, of \(Z_2\).

As illustrated in Table IV, the fixed \(Z_1\) is larger than its \(lb_2\), for which the algorithm \(M_1\) reaches the maximum number of buffers and the completion time is minimized. Whereas, \(Z_2\) gives the minimum number of buffers \((Z_2 \text{ equals its lower bound } lb_2)\).

By running the KAP algorithm, the traffic to the external memory is reduced with an average reduction of 57.5% \((Z_1)\), respectively, of 36.8% \((Z_2)\). In contrast, the completion time is increased, with an average increase of 14.9% \((Z_1)\), respectively, of 22% \((Z_2)\). This is due to the absence of overlap between the prefetches and computations in the schedules produced by the KAP algorithm.

In addition, due to the reuse of the KAP algorithm as a subroutine of the SPbP algorithm, the traffic to the external memory is reduced with the same average reduction of 57.5% \((Z_1)\), respectively, of 36.8% \((Z_2)\). In contrast to KAP, minimizing \(\Delta\) by SPbP leads to a 37.1% \((Z_1)\), respectively, to a 25% \((Z_2)\) decrease in average of the completion time.

In the same way, a comparison between the completion time \(\Delta\) achieved by each of the algorithms \(M_1\), \(M_2\), KAP, and SPbP and the lower bound \(lb_\Delta\), is considered. A comparison against the lower bound provides a measure of deviation from optimality. It is used as a performance indicator, and calculated by taking the ratio of \(\Delta\) to \(lb_\Delta\). As shown in Table IV, for both cases \(Z_1\), and \(Z_2\), the completion time \(\Delta\) of SPbP algorithm is in average more closer to the value of \(lb_\Delta\) than the different values given by each of the algorithms \(M_1\), \(M_2\), and KAP. It is at most twice the value of \(lb_\Delta\). This is explained by inserting “Fake Computation” sometimes to stop processing or prefetching in order to optimize the use of resources. This means also that the SPbP algorithm gives a better completion time \(\Delta\) than the other methods.

In summary, these numerical experiments show that the schedules produced by both KAP and SPbP algorithms, for a given number of buffers \(Z\), have the optimal number of prefetches \(N\). In contrast to KAP, SPbP gives the best completion time \(\Delta\). Hence, these results are numerical evidence validating the efficiency of our proposed approaches as compared to the one currently in use in the MMOpt tool.

In the same way, Table V shows the completion time \(\Delta\) of the heuristic method \(H_1\) for all the non-linear kernels given in Table II. Thus, a comparison between the completion time \(\Delta\) obtained by method \(H_1\) and the lower bound \(lb_\Delta\), is considered. It is calculated by taking the ratio of \(\Delta\) to \(lb_\Delta\).

### Table V
Comparison between \(\Delta\) of \(H_1\) and \(lb_\Delta\)

<table>
<thead>
<tr>
<th>Kernel N°</th>
<th>(\Delta (H_1))</th>
<th>(\Delta (H_1)/lb_\Delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>547</td>
<td>1.14</td>
</tr>
<tr>
<td>2</td>
<td>736</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>551</td>
<td>1.11</td>
</tr>
<tr>
<td>4</td>
<td>3658</td>
<td>1.02</td>
</tr>
<tr>
<td>5</td>
<td>4551</td>
<td>1.00</td>
</tr>
</tbody>
</table>

As shown in Table V, the completion time \(\Delta\) of \(H_1\) is...
very closer to the value of \( lb_\Delta \). This means that the \( lb_\Delta \) is a good lower bound on the completion time \( \Delta \) for the 3-PSDPP problem.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we addressed the multi-objective optimization problem 3-PSDPP, that arises in the context of optimizing the memory hierarchy of non-linear kernels in order to enhance some electronic stakes (energy consumption, real time, and cost) in the MMOpt tool. We described some of its mono- and bi-objective variants, proved some lower bounds, and analyzed the complexity of some of them. We then presented a constructive heuristic to solve the 3-PSDPP problem, the KAP algorithm to solve the PSP sub-problem, and the SPbP algorithm to solve the 2-PSDPP sub-problem. The results on the same real-world data set as used by Mancini and al. [1] show a very significant improvement and reduce the amount of transferred data up to 30% and a reduction of the computing time up to 15%.

An interesting area for further research may be the improvement of the proposed methods, and the development of other approaches based on constructive heuristics and exact methods that would provide good solutions for other 3-PSDPP sub-problems. It would also seem interesting to use exact methods such as ILP for solving the NP-Hard variant of the PSP sub-problem. Additional research is also required to determine the complexity of the mono-objective sub-problem MCT-PSDPP, in which the completion time \( \Delta \) is to be minimized.
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TABLE IV

Numerical results of M1, M2, KAP, and SPbP

<table>
<thead>
<tr>
<th>Kernel No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Average (Z1) %</th>
<th>Average (Z2) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>20</td>
<td>21</td>
<td>28</td>
<td>18</td>
<td>39</td>
<td>91</td>
<td>96</td>
</tr>
<tr>
<td>M2</td>
<td>39</td>
<td>40</td>
<td>37</td>
<td>17</td>
<td>36</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>KAP (Fixed Z)</td>
<td>39</td>
<td>40</td>
<td>37</td>
<td>17</td>
<td>36</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>SPbP (Fixed Z)</td>
<td>39</td>
<td>40</td>
<td>37</td>
<td>17</td>
<td>36</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>Gain 1</td>
<td>39</td>
<td>40</td>
<td>37</td>
<td>17</td>
<td>36</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>Gain 2</td>
<td>39</td>
<td>40</td>
<td>37</td>
<td>17</td>
<td>36</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>∆ (MMOpt) / lb_∆</td>
<td>1.90</td>
<td>2.04</td>
<td>1.85</td>
<td>2.01</td>
<td>1.87</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td>∆ (KAP) / lb_∆</td>
<td>2.24</td>
<td>2.34</td>
<td>2.08</td>
<td>2.33</td>
<td>2.17</td>
<td>2.03</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract — Context: Heuristic optimization has been of strong focus in the recent modeling of the Resource Constrained Project Scheduling Problem (RCPSP), but lack of evidence exists in systematic assessments. New solution methods arise from random evaluation of existing studies. Objective: The current work conducts a secondary study, aiming to systemize existing primary studies in heuristic optimization techniques applied to solving classes of RCPSPs. Method: The systemizing framework consists of performing a systematic mapping study (SM), following a 3-staged protocol. Results: 371 primary studies have been depicted from the multi-stage search and filtering process, to which inclusion and exclusion criteria have been applied. Results have been visually mapped in several distributions. Conclusions: Specific RCPSP classes have been grounded and therefore a rigorous classification is required before performing a systematic mapping. Focusing on recent developments of the RCPSP (2010-2015), a strong interest has been acknowledged on solution methods incorporating AI techniques in meta- and hyper-heuristic algorithms.

I. INTRODUCTION

Dealing with resource allocation in a constrained project scheduling space has risen to a solid multidisciplinary topic under the (project) scheduling theory, addressed since late 60s, as the Resource(-)Constrained Project Scheduling Problem (RCPSP). Empirically, the goal of the RCPSP is to determine a time and resource-feasible schedule, with given precedence or resource constraints, following an objective function. A comprehensive characterization of the RCPSP positioning in the research literature has been given by Mohring et. al (2003), where RCPSP “one of the most intractable problems in Operations Research”, has become “a popular playground for the latest optimization techniques, including virtually all local search paradigms”.

A. Problem context and motivation

According to the (computational) complexity theory, the RCPSP has been widely characterized as belonging to the class of NP-hard (in the strong sense) problems, with NP-complete (in the strong sense) decision version, therefore combinatorial optimization techniques do apply. Several dimensions, namely research themes, fundament a topology construction for the Project Scheduling Problem (PSP)/RCPSP space, mainly consisting of: project type, problem approaches, solution methods. Two main implications, can be therefore considered:

1) Proposing new solution methods require a solid mapping of recent and past advancements in solution techniques with an extensive literature search on multiple RCPSP dimensions. In such a context, a literature review process carried out to propose a new solution, involves a cross-domain scanning of a large amount of existing evidence in connected fields (Operations Research, Artificial Intelligence, Applied Mathematics), where computational comparison and benchmarking is of use in performance assessment.

2) Proposing new RCPSP solution methods follows trends of converging research areas, lacking in a systematic assessment in the RCPSP problem space to identify trends and gaps. Current solution methods move forward with connected fields, and include Intelligent Systems and AI techniques, without a stand-alone specific process to identify gaps, based on existing trends. Even though RCPSP research themes have been identified and fully characterized, current secondary studies in RCPSP have the form of reviews, surveys, classifications, and are to be included in the primary studies’ class, as they do not follow a rigorous systemic approach in synthesizing literature review, but provide more of narrative descriptions.

B. Proposed approach and outline

The current work applies the principles of systematic mapping studies (SM) to the RCPSP, with the aim of tracking existing solution methods and identifying trends and gaps based on several studies’ distributions with a focus stands in classic heuristic algorithms and its extended classes (meta-heuristics, hyper heuristics). Section 2 provides an overview of existing guidelines for the systematic mapping and implications in Operations Research and Scheduling. Section 3 describes the research protocol applied and the studies’ frequency resulted in each stage. Section 4 provides an analysis of several studies’ mappings according to time-based and problem space-based distributions. Suggestions for further improvement are described in Section 5.
II. BACKGROUND AND EVIDENCE

A. Systematic mapping and implications in scheduling

Although large-scale reviews are conducted under the Systematic Literature Review (SLR) umbrella, most of the large-scale SLRs in Software Engineering (SE) and IT are conducted using the Systematic Mapping guidelines [1]. Derived from Kitchenham’s guidelines [2], Petersen and Budgen [1], have proposed an extension of guidelines for constructing systematic maps in software engineering. Additionally, a more detailed presentation of the included studies in Kitchenham’s [3] tertiary review, has been offered with respect to the SLRs characteristics. Of relevance, is the comparison between the number of potentially relevant studies and the effective number of relevant studies included in each aforementioned SLRs. According to Petersen [4], Dyba et al. performed a SLR based on 5453 potentially relevant studies, from which 78 have been extracted. The same number of primary studies was used by Hannay et al., Kampenes et al. and Sjøberg et al. with a result of 24, 78 and 103 finally selected studies. MacDonell & Shepperd used the least number of potentially studies (185), to achieve a relevant set of 10 studies. Most of the aforementioned SLRs have included between 1-5% of the primary studies (Dyba et al. – 1.43%, Grimstad et al. – 2.49%, Hannay et al. – 0.44%, Kampenes et al. – 1.43%, Kitchenham et al. – 0.74%, Sjøberg et al. – 1.88%, MacDonell & Shepperd – 5.45%, Davis et al. – 4.6%), with an exception of Mendes (49%). Correlated to Kitchenham’s [3] contribution in aggregating SLRs under a tertiary study, Bugen [5] has applied Kitchenham’s guidelines [2] to SMs, and conducted informal tertiary studies.

Latest SM literature, focuses on refining guidelines and protocols, as well as providing improvement strategies. While emphasizing the benefits of using SM in educational environments, as means of building students’ transferable research skills, 3 challenges are positively assessed by Kitchenham [6]: 1) no matter the level of studies (post-, undergraduate), students have the required skills of conducting SMs 2) SMs are valuable means of organizing evidence of current state of literature 3) SMs can be treated as solid projects as preparation for research careers. Several further directions, referred as improvements [7], still need to be covered in the future: search and selection process improvement; quality assessment grounding, studies aggregation process improvement. Based on these improvement statements, Petersen [8] offers a valuable update to the existing SM framework applied to software engineering, by mapping evidence regarding 4 research questions: frequency of publications in the SE field, covered topics, revenues of publications, and review process. A need of conducting SMs on existing or extracted topic-specific classifications has been pointed out, observing that the majority of SM studies deliver new classification schemes themselves, rather than building on existing ones.

In terms of extending its field applicability [8], the SM process can be alternatively used as means of evidence gathering in operational fields, for growing disciplines with multiple facets. Applicability of systematic studies to operational fields has been recently acknowledged in the manufacturing [9] and industrial software processes [10]. With respect to the scheduling field, a SLR has been conducted for staffing and scheduling problems in software projects, where 52 papers have been extracted and analyzed with the purpose of identifying main issues in adopting resource scheduling features in industry. Specific to software scheduling, a SLR has been performed [11] addressing uncertainty assessment in software projects, where 165 studies have been analyzed in 5 distributions.

B. Comparative studies in heuristic optimization for solving the RCPSP problem

The Project Scheduling field, specifically the RCPSP, can therefore be introduced as a successful candidate for extending MMs to new fields. In the fields of complexity, discrete and combinatorial mathematics [19], [20], the RCPSP’s main characterization is the generalization of the job-shop scheduling problem [21], although the job shop scheduling problem is sometimes treated as a “special case” of the RCPSP [22]. Basically, the optimization problem is to define a start time for each project activity, based on precedence and resource constraints, while following a uni or multi-objective (project makespan minimization, time/cost/resource trade-offs etc).

Large amount of effort has been put during the past decade in building RCPSP classification schemes. Two main dimensions have been extensively tackled: general problem description [12][13] and solution methods[14]–[16], while [17] extends the attributes of the classification scheme to: type of constraints, type of precedence relations, type of resources, source, type of activity splitting, number of execution modes, number of objectives, type of objective function, level of information, distribution of information.

Heuristic methods have been considered as state-of-art solution techniques and a comprehensive description with computational analysis has been presented since late ’90 [14]. Based on the Artificial Intelligent and Mathematical Optimization advancements, in the field of Computer Science (CS), classic heuristics applied to RCPSP (exact methods) have evolved into modern heuristics: meta-heuristics (MH) (including evolutionary MH, memetic algorithms, nature-inspired MH), hyper-heuristics, simheuristics and hybrid-heuristics. An attempt of mapping the solution space of the RCPSP, in terms of solution methods, has been presented by [18], where 174 studies (1971-2012) have been classified based on a defined taxonomy. No systematic assessment has been carried, though. Increased interest in the use of meta-heuristics (both derived and applied or just applied) has been shown during the past 5 years: a computational comparison based on the PSPLIB J30, J60 and J120 problem sets has been presented by [19], [20]. MHs applied to the multi-mode, multi-skill and multi-objective RCPSP have been compared by [21]–[24]. Analysis and comparison of combined meta-heuristics (hybrid-MH) applied to the RCPSP and dynamic RCPSP has been summarized in [21]–[26].
III. RESEARCH METHODOLOGY

To assess the heuristic techniques applied to solving scheduling problems, with focus on the RCPSP formulations and recent developments, a systematic mapping has been conducted following guidelines of Kitchenham [27] as well as updates provided in [28], [4], [8].

A. Review question

On the basis of systemizing evidence regarding heuristic optimization applied to the RCPSP, the following research question has been considered:

RQ: Which is the evolution of the heuristic algorithms used as solution methods for the RCPSP and to which RCPSPs have they been applied?

B. Search strategy

The search strategy represents a combination between a set of search strings and databases on which to be applied. 4 databases have been selected: IEEE Xplore (http://ieeexplore.ieee.org/Xplore), Elsevier Science Direct (http://www.sciencedirect.com), SpringerLink (http://link.springer.com/), SCOPUS (http://www.scopus.com/) (Table 1). As the RQ of the current study addresses solution methods in forms of techniques and algorithms, IEEE Xplore has been considered relevant. On the other hand, the RCPSP is an OR specific problem, therefore, 2 multidisciplinary databases have been chosen: Springer Link, Science Direct.

TABLE I. RATIONALE FOR DATABASE CHOICE

<table>
<thead>
<tr>
<th>Database</th>
<th>Rationale and limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>multi-format export (includes .csv, .bibtex key), all metadata export (includes abstract); number of entries/export limited at 100</td>
</tr>
<tr>
<td>Science Direct</td>
<td>multi-format export (no .csv export, includes bibtex key), metadata does not include abstract; number of entries/export limited at 100</td>
</tr>
<tr>
<td>Springer Link</td>
<td>multi-format export (includes .csv, .bibtex key), metadata does not include abstract; number of entries/export limited at 100</td>
</tr>
<tr>
<td>SCOPUS</td>
<td>aggregates literature from multiple databases; multi-format export (includes .csv, .bibtex key), metadata does include abstract); number of entries/export limited at 100</td>
</tr>
</tbody>
</table>

Six search strings have been constructed based on the PICO strategy [8] (Population, Intervention, Comparison and Outcomes) and submitted for inquiry to each database: S1: project scheduling *heuristic*; S2: "project scheduling" *heuristic*; S3: resource constrained project scheduling *heuristic*; S4: resource-constrained project scheduling *heuristic*; S5: "resource constrained project scheduling" *heuristic*; S6: RCPSP* *heuristic*. The string generation strategy follows the principle of the selection process, where, firstly, a list of the literature-proposed heuristic algorithms was extracted, followed by a list of possible applicable algorithms and a mapping of solution methods on RCPSP problem types. No manual search or snowballing has been performed. Special characters have been used to compress search strings, where applicable.

C. Study selection and frequency distribution

The process of study selection as been divided in 5 major steps.

The first phase focuses on preliminary study selection and assessment (Fig.1). Constructed search strings have been applied on the 4 databases individually, as an evidence of the studies frequency, in each case, was of interest. For each search string a list of studies has been exported automatically from each database, using built-in exporting options. Lists have been aggregated for each database (IN1) and duplicates have been removed automatically (IN2). Filtering based on title keywords has been applied ("project" AND "schedule"; RCPS), following a word-form derivation (i.e. "scheduling": "schedule" (s)), to extract studies relevant for the project scheduling area (IN3A), specific, RCPSP (IN3B). Results have been merged and duplicates removed (IN4). Studies referring to other scheduling scenarios (i.e. machine scheduling, network scheduling, etc.) have been excluded, being of no interest for the current work. A second filtering based on title keywords extracted studies that only address solution techniques. General keywords have been considered (i.e. "heuristic" or "algorithm") (IN5A). Solution-specific algorithms (i.e. metaheuristics optimization algorithm: Tabu Search, Simulated Annealing, Ant Colony Optimization etc.) do not contain any intuitive common keywords, therefore a specific filtering has been applied based on metaheuristic optimization taxonomies [29]–[32](IN5B).

![Fig. 1 MS preliminary study selection and assessment workflow](image-url)
Based on the given references, Table II includes the criteria based on which filtering has been performed to identify specific modern heuristics.

**TABLE II.**

**STUDIED FREQUENCY IN PRELIMINARY SELECTION AND ASSESSMENT**

<table>
<thead>
<tr>
<th>General solution method</th>
<th>Algorithm-specific keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>“heuristic” OR “algorithm”</td>
</tr>
<tr>
<td>PS/RCPS Modern Heuristic</td>
<td>“local search” OR “grasp” OR “variable neighbourhood” OR “guided local” OR “iterated local” OR “basic local” OR “simulated annealing” OR “hill climbing” OR “tabu search” OR “random optimization” OR “evolution” OR “genetic” OR “memetic” OR “swarm” OR “stochastic scatter” OR “ant colony” OR “particle” OR “bee colony” OR “immune” OR “neural” OR “hybrid”</td>
</tr>
<tr>
<td>Modern heuristics</td>
<td>“electromagnetism” OR “frog” OR “multi-pass” OR “filter and fan”</td>
</tr>
</tbody>
</table>

Resulted lists from each database for all search strings (S1, S2…S6) have been merged in a single list and duplicates have been automatically removed (IN6). Studies distribution for each step are presented in Table III.

**TABLE III.**

**STUDIED FREQUENCY IN PRELIMINARY SELECTION AND ASSESSMENT**

<table>
<thead>
<tr>
<th>Database</th>
<th>IN1</th>
<th>IN2</th>
<th>IN3</th>
<th>IN4</th>
<th>IN5</th>
<th>IN6</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>817</td>
<td>289</td>
<td>127</td>
<td>133</td>
<td>63</td>
<td>51</td>
</tr>
<tr>
<td>Science Direct</td>
<td>7633</td>
<td>4768</td>
<td>330</td>
<td>342</td>
<td>102</td>
<td>70</td>
</tr>
<tr>
<td>Springer Link</td>
<td>11129</td>
<td>6679</td>
<td>343</td>
<td>373</td>
<td>94</td>
<td>77</td>
</tr>
<tr>
<td>SCOPUS</td>
<td>3864</td>
<td>1239</td>
<td>624</td>
<td>659</td>
<td>324</td>
<td>185</td>
</tr>
</tbody>
</table>

Relevancy-based study selection and assessment has been conducted in the second phase (Fig.2). Resulted lists from each database have been merged and duplicates have been removed automatically based on title. A casual manual check has been undertaken to remove duplicates. Filtering based on title keywords has been applied, to extract studies that addressed resource-oriented project scheduling (i.e. “resource”; RCPSP). Both keywords have been separately applied as the studies frequency in each case was of interest. Another relevancy-based criterion tested the relevancy of the solution method. Studies referencing the “algorithm” keyword in their titles have been manually checked for relevancy to the current work. All the 188 entries, have been though found relevant, therefore included in the further process. A total number of 359 entries have been obtained and submitted as input for the next phase.

Language and content type exclusion (EC) and inclusion criteria (IC) have been applied in the 3rd step. The language criterion has been considered eliminatory. From entries that had language specified in metadata, studies in other languages than English, such as Spanish, Chinese have been excluded, (EC). From the resulted entries, only English studies were extracted (IC). In case of filled in language attribute, that did not respect the EC, the language EC was updated and entries re-checked to pass the IC. Entries with blank language field, have been checked manually based on the publication language. The language field has been updated for all the remained items. All studies with updated language field have been English-written, therefore successfully passed EC/IC check and included in the final list. A list of 339 studies have been obtained by applying the language EC/IC.

![Fig. 2 MS relevancy study selection and assessment workflow](image-url)
The next phase, consisted of applying a content type-based language EC/IC, in a similar way to the language-based EC/IC. Studies that have been categorized as technical papers or reports, reviews, workshop papers, or book chapters have been excluded (EC). Papers published in peer-reviewed publications (journals) or conference proceedings have been included (IC). Papers not categorized have been submitted for manual checking based on the “Publication title” attribute. 22 studies had the content type updated. Based on the IC criteria, 18 studies have been selected and 4 removed. A total number of 295 have been therefore obtained. Both phases of EC/IC (language and content type) are illustrated in Fig.3.

A manual refinement has been undertaken as a last step of the selection process, based on abstracts’ screening. 4 studies had the full content published in Chinese and have been excluded based on language (4 studies). Studies that were proposing new solution approaches were of interest, therefore, (computational or experimental) evaluation or comparison papers, as well as classification papers, have been excluded (15 studies). Where in doubt, full text has been screened. Generalized studies that have not addressed a particular RCPSP problem or solution method (i.e., generalized algorithms not addressing any heuristic/meta-heuristic solution method), as well as studies that could not be positioned in a classification scheme (either irrelevant or not accessible) have also been excluded (10 studies). A final list of 252 studies has been furtherly considered for mapping and analysis.

IV. STUDIES ANALYSIS AND MAPPING

To answer the proposed research question (RQ), several types of mappings have been extracted: studies identification on RCPSP problem types and solution algorithms classes, frequency of publications for classes of RCPSP solution methods and algorithms, as well as algorithm mapping on the specific RCPSP problem types. Statistics have been extracted based on title, abstract or brief content screening (when required), without a full evaluation, as in case of SLRs [4].

In terms of visual representations, several assumptions have been made in the SM/SLR literature. With respect to SLRs, Kitchenham [27] emphasizes on the use of forest plots as being the most common mechanism for presenting quantitative results, while vulnerability to publication bias is likely to be assessed by using funnel plots. On the other hand, Petersen [8], in the study of SM guidelines updating, identifies 6 approaches to visualize SM mappings. Based on the analysis, bar plots and bubble plots proved to be the most common representations, while heatmaps, although rare, were considered interesting ways to directly visualize the relative amount of publications in different categories [8]. Based on the above observations, the current study proposes bar charts and bubble plots as visual representations. Three categories of mapping have been considered relevant to identify the evolution of heuristic optimization applied to the RCPSP: a) distribution of heuristic classes on years b) distribution of heuristic algorithms on years c) heuristic algorithms solving classes of RCPSP problems.
Several year-based scales have been considered to be relevant for the studies mapping: unique discrete year values have been considered for the 2010 – 2016 (first decade) interval; 4 intervals have been considered between 1990 – 2009; one category for studies published before 1990. Acronyms have been used for RCPS problems definition or heuristic optimization classes and algorithms, following existing taxonomies. A bubble chart representation has been preferred, according to updated guidelines [8], where bubble plots are recommended ways of representing frequency distributions [4]. Bubbles have been positioned in the intersection of two x-y scatter plots. The size of the bubble indicates the number of studies for the given intersection point.

The first mapping, answers the given RQ by presenting a time-distribution of classes of heuristic optimization algorithms (Fig. 4). The mapping process was conducted based on title, and when in doubt, the abstract was scanned. Studies addressing more than one solution method have been mapped to multiple categories. Several classes of algorithms have been identified: 2 classes referencing more generalized studies (H: general heuristics, MH: general metaheuristics); 2 classes of algorithms addressing extended heurisitics (SH: simheuristics, HH: hyper-heuristics); xH: other heuristics; N/A: not assigned heuristics. All the other classes (H-MH: hybrid MH; T-MH:trajectory-based MH; E-MH:evolutionary MH; SI-MH:swarm intelligence-based MH; NI-MH:nature-inspired MH excluding SI-MH; ML-MH: machine learning-inspired MH; P-MH: probability-based MH; D-MH: deterministic MH; EM-H: exact methods H; Pb-H: priority-based H; I-H: improvement H). Studies have been included in a separate category, when more than one algorithm was addressed as “improvement” of one class, and properties of H-MH; HH, MA (memetic algorithms) were applied (screening of abstracts). 252 studies have been extended to 288, some entries presenting more than one algorithm.

2 metaheuristic categories proved to be dominant: E-MH (29.1%) and SI-MH (16.3%), followed by the class of T-MH (11.4%) and H-MH (10.4%). In both cases, an increased interested is shown during 2013-2016: E-MH (25 studies), SI-MH (16 studies) compared to the period of 2005-2009, referenced in the literature: E-MH (20 studies), SI-MH (16 studies). From the state-of-the art heuristics, as advertised, Pb-H are the most popular algorithms, including: scheduling schemes and priority rules (7.6%).

Both E-MH and SI-MH classes have been decomposed on specific optimization algorithms (Fig.4.b and Fig.4.c). Studies belonging to the E-MH classes included solution methods such as: EA (evolutionary algorithms and strategies), GA (genetic algorithms), DE (differential evolution); MA (memetic algorithms), SFLA (shuffled frog leaping algorithm). Studies categorized as belonging to the class of SI-MH, addressed algorithms such as: ACO (ant colony optimization), BCO (bee colony optimization); CS (cuckoo search), CSO (cat swarm optimization), FA (firefly algorithm), AIS (artificial immune system).
According to the year-based distributions, preferred algorithms are GA (52 studies) and PSO (18 studies), followed by EA (13 studies) and ACO (12 studies). Fewer attempts for developing RCPSP solutions included: derivations of CSO, CS, FA. Compared to other classes of algorithms, the SI-MH appear to be a recent class of solving algorithms, having a debut in the 2000-2004 period. Several independent studies present directions for future interest: a) despite the specific identified algorithms, 2 studies have been depicted addressing solving approaches based on learning strategies b) 1 agent-based solution method.

According to the RCPSP solution space, a solution framework consists of both solution method and the problem definition addressed. Fig.4 maps the distribution of general modern metaheuristics (HH, MH, H-MH), the specific algorithms belonging to the E-MH, SI-MH classes, as well as T-MH class (LS: local search, GRASP: greedy randomized adaptive search, VNS: variable search neighborhood, SA: simulated annealing, TS: tabu search) on RCPS problems. 19 specific problem classes have been identified in the extracted list of entries, based on existing classification schemes [17]. Additionally, 91 studies addressed a general class of the RCPSP, while 62 studies did not address the specific RCPSP. 4 classes of algorithms, where found of not addressing any RCPS problem (xH, HH, Ni-MH, xH). The frequency distribution presents the MMRCPSP (multi-mode RCPSP) (14.2%) and the RCMPS (multi-project RCPSP) (6.2%) as the most addressed problems. Solution methods for the MMRSPSP are popular within E-MH (17 studies) and SI-MH (7 studies). In terms of general heuristic optimization classes, H-MH (14 studies) algorithms prove an increased popularity in addressing specific RCPS problems (F-RCPSP, MMRCPS, MS-RCPSP), comparable to the T-MH class.

V. CONCLUSIONS

While current studies that seek to provide a representation for the RCPS problem space are more oriented on taxonomy construction, the current work adopts the structured process of SM studies to provide an overview and decomposition on the evolution of solution methods and their applicability to specific RCPS problems. Several contributions are to be claimed: 1) providing a framework under which the SMs can be extended to other fields, specifically validation of SM applicability to the RCPSP 2) validation of the solution methods and problems classification based on an extensive database of studies 3) trend identification and decomposition based on existing solution evolution. To reduce bias in assessment we recommend a further evaluation of quality metrics, an optional step in conducting SMs (opposite to SLRs, where quality assessment is mandatory to validate study selection and filtering). A second proposed improvement addresses construction of initial search strings based on words synonymy or derived attributes (i.e. “strategies”, “methods” when referring to “algorithms”). For a complete validation and for the purpose of transforming a SM in a work of reference for the RCPSP, computational comparison is required to evaluate algorithms performance, based on specific setups. Several existing RCPSP libraries (PSPLIB, Peterson set) provide project descriptions (number of activities, types of activities and resources) on which proposed algorithms are tested for computational parameters (average/min/std. deviation, computational time etc), in different scenarios (number of iterations). Therefore, the current study provides the input for a further SLR, being a successful candidate for a meta-analysis, that would provide a more solid background in algorithmic benchmarking.
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Abstract—We study the problem of minimizing total completion time in 2-stage flowshop with availability constraint. This problem is NP-hard in the strong sense even if both machines are always available. With availability constraint, although a bulk of research papers have studied the makespan minimization problem, there is no research done on the total completion time minimization. This paper is the first attempt to tackle this problem. We focus on the case that there is a single unavailable interval on the first machine only. We show that several special cases can be solved optimally or approximated within a constant factor. For the general case, we develop some lower bounds and dominance rules. Then we design and implement a branch and bound algorithm. We investigate the effectiveness of different lower bounds and the dominance rules by computational experiments. We also study how the start time and the duration of the unavailable interval affects the efficiency of the branch and bound algorithm.

I. INTRODUCTION

SCHEDULING with machine availability constraint has attracted more and more research effort since early nineties. Machine availability constraint is prevalent in all real industrial settings. A machine may be unavailable due to breakdown, preventive maintenance, or processing unfinished jobs from a previous scheduling horizon. With the machine availability constraint, many classical problems have to be reconsidered. While some of the problems can still be easily solved, many of them become more complicated and new optimal algorithms/heuristics need to be designed. Many papers have been devoted to various scheduling problems with machine availability constraint, see the survey papers by Lee, Lei and Pinedo ([18]), Sanlaville and Schmidt ([21]), Schmidt ([22]), Ma, Chu and Zuo ([20]), etc.

For flowshop scheduling with availability constraint, most research is done for two-stage flowshop problems([20]): there are two machines, machine 1 and machine 2. Each machine may have one or more unavailable intervals; There are n jobs, 1, 2, ..., n. Each job j, 1 ≤ j ≤ n, has two operations a j and b j which have to be processed on machine 1 and on machine 2, respectively. The operation b j cannot start on machine 2 before a j finishes on machine 1. We want to find a schedule of the jobs so that some objectives are optimized. The bulk of flow shop research in the last decades has been focused on the minimization of the maximum of the job completion time, i.e. the length or makespan of a schedule. However, Gupta and Dudek [8] pleaded that criteria in which the costs of each job are reflected have a better economic interpretation than the makespan objective has. This paper deals with the minimization of the sum of the job completion times in a two-machine flow shop.

Based on the effect of the availability constraint to the disrupted job's processing, researchers discuss three cases, namely resumable, nonresumable, and semiresumable. Resumable and nonresumable cases are defined by Lee in [16]. In the resumable case, preemption is allowed thus jobs can be resumed after being interrupted by the unavailable interval. In the nonresumable case, a job has to be restarted if interrupted by the interval. Semiresumable case is defined by Lee in [19] and is between the resumable case and nonresumable case. In this case, a job doesn't have to be restarted from scratch, instead, a fraction of the job needs to be reprocessed after the machine is available.

A. Literature Review

Almost all research papers about flow shop scheduling with availability constraint are with respect to makespan criterion ([20]). Lee ([17]) showed that if there is only one unavailable interval, either on the first machine or on the second machine, the problem is NP-hard in the ordinary sense. If there are an arbitrary number of unavailable intervals on the first machine but the second machine is always available, or there there are an arbitrary number of unavailable intervals on the second machine but the first machine is always available, the problem becomes strongly NP-hard ([15]) in either case. Furthermore, for the former case, Johnson’s rule gives a 2-approximation regardless of the number of unavailable intervals; On the other hand, for the latter case, there is no polynomial time constant approximation for any constant even if there are only two unavailable intervals on the second machine and the first machine is always available. Many heuristics, meta-heuristics and exact methods are developed for the general problem, see the surveys [18],[21], [22], [20] and the references therein for more details.

For the problem of minimizing the total completion time with availability constraint, we are not aware of any research so far. On the other hand, when both machines are available, the problem has attracted a lot of attention because of its
notorious intractability. A lot of research effort has been focused on finding the exact solution using branch and bound algorithm. In the following, we will review related literature.

The first research on this problem was done by Ignall and Schrage ([13]) in 1965. They gave two lower bounds and developed a branch-and-bound algorithm. For the experiments, they limited the number of jobs to be 10. In 1967, Conway et al. ([3]) showed that it is sufficient to study permutation schedules, i.e., a schedule in which both machines have the same job sequence with no unnecessary idle time between operations. By using local search and other heuristics to generate a good initial upper bound for the branch and bound algorithm, Kohler and Steiglitz ([14]) further improved the algorithm by Ignall and Schrage. They did the experiments on instances of size 10 to 50 jobs. For most instances of more than 15 jobs, only suboptimal solutions is obtained within preset time limit. In 1976, this problem was shown to be NP-Hard in the strong sense by Gary, John and Sethi([6]). Since 1990s, the problem was studied again by a group of research papers, including [23], [10], [5], [4], [1], [12]. These papers try to improve the lower bounds by using Lagrangian relaxation ([23], [10]) or networking formulation ([11]), and/or propose some dominance rules ([5],[4]), consequently improve the performance of the branch-and-bound procedure and solve bigger problems. Della Croce et al.’s ([4]) branch-and-bound algorithm can solve up to 45 (30) job problems when processing times are uniformly distributed in the [1,10] ([1,100]) range. In 2004, using a lower bound scheme based on a network formulation, the branch and bound algorithm by Akkan and Karabati ([11]) can solve problems with up to 60 (45) jobs, where processing times are uniformly distributed in the [1,10] ([1,100]) range. At about the same time, Hoogeveen et al. ([12]) also used improved lower bounds by LP to solve instances of 40 jobs within reasonable time.

Very few papers studied the constant approximation algorithms or solvable cases. The first one is by Gonzales and Sahni ([7]) who showed that SPT (Shortest Processing Time first) rule gives an m-approximation for m stage flowshops. Thus for 2-stage flowshop, SPT is a 2-approximation. Later, Hoogeveen and Kawaguchi ([9]) refined this bound for 2-stage flowshop and they showed that the approximation ratio of SPT is $\frac{2\beta}{\alpha+\beta}$, where $\alpha = \min\{a_j,b_j\}$, $\beta = \max\{a_j,b_j\}$. They also studied some special cases. Specifically, they showed that

1) if $a_j = a$ for all jobs $j$, the problem remains NP-hard in the strong sense and SPT rule gives 4/3-approximation schedule and the bound is tight.
2) if $b_j = b$ for all jobs $j$, then SPT rule generates an optimal schedule.
3) if $a_j \geq b_j$ for all jobs $j$, scheduling the jobs in non-decreasing order of $a_j$ gives an optimal schedule.
4) if $a_j \leq b_j$ for all jobs $j$, the problem can be solved optimally in $O(n^3)$ time.

B. New Contributions

Our paper is the first attempt to tackle the total completion time minimization problem in the 2-stage flowshop with availability constraint. Given the complexity of the problem, we focus on the case that there is a single unavailable interval on the first machine. We consider the resumable case only. We first show that SPT still provides a 2-approximation if the single unavailable interval starts early so that no $a_j$ can finish before it. We also show that some other special cases can be solved or approximated within a constant factor.

For the general case, we give some lower bounds and dominance rules and develop a branch and bound algorithm. We investigate the effectiveness of different lower bounds and the dominance rules by computational experiments. We also study how the start time and the duration of the unavailable interval affects the efficiency of the branch and bound algorithm.

C. Organization

The paper is organized as follows. We first give some preliminary results in Section II. In Section III, we give a mathematical formulation of the problem and develop five lower bounds of the optimal solution. In Section IV, we develop some dominance rules and a branch and bound algorithm. Then we give analysis of the experimental results. Finally, we conclude in section V.

II. Preliminary Results

Let us first introduce some notations. To indicate the machine unavailability constraint, most literature extends the $\alpha \mid \beta \mid \gamma$ notation, by adding two new components. In the $\alpha$ field, $h_{ik}$ represents the problem with $k$ unavailable intervals on the $i$th machine. So $h_{11}$ and $h_{21}$ represents the problem with one unavailable interval on the first machine and on the second machine respectively. The second component is in the $\beta$ field, we use $r - a$, $nr - a$ and $sr - a$ to denote resumable, nonresumable and semiresumable availability constraints, respectively. Thus, our problem, minimizing the total completion time with a single unavailable interval on machine 1, can be denoted as $F2,h_{11} \mid r - a \mid \sum C_j$.

Like the classical model, one can show that there is an optimal schedule that is a permutation schedule. So we only consider permutation schedules. Let $S$ be a permutation schedule of the jobs, for job $j$, we use $C_{a,j}(S)$, $C_{b,j}(S)$ to denote the completion time of the first operation $a_j$ and the second operation $b_j$ in $S$, respectively. The completion time of job $j$ in $S$, is denoted by $C_j(S)$ which is equal to $C_{b,j}(S)$. We use $[j]$ to denote the job scheduled in position $j$ on both machines, and use $C_{a,[j]}(S)$ and $C_{b,[j]}(S)$ to represent the completion of $a_j$ and $b_j$ in $S$, respectively. If it is clear from the context, $S$ may be omitted.

We frequently sort the jobs, for convenience, we use $SPT_a$, $SPT_b$, $SPT$ to denote the rule that schedules the jobs in non-decreasing order with respect to $a_j$, $b_j$, and $(a_j + b_j)$ respectively.

From [7], we know that SPT is a 2-approximation algorithm when both machines are available. When there is a single
unavailable interval, we show in the following that the performance of SPT depends on the start time of the interval.

Lemma 2.1: Let $[s, t]$ be the unavailable interval for $F2, h_{11} \mid r - a \mid \sum C_j$, if $s \geq \sum_{j=1}^{n} a_j$ or $s < \min\{a_j\}$, SPT is a 2-approximation.

Proof: First, if $s \geq \sum_{j=1}^{n} a_j$, then all $a_j$-s can finish before the unavailable interval, thus the interval has no effect on the jobs at all. By [7], SPT is a 2-approximation.

Now, let us consider the case $s < \min\{a_j\}$. Suppose the jobs are indexed so that $(a_j + b_j) \leq (a_{j+1} + b_{j+1})$ for $1 \leq j < n - 1$. We denote $P1$ to be the problem of scheduling $n$ jobs with processing time $(a_j + b_j)$ on a single machine with the unavailable interval $[s, t]$. Then one can easily show that the optimal schedule $S1$ for $P1$ is obtained by SPT rule, and the completion time of $j$-th job will be $C_{j[S1]} = t + \sum_{k=1}^{j}(a_k + b_k)$.

Let $S$ be the schedule generated by SPT rule for $F2, h_{11} \mid r - a \mid \sum C_j$. Apparently, we have

$$C_j(S) \leq C_{j[S1]} = t + \sum_{k=1}^{j}(a_k + b_k).$$

Now, consider the relaxed flowshop problem $P2$ where $a_j$ and $b_j$ can be concurrently executed and the completion time is the time when both $a_j$ and $b_j$ finish. Let $S2$ be the optimal schedule for this relaxed flowshop problem. We must have that

$$C_{j[S2]} \geq \frac{1}{2}(t + \sum_{k=1}^{j}(a_k + b_k)) \geq \frac{1}{2}(t + \sum_{k=1}^{j}(a_k + b_k)).$$

Let $S^*$ be the optimal schedule for $F2, h_{11} \mid r - a \mid \sum C_j$. Then we have

$$C_{j[S^*]} \geq C_{j[S2]} \geq \frac{1}{2}(t + \sum_{k=1}^{j}(a_k + b_k)) \geq \frac{1}{2}C_{j[S]}.$$

Thus, $\sum_{j=1}^{n} C_j(S) \leq \sum_{j=1}^{n} C_{j[S^*]}$. This completes the proof.

Unfortunately, if $s$ is arbitrary, SPT may generate a schedule that has a very large approximation ratio.

Lemma 2.2: For $F2, h_{11} \mid r - a \mid \sum C_j$ with a single unavailable interval $[s, t]$, if $s > a_1$ where $a_1 + b_1 = \min\{a_j + b_j\}$, SPT can generate a schedule whose approximation ratio is $n$ in the worst case.

Proof: Given an instance $I$ of the problem with a single unavailable interval $[s, t]$. Let $I'$ be the corresponding instance of $F2 \mid \sum C_j$ which is obtained from $I$ by removing the unavailable interval. Let $C_{opt}$ and $C_{opt}'$ be the minimum total completion time for $I$ and $I'$, respectively. It is obvious that $C_{opt}' \leq C_{opt}$.

Let $S$ be the schedule generated by SPT rule for instance $I$ and $S'$ be the SPT schedule for $I'$. For convenience, suppose the jobs are indexed in non-decreasing order of $(a_j + b_j)$, $1 \leq j \leq n$. Let $i$ be the last job such that $C_{a_i}(S) \leq s$. Since $a_i \leq s$, $i \geq 1$. It is clear that for $j \leq i$, we have $C_j(S) = C_j(S')$; for all $j > i$, we have $C_{a_j}(S) = C_{a_j}(S') + (t - s)$, so $C_j(S) = C_{a_j}(S) \leq C_{a_j}(S') + (t - s)$. Thus,

$$\sum_{j=1}^{n} C_j(S) \leq \sum_{j=1}^{i} C_j(S') + \sum_{j=i+1}^{n} (C_j(S') + (t - s)) \leq \sum_{j=1}^{n} C_j(S') + (n - i)(t - s).$$

On the other hand, since $\sum_{j=1}^{n} a_j > s$, at least one job must finish after $t$ in any schedule. Thus the completion time of the last job in the optimal schedule is

$$C_{a_1}(S^*) \geq ((t - s) + \sum_{j=1}^{n} (a_j + b_j))/2 \geq \frac{(t - s)}{2} + \frac{C_{a_1}(S^*)}{2}.$$

For $j$-th job in $S^*$, $j \neq n$, we have that $C_{a_j}(S^*) \geq C_{a_j}(S^+)/2$. Thus we have $\sum_{j=1}^{n} C_j(S^*) \geq \sum_{j=1}^{n} C_j(S^+)/2 + (t - s)/2$ and

$$\sum_{j=1}^{n} C_j(S) \leq \sum_{j=1}^{n} C_j(S') + (n - i)(t - s) \leq 2\sum_{j=1}^{n} C_j(S') + (n - i - 1)(t - s) \leq (n - i + 1)\sum_{j=1}^{n} C_j(S').$$

Since we assume $i \geq 1$, $\sum_{j=1}^{n} C_j(S) \leq nC_{opt}$. 

Next, we show that for some special cases in terms of $a_j$-s and/or $b_j$-s, we can use SPT$_a$ or SPT$_b$ to solve the problem optimally or get a good approximation.

Lemma 2.3: SPT$_a$ generates a schedule whose total completion time is minimum for

(a) $F2, h_{11} \mid r - a, b_j = b \mid \sum C_j$; and
(b) $F2, h_{11} \mid r - a, a_j \geq b_j \mid \sum C_j$

Proof: First consider case (a): $F2, h_{11} \mid r - a, b_j = b \mid \sum C_j$. Let $S$ be an arbitrary schedule and suppose that the jobs are scheduled in the order of 1, 2, \ldots. Define $C_0 = 0$, then the completion time of job $i$ in $S$ is

$$C_i(S) = \max(C_{i-1}, C_{a_i}) + b,$$

where

$$C_{a_i} = \begin{cases} \sum_{j=1}^{i} a_j, & \text{if } \sum_{j=1}^{i} a_j \leq s \\ \sum_{j=1}^{i} a_j + (t - s), & \text{if } \sum_{j=1}^{i} a_j > s. \end{cases}$$

Apparently scheduling the jobs in SPT$_a$ minimizes the total completion time.

Now we consider case (b): $F2, h_{11} \mid r - a, a_j \geq b_j \mid \sum C_j$. Suppose that $a_1 \leq a_2 \leq \cdots \leq a_n$. Since $a_j \geq b_{j-1}$, in the schedule generated by SPT$_b$, $b_j$ can be scheduled immediately after $a_j$ completes, thus minimizing the total completion.
time is the same as minimizing the total completion time of the \(a_j\)-s which is obtained by SPT\(_a\) rule.

Lemma 2.4: SPT\(_b\) generates a schedule for \(F_2, h_{11} | r - a, a_j = a | \sum C_j\) whose total completion time is at most 7/3 times that of the optimal schedule.

**Proof:** Given an instance \(I\) of problem \(F_2, h_{11} | r - a, a_j = a | \sum C_j\) with the unavailable interval \([s, t]\), let \(C_{opt}\) be its minimum total completion time for \(I\). Let \(S\) be the schedule generated by the SPT rule. Let \(I'\) be the instance of \(F_2 | a_j = a | \sum C_j\) obtained from \(I\) by removing the unavailable interval. Let \(C'_{opt}\) be the minimum total completion time for \(I'\). Apparently, we have \(C'_{opt} \leq C_{opt}\).

Let \(S'\) be the SPT schedule for \(I'\). From [9], we know that \(\sum_{j=1}^{n} C_j(S') \leq \frac{4}{3} C'_{opt} \leq \frac{4}{3} C_{opt}\). Let \(i = \lfloor \frac{n}{4} \rfloor\). Then only \(i\) jobs can finish before \(t\) on the first machine in any schedule which implies that \(C_{opt} > (n - i)t\). Thus we have \(C_j(S) = C_j(S')\) for \(1 \leq j \leq i\). For \(j > i\), its completion time in \(S\) is increased by at most the length of the interval compared with that in \(S'\), thus, \(C_j(S) \leq C_j(S') + (t - s)\). So we have

\[
\sum_{j=1}^{n} C_j(S) \leq \left( \sum_{j=1}^{n} C_j(S') \right) + (n - i)(t - s)
\]

\[
\leq \frac{4}{3} C'_{opt} + C_{opt}
\]

\[
\leq \frac{4}{3} C_{opt} + C_{opt}
\]

\[
\leq \frac{7}{3} C_{opt},
\]

and this completes the proof.

### III. Mathematical Formulation

Our problem can be formulated as follows:

\[
\min \sum_{j=1}^{n} C_{b,j}
\]

subject to

\[
C_{a,j} \geq a_j \quad \forall j
\]

\[
C_{b,j} \geq C_{a,j} + b_j \quad \forall j
\]

\[
C_{a,i} \geq C_{a,j} + a_i \sqrt{C_{a,j} - C_{a,i}} \geq C_{a,i} + a_j \quad \forall i, j, i \neq j
\]

\[
C_{b,i} \geq C_{b,j} + b_i \sqrt{C_{b,j} - C_{b,i}} \geq C_{b,i} + b_j \quad \forall i, j, i \neq j
\]

\[
C_{a,j} \leq s \sqrt{C_{a,j} - t} \quad \forall j
\]

The schedule is a permutation schedule.

The first four constraints are the same as the classical model. Constraint (1) says that the processing of any job on the first machine cannot start before time 0; and the constraint (2) specifies the second operation of any job can’t start before the first operation finishes; and the constraints (3) and (4) show that a machine can not process more than one job at a time. The constraint (5) is unique to our model, it says that the completion time of the first operation is either before or after the breakdown. An additional redundant constraint is (7) or (8), which will be used when we develop lower bounds.

\[
C_{b,j} \geq \left( \min_{1 \leq k \leq n} a_k \right) + b_j \quad \forall j
\]

\[
C_{b,j} \geq \left( \min_{1 \leq k \leq n} a_k \right) + (t - s) + b_j \quad \text{if} \quad \min_{1 \leq k \leq n} a_k > s \quad \forall j
\]

A. Lower Bounds

Let \(C_{opt}\) denote the minimum total completion time of the jobs. Based on the formulation, we can develop several lower bounds for \(C_{opt}\) by relaxing some of the constraints. Quite a few lower bounds were developed in previous literature for the classical flowshop model, see [5] and the references therein. With breakdown, those lower bounds either need to be modified or not work at all. In the following, we will examine those lower bounds.

1) \(LB1\): This lower bound corresponds to the first lower bound of Ignall and Schrage [13]. The first lower bound from [13] is obtained by relaxing the constraint (4) so that the second machine can simultaneously process as many jobs as needed. Thus, the jobs should be scheduled in SPT\(_a\) order on the first machine, and \(b_j\)-s can be scheduled immediately without any delay after \(a_j\) finishes. With breakdown, the same idea still works, except that we have to count the number of \(a_j\)-s that are scheduled after the breakdown.

Suppose \(a_1 \leq a_2 \leq \cdots \leq a_n\) and \(k\) is the smallest integer such that \(\sum_{j=1}^{k+1} a_k > s\) where \(s\) is the start time of the unavailable interval. It is easy to see that there are at least \((n - k)\) jobs finish after the breakdown on the first machine in any schedule. Thus

\[
LB1 = \left( \sum_{j=1}^{n} a_j \right) + (n - k)(t - s) + \sum_{j=1}^{n} b_j
\]

2) \(LB2\): This corresponds to the second lower bound of Ignall and Schrage [13], which is obtained by relaxing the constraints (1) and (3). Thus, the jobs should be scheduled in SPT\(_b\) order subject to constraint (7). Again, with breakdown, we need to do a modification. If \(\min\{a_i\} \leq s\), then the lower bound is not affected by the breakdown; otherwise, constraint (8) should be satisfied. Assume \(b_i \leq b_2 \leq \cdots \leq b_n\), then we have that

\[
LB2 = \left\{ \begin{array}{ll}
\min\{a_i\} + \sum_{j=1}^{n} a_j & \text{if} \quad \min\{a_i\} \leq s \\
\min\{a_i\} + (t - s) + \sum_{j=1}^{n} b_j & \text{otherwise.}
\end{array} \right.
\]

3) \(LB3\): This corresponds to the lower bound in [23], which is obtained by applying Lagrangian relaxation to constraint (2) to the classical model. The bound from [23] is based on the assumption that \(C_{a,j} = \sum_{i=1}^{n} a_i\) which is true for classical model but not true with breakdown. However, we can still use it to get lower bounds for partial schedules whose completion time on the first machine passes the unavailable interval. For the details on how to calculate/estimate the lower bound, see [23].

From the analysis, we can see LB4 gives a stronger bound than both LB1 and LB2.

4) \(LB4\): This corresponds to \(LB_{DNT2}\) in [5] which dominates the first two lower bounds in classical model. We can adapt this bound for our model.

First note that with breakdown, it is still the case that for any schedule \(S\) and the \(j\)-th job in \(S\), \(C_{a,j}(SPT_a) \leq C_{a,j}(S)\),
where \( SPT_a \) represents the schedule generated by \( SPT_a \) rule.

If we relax the constraint (3), then the problem is equivalent to a single machine problem with each job \( j \) has a release time \( a_j \) or \( a_j + (t - s) \) if \( a_j > s \), and processing time \( b_j \). A lower bound of the new problem is given by schedule the jobs using \( SRPT \) (Shortest Remaining Processing Time First). As with the classical model, it is still true that \( C_{b,j}[SRPT] \leq C_{b,j}[S] \) for \( S \) and \( j \).

Use similar argument as in [5], we can show that for any schedule \( S \),

\[
\sum_{j=1}^{n} C_j(S) \geq \sum_{j=1}^{n} \max \left( C_{a,j}[SPT_a] + b_{j}(S), C_{b,j}[SRPT] \right) = \left( \sum_{j=1}^{n} C_{b,j}[SRPT] \right) + \Delta,
\]

where

\[ \Delta = \sum_{j=1}^{n} \max(0, b_j(S) - (C_{b,j}[SRPT] - C_{a,j}[SPT_a])), \]

and \( \Delta \) is minimized by sorting both \( b_j \)-s of \( S \) and \( (C_{b,j}[SRPT] - C_{a,j}[SPT_a]) \) in non-decreasing order. By the analysis, it is easy to see that LB4 generates a bound that is better than both LB1 and LB2.

5) **LB5-Lower Bound by Linear Programming:** If we know that the number of first operations that finish before breakdown in the optimal schedule is \( K \), then we can modify the formulation from [12] as follows. Let \( w_j \) be the time that \( b_{j}[j] \) has to wait after \( a_{j}[j] \) finishes and \( w_1 = 0 \). Thus we have

\[ C_{b,j} = C_{a,j} + b_j + w_j \]

Then the problem is to minimize

\[ \sum_{j=1}^{n} \left( C_{a,j} + w_j + b_{j} \right) \]

subject to

\[ a_{[k]} + w_k \geq b_{[k-1]} + w_{k-1} \quad \forall k = 2, \ldots, n, \quad \text{and} \quad k \neq K+1 \tag{9} \]

\[ a_{[K+1]} + w_{[K+1]} + (t - s) \geq b_{[K]} + w_K \tag{10} \]

\[ \sum_{i=1}^{K} a_{[i]} \leq s \tag{11} \]

Let \( x_{ij} \) be the binary variable such that \( x_{ij} = 1 \) means job \( i \) is the \( j \)-th job in the schedule and \( x_{ij} = 0 \) otherwise. Then the problem can be formulated as to minimize

\[ \sum_{j=1}^{n} \sum_{i=1}^{n} (n - j + 1) x_{ij} a_i + \sum_{j=1}^{n} w_j + \sum_{j=1}^{n} b_j + (n - K)(t - s) \]

subject to

\[ \sum_{j=1}^{n} x_{ij} \geq 1, \forall i = 1, \ldots, n \]

\[ \sum_{i=1}^{n} x_{ij} \leq 1, \forall j = 1, \ldots, n \]

\[ \sum_{i=1}^{n} x_{ik} a_i + w_k - \left( \sum_{i=1}^{n} x_{ik-1} b_i + w_{k-1} \right) \geq 0, \forall k \neq K + 1 \]

\[ \sum_{i=1}^{n} x_{ik} a_i + w_k + (t - s) - \left( \sum_{i=1}^{n} x_{ik-1} b_i + w_{k-1} \right) \geq 0, \quad k = K + 1 \]

\[ \sum_{j=1}^{K} \sum_{i=1}^{n} x_{ij} a_j \leq s \]

\[ x_{ij} \in \{0, 1\} \quad \text{for} \quad i = 1, \ldots, n; j = 1, \ldots, n \]

\[ w_j \geq 0 \quad \text{for} \quad j = 2, \ldots, n \]

The problem is that we don’t know the magic number \( K \). However, we can find its minimum possible value of \( K_{\text{min}} \) and its maximum possible value \( K_{\text{max}} \) by sorting the first operations in \( SPT_a \) and \( LPT_a \) (longest processing time first by \( a_j s \)) respectively. Let \( LP(k) \) be the lower bound for our problem with a specific \( K = k \). Then the lower bound for our problem is \( \min_{K=K_{\text{min}}} LP(k) \).

**IV. Branch and Bound Algorithm**

Our branch-and-bound procedure builds the search tree in a depth-first-search fashion. It starts with the root node at level 0. Each node at level \( k \) of the tree corresponds to an initial partial schedule in which \( k \) jobs have been put in the first \( k \) positions. For this node, at most \((n - k)\) child nodes will be created, one for each unscheduled job. The size of the search tree can be reduced by applying lower bounding technique and dominance rules at each node.

**A. Upper Bound**

To get an initial upper bound, we first generate some random schedules. We also generate the neighbors of these random schedules which are obtained by local interchanges. Then, we pick the best among these schedules and the schedules obtained by applying \( SPT, SPT_a, SPT_b \). The upper bound is updated any time a leaf of the search tree results in a better schedule. At each internal node, we also calculate the upper bound using \( SPT, SPT_a, SPT_b \) based on the partial schedule, the upper bound is updated if a better schedule is obtained.
B. Lower Bound of a Partial Schedule

The LB1, LB2, LB3, LB4 and LB5 mentioned in previous section assume that no jobs have been scheduled yet. All of them can be adjusted if some jobs have been scheduled. However, it will be too expensive to calculate LB5 at each node. So we only calculate LB5 at the root node, and enhance the lower bound based on the partial schedule using the technique from [9]. All other lower bounds will be calculated at each node. If the maximum lower bound is greater than the current upper bound, the node will be cut from the search tree.

C. Dominance Rules

For the aim of improving the performance of the branch and bound algorithm, dominance rules can be used to reduce the size of the search space.

Given a (partial) schedule $S$, we use $C_A(S), C_B(S)$ to represent the completion time of the last operation on machine 1 and 2 in $S$, respectively. Let $TC(S)$ be the total completion time of the jobs in $S$. The earliest available time for the remaining jobs on the second machine, denoted by $r(S)$, is

$$\max(C_A(S), C_A(S) + \min_{i \in S} a_i) \text{ or } \max(C_B(S), C_A(S) + \min_{i \in S} a_i + (t-s)) \text{ if } s < C_A(S) + \min_{i \in S} a_i \leq t.$$

We have the following dominance rules that can be applied to cut the branches of the search tree.

Lemma 4.1: Dominance rule 1. Given two partial schedule $S_1$ and $S_2$ of the same set of jobs. If $TC(S_1) \leq TC(S_2)$ and $C_B(S_1) \leq r(S_2)$, then to find the optimal schedule of all jobs, there is no need to consider the schedules based on $S_2$.

It is easy to see that the above lemma is true. Given a schedule $S$, a particular schedule that can be checked to see if it dominates $S$ is the schedule resulting from Johnson’s rule. If $C_A(S) \leq s$, we check the schedule generated by Johnson’s rule for the same set of jobs. Otherwise, $C_A(S) > t$, we check the schedule that schedules the jobs in the same way as $S$ before $t$, and schedule the remaining jobs after $t$ using Johnson’s rule. In both cases, the schedules being checked are guaranteed to have a makespan no greater than that of $S$.

Lemma 4.2: Dominance rule 2 ([4]). Given two partial schedules of the same set of jobs, $S_1$ and $S_2$, then $S_2$ can be pruned if both of the following inequalities hold:

$$TC(S_1) \leq TC(S_2)$$

and

$$(C_B(S_1) - C_B(S_2))q \leq TC(S_2) - TC(S_1),$$

where $q$ is the number of unscheduled jobs.

The Lemma is obviously true, actually it holds no matter how many breakdowns on the first machine, as long as there is no breakdown on the second machine. The rule can be applied to a schedule $S$ by checking any adjacent schedules of $S$. Adjacent schedule can be obtained by swapping any two jobs $i$ and $j$ or by inserting $j$ before or after $i$, etc.

Lemma 4.3: Dominance rule 3. Given a partial schedule $S$ and an unscheduled job $i$ such that $a_i \leq b_i$. If for any other unscheduled job $j$, we have $a_i \leq a_j$ and $b_i \leq b_j$, and $C_A(S) + a_i + a_j \leq s$ or $C_A(S) + \min_{i \in S} a_i > s$ then there exists an optimal schedule that job $i$ is the first among all the unscheduled jobs.

Proof: A similar rule for the classical model without availability constraint is given by Croce et. al ([4]) (Dominance rule D2). One can prove the lemma by adapting the proof from [4].

It should be noted that this dominance rule holds only if $C_A(S) + a_i + a_j \leq s$ or $C_A(S) + \min_{i \in S} a_i > s$. For example, consider $a_1 = a_2 = a_3 = 2, b_1 = 2, b_2 = 3$ and $b_3 = 4$. Suppose the unavailable interval is $[5, 11]$. At the beginning, $S$ is empty, the conditions are satisfied for $i = 1$, thus by Lemma 4.3, we know there must exist an optimal schedule starting with job 1. So we don’t need to consider the schedules that start with job 2 or 3. On the other hand, if the unavailable interval is $[3, 9]$, neither $C_A(S) + a_i + a_j \leq s$ nor $C_A(S) + \min_{i \in S} a_i > s$ holds for $i = 1$. So it is not clear that there exists an optimal schedule starting with job 1. It turns out the optimal schedule starts with the last job 3, not job 1.

Lemma 4.4: Dominance rule 4. Given a partial schedule $\pi$ and two unscheduled jobs $i$ and $j$, such that $a_i \leq a_j$, $b_i \geq b_j$. Let $L = s - C_A(\pi)$, and $\pi_1$ and $\pi_2$ be sequences of unscheduled jobs. Let $S_1 = \pi \pi_1 j \pi_2$ and $S_2 = \pi \pi_1 i \pi_2$. Then $S_1$ dominates $S_2$ if one of the following cases is true,

(a) $0 < L \leq a_i < a_j$, and

$$\max(C_A(\pi) + a_i + (t-s), C_B(\pi)) + b_i \leq \max(C_A(\pi) + a_j + (t-s), C_B(\pi)) + b_j;$$

(b) $L \leq 0$ or $L > a_i$, and

$$\max(C_A(\pi) + a_i, C_B(\pi)) + b_i \leq \min(C_A(\pi) + a_j, C_B(\pi)) + b_j.$$

Proof: If we could show (1) $C_{b,i}(S_1) + C_{b,j}(S_1) \leq C_{b,i}(S_2) + C_{b,j}(S_2)$, and (2) $C_{b,k}(S_1) \leq C_{b,k}(S_2)$ for any $k \neq i, j$, then both the makespan and the total completion time of $S_1$ are less than or equal to that of $S_2$, thus the lemma is true.

We consider case (a) first. Apparently, for any $k \in \pi$, we have $C_{a,k}(S_1) = C_{a,k}(S_2)$ and $C_{b,k}(S_1) = C_{b,k}(S_2)$. For job $i$ in $S_1$ and job $j$ in $S_2$, the condition $0 < L \leq a_i < a_j$ means that neither $a_i$ nor $a_j$ can finish before the unavailable interval given the partial schedule $\pi$. So for $i$, we have $C_{a,i}(S_1) = C_{A}(\pi) + a_i + (t-s), C_{b,i}(S_1) = \min(C_{a,i}(S_1), C_B(\pi)) + b_i$.

Similarly for $S_2$, we have $C_{a,j}(S_2) = C_{A}(\pi) + a_j + (t-s), C_{b,j}(S_2) = \max(C_{a,j}(S_2), C_B(\pi)) + b_j$.

Since $a_i \leq a_j$, we have $C_{a,i}(S_1) \leq C_{a,j}(S_2)$. The condition $\max(C_A(\pi) + a_i + (t-s), C_B(\pi)) + b_i \leq \max(C_A(\pi) + a_j + (t-s), C_B(\pi)) + b_j$ implies

$$C_{b,i}(S_1) \leq C_{b,j}(S_2).$$

Consequently, for any $k \in \pi_1$, it must be true that $C_{b,k}(S_1) \leq C_{a,k}(S_2)$ and $C_{b,k}(S_1) \leq C_{b,k}(S_2)$. Therefore $C_{B}(\pi \pi_1) \leq C_{B}(\pi \pi_1).$
Clearly, \( C_{a,j}(S_1) = C_{a,i}(S_2) \). Since \( b_i \geq b_j \), we have \( C_{b,j}(S_1) = \max(C_{a,j}(S_1), C_B(\pi_1)) + b_j \leq C_{b,i}(S_2) \).

For case (b), given the partial schedule \( \pi \), if \( L \leq 0 \), then all the remaining jobs including \( i \) and \( j \) have to be scheduled after the unavailable interval. If \( L \geq a_i \), then \( a_j \) may or may not finish before the unavailable interval, but \( a_j \) may or may not finish before the unavailable interval. Either way, the inequality

\[
\max(C_A(\pi) + a_i, C_B(\pi)) + b_i \leq \max(C_A(\pi) + a_j, C_B(\pi)) + b_j
\]

guarantees that \( C_{b,i}(S_1) \leq C_{b,j}(S_2) \). We can use similar argument as case (a) to prove that \( C_{b,k}(S_1) \leq C_{b,k}(S_2) \) for any \( k \neq i, j \), thus the lemma is true.

D. Experimental Results

The instances are generated as follows. For processing times, we use three distributions, \([1, 10] \), \([1, 50] \), \([1, 100] \). It is known that the distribution \([1, 100] \) generates the most difficult type of problem instances. The \([1, 10] \) distribution is the easiest and also the most practical distribution. The number of jobs \( n \) takes on values 10, 15, 20, 25, 30, 35. The start time \( s \) of the unavailable intervals are generated from four uniform distributions, \([0, \frac{1}{4} A], [\frac{1}{4} A, \frac{1}{2} A], [\frac{1}{2} A, \frac{3}{4} A], [\frac{3}{4} A, A] \), where \( A = \sum a_j \). The duration of the unavailable intervals, \((t - s)\), takes the values of 1\% 20\% 40\% 60\% 80\% 100\% of \( A \). For each combination of \( n \) and \( A \) and processing time distribution, we generate 25 sets of \( n \) jobs; then for each set of \( n \) jobs, we generate 16 instances by combining different distribution of \( s \) and \((t - s)\).

We pre-process the jobs in \( SPT, SPT_a, SPT_b \) and Johnson’s rule and keep this order so that they can be accessed at each node of the tree. We set the termination criteria of the branch and bound algorithm by limiting the number of the nodes explored to be 500000.

1) Comparison of Lower Bounds At the Root Node: From previous discussion, when \( \min_{1 \leq i \leq n} a_i < s \), the LB2 bound doesn’t put much consideration of the unavailable interval on the first machine, so its is expected to be the worst lower bound. LB3 can only be applied for partial schedules passing the unavailable interval. We also know that LB4 dominates LB1 and LB2. LB5 is generated by linear programming.

Experiments show that at the root node, LB5 always gives the best lower bound, and LB4 is very close to LB5. On average, LB1 is not that bad. The performance of LB2 can vary a lot from instance to instance. Table I shows the ratios of the LB5 with LB1, LB2, and LB4 for the instances with \( n = 35 \). For each distribution of the processing times, we list the minimum, maximum, average ratios and the standard deviation.

We also notice that the gap of LB5 at the root and the optimal solutions is very small. Table II shows the value of LB5 at the root compared with the optimal solution ( or the best solution found if optimal not found) for the instances with \( n = 35 \). We can see on average, LB5 is within 1\% of the optimal (best) solution.

2) Lower Bounds at the Internal Node: Although LB5 is very good and close to the optimal solution, but its computation takes a lot of time, thus we cannot afford to compute at other nodes. So we use the method from [12] to enhance LB5 based on the partial schedule at each node. For each instance, we record the number of nodes it explores before it finds the optimal solution or reach the maximum node limit, 5000000.

For each of the lower bound LB1, . . . , LB5, we also record the number of nodes such that the lower bound is maximum. We observed that LB4 provides the best lower bound at internal nodes for almost all instances. Fig. 1 shows 125 instances of 35 jobs. For each instance, among all the nodes explored, the figure shows the number of times when each of LB3, LB4 and LB5 equals to \( \max(LB1, LB3, LB4, LB5) \). We can clearly see that LB4 provides the best lower bounds at the majority of the nodes in the search tree, and LB3 provides good lower bound only for a very small portion of the nodes in the tree.

3) Dominance Rule: To find out the effectiveness of the dominance rules, we run experiment with and without applying dominance rules. For each instance, we compare the number of nodes explored by the algorithm in both cases. We compute the ratio of the number of nodes with dominance rules and the number of nodes without dominance rules. Table III lists minimum, maximum, and average ratio for different processing time distribution when \( n = 20 \). We can see on average, the number of the nodes with dominance rules is only 10\% of the number of nodes with no dominance rules, i.e. 10 times speed up of the algorithm.

4) Unavailable Interval: Fig. 2 shows how the starting time of the unavailable interval affects the size of the search tree. In the figure, we show the number of nodes explored for 120 instances of \( n = 20 \). The instances are divided into 4 groups of 30 instances whose unavailable interval starting times are drawn from the distribution \([0, \frac{1}{4} A], [\frac{1}{4} A, \frac{1}{2} A], [\frac{1}{2} A, \frac{3}{4} A], [\frac{3}{4} A, A] \), respectively. The figure suggests that the search tree size is getting bigger as the unavailable interval starts later. We can also see that the LB3 plays a bigger role when the unavailable intervals starts before \( \frac{1}{4} A \).

Fig. 3 shows how the length of the unavailable interval affects the size of the search tree. The effect is not that obvious.

5) Problems Size Solved: Our algorithm is implemented in C++, and Gurobi is used for linear programming. Within the maximum number of nodes 5000000, we were able to solve the instances of 35 jobs. When \( n = 35 \), we can solve the majority of the instance if the processing time distribution is from \([1, 10] \). For the other two distributions, \([1, 50] \) and \([1, 100] \), we can only solve some of the instances. For example, for the 125 instances we used from Table I and Table II, the number of solved instances are 88, 28, 19, respectively. On the other hand, from the Table II, we know that the best solutions found by the branch and bound algorithm are actually very close to the optimal solution.

V. CONCLUSION

In this paper, we studied the problem of minimizing total completion time subject to the constraint that there is a
Fig. 1. Comparison of the lower Bounds at Internal Nodes

Fig. 2. Number of nodes explored by starting time of the unavailable interval, each of $[0, \frac{1}{A}], [\frac{1}{A}, \frac{1}{2}A], [\frac{1}{2}A, \frac{3}{4}A], [\frac{3}{4}A, A]$ has 30 instances

Fig. 3. Number of nodes explored by length of the unavailable interval, each of 1%, 20%, 40%, 60%, 80% and 100% has 20 instances
single unavailable interval on the first machine. We show that some special cases can be solved optimally or within a constant factor; and for the general case, SPT rule gives an $n$-approximation. We performed computational experiments to investigate the effectiveness of different lower bounds and the dominance rules. It is observed that at the root node, LB5 provides the best lower bound with the expense of time, LB4 can provide almost good lower bounds but more efficiently at the root node and gives the best lower bounds at most internal nodes. The dominance rules speeds up the algorithm dramatically. We also observed that the earlier the the unavailable interval starts, the more efficient the algorithm is; on the other hand, the duration of the unavailable interval does not affect the efficiency of the branch and bound algorithm very much.
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Abstract—The security of data over the internet is a crucial thing specially if this data is personal or confidential. The transmitted data can be intercepted during its journey from device to another. For that reason, we are willing to develop a simple method to secure data. Data encryption is one method to secure the messages but the intruders can still try to crack it, in order to overcome this, steganography has been used to hide the data into a cover media (i.e. audio, image or video). Recently steganography attracts many researchers as a hot topic. This paper proposes an advanced technique for encrypting data using Advanced Encryption System (AES) and hiding the data using Haar Discrete Wavelet Transform (HDWT). HDWT aims to decrease the complexity in image steganology while providing less image distortion and lesser detectability. One-fourth of the image carrying the details of the image in a region and other three regions carrying a less details of the image then the cipher text is concealed at most two Least Significant Bits (LSB) positions in the less detailed regions of the carrier image, if the message doesn’t fit in the first LSB only it will use the second LSB. This proposed algorithm covers almost all type of symbols and alphabets.

Index Terms—Steganography, Cryptography, Encryption, AES Encryption, LSB, DWT

I. INTRODUCTION

STEganography is a data hiding technique that has been mainly used in information security applications. It is similar to watermarking and cryptography techniques, but these three techniques are different in some aspects. Firstly, watermarking mainly tracks illegal copies or claims of the ownership of digital media. It is not geared for communication. Secondly, cryptography scrambles the data with the mixture of permutation(s) and substitution(s) so that unintended receivers cannot perceive the processed information. However, the fact that information has been embedded into a medium (i.e., watermarking) and communication has been carried out (i.e., cryptography) is known to everyone, or at least it is acceptable to reveal such a fact. Finally, steganography transmits information by embedding messages into innocuous looking cover objects, such as digital images, to conceal the very existence of communication. As a result, steganography is the art and science of data smuggling since its goal is to hide the presence of communication [1].

Each image hiding system consists of an embedding process and an extraction process. An innocuous-looking original image is used as the cover-image to conceal the secret data. The secret data are embedded into the cover-image by modifying the cover-image to form a stego-image. Cryptography [2], [3] and steganography [4] are the two important aspects of communications security. Although cryptography is a primary method of protecting valuable information by rendering the message unintelligible to outsiders [3], steganography is a step ahead by making the communication invisible. A possible formula of the process may be represented as: Stegomedium = Covermedium + Embeddedmessage + Stegokey

In this paper, an advanced technique for encrypting data is proposed using AES and hiding the data using Haar DWT technique, carrying the details of the image in a region and other three regions carrying a less details of the image then the cipher text is concealed at most two LSB positions. Extensive experiments show the effectiveness of the proposed method. The results obtained also show significant improvement than the method proposed in [5]. The remainder of the paper is organized as follows. Section II briefly describes the related work. In Section III, the related main knowledge is described. Section IV, discusses the features of the proposed technique. The performance is analyzed. Experimental results are given in Section V. Finally, Section VI concludes this paper.

II. RELATED WORK

A few steganography approaches are briefly reviewed here. In [6], Tiegang et al. proposed a new image encryption algorithm based on hyper-chaos, which uses a new image total shuffling matrix to shuffle the pixel positions of the plain-image and then the states combination of hyper-chaos is used to change the grey values of the shuffled-image. In [7], Chin-Chen et al. proposed a new steganographic method to increase the message load in every block of the stego-image while keeping the stego-image quality acceptable. In [8], B. T. NilanjanDey, et al, proposed a method for hiding multiple images in an image based on DWT and DCT. In [9], Chen Po-Yueh et al. proposed a new steganography technique which embeds the secret messages using the DWT in the frequency domain to divide the image into 4 sub bands, and it will embed the secret data in the LSB of the lowest priority band and it wouldn’t use the low frequency sub band that holds the most
details to preserve the quality of the image, and it have 2 modes and 5 cases because of the demands of the capacity or quality.  

In [10], Chiang-Lung et al. proposed method adopts the complementary embedding strategy to reduce the loss of statistical property of the stego-image in spatial domain. In [11], Chi-Kwong Chan et al. proposed a data hiding method by simple LSB substitution with an optimal pixel adjustment process. The image quality of the stego-image can be greatly improved with low extra computational complexity. In [12], KokSheik et al. presented a novel Mod4 steganographic method in discrete cosine transform (DCT) domain. Mod4 is a blind steganographic method.  

In [13], M. Juneja et al., proposed a secure methods of information security using steganography, the first method embeds In the LSB of the blue components partial green components of random positions in the edges of the green component, the second method is an adaptive method that uses the data of the MSB of the red, green and blue components to embed the message in the random pixels across smooth areas, the third method is a hybrid feature detection filter that predicts the edges in noisy conditions.  

In [5], Avval et al. proposed steganography technique to embed audio into the edges of a color image, this technique uses the chaotic map to select the random edge pixels to embed the bits and to choose which random LSB bit location in the selected pixel. In [14], Hemalatha S. et al. proposed a method to hide multiple secret keys and images in a color image using integer wavelet transform (IWT). In [11], T. Garima, proposed an approach to encrypt message using RSA 1024 algorithm then it will be embedded in a cover image by modifying the LSB technique. In [15], L. S. Ahmed et al., proposed a method of encrypting the message by a substitution cipher then it will be embedded using LSB insertion techniques to achieve high capacity to be embedded and security of the steganography method. In [10], Liu Lung et al. proposed a jpeg steganographic using complementary embedding technique, this method is achieved by dividing the quantized DCT coefficients and the secret bits into two parts according to a predefined partition ratio. The two parts of DCT coefficients are used to embed the corresponding parts of secret bits with different embedding algorithms. Specifically, the secret bits are embedded by subtracting one from one part of coefficients, and adding one to the other part of coefficients.  

III. THE STEGANOGRAPHY  

A. 2D-Haar-wavelet Transform  

Wavelet transform has the capability to offer some information on frequency-time domain concurrently. In this transform, time domain is passed through high-pass and low-pass filters to extract high and low frequencies respectively. This process is repeated for a number of times and each time a section of the signal is drawn out. DWT analysis splits signal into two classes (i.e. Approximation and Detail) by signal decomposition for different frequency bands and scales. DWT employs two function sets: scaling and wavelet which associate with low and high pass filters orderly. Decomposition follows the manner of dividing time separability. Meanly, only half of the samples in a signal are sufficient to represent the whole signal, doubling the frequency separability.  

Haar wavelet operates on data by calculating the sums and differences of adjacent elements. This wavelet operates first on adjacent horizontal elements and then on adjacent vertical elements. One important feature of the Haar wavelet transform is that the transform is equal to its inverse. Each transform computes the data energy in relocated to the top left hand corner.  

Figure 1 shows the image Lena after one Haar wavelet transform

![Fig. 1: 2D Haar Wavelet Transform Example](image)

After each transform is performed the size of the square which contains the most important information is reduced by a factor of 4 as seen in Figure 2.

![Fig. 2: Detailed 2D Haar Wavelet Transform](image)

B. AES encryption technique  

The cipher takes a plaintext block size of 128 bits, or 16 bytes. The key length can be 16, 24, or 32 bytes (128, 192, or 256 bits). Data block of 4 columns of 4 bytes is state key expanded to array of words. Ordering of bytes within a matrix is by column. The cipher consists of rounds, where the number of rounds depends on the key length: 10 rounds for a 16-byte key, 12 rounds for a 24-byte key, and so on, each transformation takes one or more 4 X 4 matrices as input and produces a 4 X 4 matrix as output (the cipher text). The key expansion function generates N + 1 round keys, each of which is a distinct 4 X 4 matrix. Each round key serves as one of the inputs to the Add Round Key transformation in each round.
C. LSB substitution technique

The widely used technique of hiding messages into the image without affecting the whole image is the LSB technique that uses the least significant bit of each pixel to embed the message into it. Figure 3 shows how the pixel can be illustrated from the most important bit to the least important bit. The basic concept of LSB substitution is to embed the message in the least important bit (least significant bit) of the pixel the equation for the LSB is

\[ X'_i = X_i - X_{i \text{mod} 2^k} + m_i \]  

(1)

in this equation the \( X'_i \) is the \( i^{th} \) pixel value of the stego image, \( X_i \) is the \( i^{th} \) pixel of the image (cover image) and \( m_i \) denotes the decimal value of the \( i^{th} \) block in confidential data. \( K \) denotes the number of LSB places, we will use or substitute from the pixel. In the process of extracting the message from the image pixel is to copy the least significant bit directly, and this process is showed in the following equation (2):

\[ m_i = x'_i \text{mod} 2^k \]  

(2)

This technique is easy and fast but it have drawback if the message have a great size, it will affect the image and it can be noticeable.

![Fig. 3: The places of the bits in the pixel](image)

IV. PROPOSED APPROACH

In this research the proposed approach includes two main processes: Embedding process and Extracting process.

A. Embedding process

As seen in Algorithm 1, we started first by reading the cover image \( C \) and the message to be embedded \( M \). The cipher message \( S \) is extracted by applying the AES encryption technique on message \( M \). After performing the AES technique on the message, it is ready to be concealed in the image. Suppose that the 8-bit gray level cover image of size \( M_{C \times N_C} \) as :

\[ C = \{x_{i,j}| 1 \leq i \leq M_C, 1 \leq j \leq N_C, x_{i,j} \in \{1, 2, 3, ..., 255\}\} \]  

(3)

\( S \) is the n-bit secret message represented as:

\[ S = \{S_i| 1 \leq i \leq n, S_i \in \{0, 1\}\} \]  

(4)

From Algorithm 1, the embedding steps will be as follows:

1) Apply the DWT on the cover image and get the four sub-bands obtained are denoted LL, HL, LH and HH.
2) Get three bits iteratively from the cipher message and distribute only one bit from the three bits in every one LSB of the three sub bands HH, HL and LH respectively, if the cipher message require more LSB, our algorithm will move cursor to the second LSB of each pixel in the three sub bands. This improves the capacity and permits high capacity with no effect on the pixel value. As the embedding process is done on the sub bands that don’t contain details of the image.

3) Perform the inverse DWT on the result of step 2, by performing this step the resulted matrix is \( H \), some pixels of \( H \) are not integers ranging from 1-255 due to LSB substitution. So we obtain \( (K\text{-matrix}) \) that contains the possible non-integer situation \((0.0, 0.25, 0.5 \text{ and } 0.75)\).

4) Round the matrix \( H \) to obtain the stego image \( E \), in order to reconstruct the secret message we will use the \( k\text{-matrix} \) for reconstruction.

5) Send the Stego image to the receiver with the \( k\text{-matrix} \) in the description file or tag with the total number of message bits too.

B. Extraction process

In order to extract the original image the following steps are followed:

1) Extract the \( k\text{-matrix} \) of the file tag of \( E \).

\[ K = \{K_{i,j}| 1 \leq M_F \leq n, 1 \leq j \leq N_F, K_{i,j} \in \{0, 0.01, 10, 11\}\} \]  

(5)

Transform all elements of \( k \) into \((0.0, 0.25, 0.5 \text{ and } 0.75)\).

2) Obtain the \( H \) by performing DWT which is calculated as \( H=E+K\text{-matrix} \).

3) Obtain the total number of the message from the file tag of \( E \), extract 3 bits iteratively from the LSB of the three sub bands HH, HL and LH. After completing the first LSB and there are more bits of the message is still not extracted (bits extracted message size of \( E \) != 0) Get the remaining bits from the second LSB in the same way as the last step. Extracting the two LSB of the remaining bits, example \([A,B]\)

4) After extracting the whole bits perform the inverse AES on the encrypted bits to obtain the original message.

V. RESULTS AND DISCUSSION

The proposed approach is applied on 512x512 8-bit grayscale images Jet, Boat, Baboon and Lena. The messages...
are generated randomly with size up to maximum hiding capacity. To measure the quality, a parameter is developed to compute the quality of the image this parameter is called PSNR and defined as follows:

\[
PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right)
\]  

(6)

The root mean square error (RMSE) has been used as a standard statistical metric to measure model performance in meteorology, air quality, and climate research studies. The mean absolute error (MAE) is another useful measure widely used in model evaluations, denotes the mean error and it’s the difference between the original image and the stego image as seen in Figure 5, and the equations to compute the MAE and MSE are:

\[
MSE = \frac{1}{MXN} \sum (a - b)^2
\]

(7)

Where \(a\) denotes the pixel in the original image and \(b\) denotes the pixel in the stego image, with high PSNR means a high quality, this means that while the dB is low this means that the image has been modified or there is a noise or distortion.

Verification of the results has been done for various length of message (LM) and calculates error for all different messages the proposed technique works fine show in Figure 5. When compare our technique with scheme [5]. It gets results better than other method. Result of PSNR for other method between 75, 80 but PSNR of our method smaller than it as seen in Figure 4.

VI. Conclusion

There are demands of the algorithms of steganography to progress with the capacity or with quality, so with this method we aimed at the capacity demand to store as high as possible messages in the image with reduced effect of the quality of the image, and made it even harder to get the message by encrypting it before storing the message in the cover image, with this method the message is secured and hidden, and the cover image can take much more message size to hide. As the main goal of steganography is to hide and secure the message.
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Abstract—This paper presents an approach based on Artificial Bee Colony (ABC) to optimize the parameters of membership functions of Sugeno based Adaptive Neuro-Fuzzy Inference System (ANFIS). The optimization is achieved by Artificial Bee Colony (ABC) for the sake of achieving minimum Root Mean Square Error of ANFIS structure. The proposed ANFIS-ABC model is used to build a system for predicting the wind speed. To ensure the accuracy of the model, a different number of membership functions has been used. The experimental results indicate that the best accuracy achieved is 98% with ten membership functions and least value of RMSE which is 0.39.
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I. INTRODUCTION

ADAPTIVE Neuro-Fuzzy Inference Systems (ANFIS) [1] can be used for energy planning. Its learning techniques is to adjust the parameters of FIS membership functions that best represent the given input/output data. An adaptive neuro fuzzy control [2] is applied to optimize the use of wind energy in smart grids. In [3] the ANFIS have have applied for wind power prediction. Also, the authors in [4] predicted the wind speed using soft computing models formulated on a back propagation neural network (BPNN) and an adaptive neurofuzzy inference system (ANFIS). The adaptive neuro-fuzzy inference system (ANFIS) has been applied to estimate optimal power coefficient value of the wind turbines by [5]. In [6] the fuzzy modeling techniques and artificial neural networks have applied to estimate annual energy output of a wind turbine. The authors in [7] have demonstrated an online fuzzy neural network controller for output maximization in a wind energy conversion system. An on-line training recurrent fuzzy neural network (RFNN) controller for wind generation system with a high-performance model reference adaptive system (MRAS) observer for the sensorless control of an induction generator (IG) have presented [8]. In [9,10] ANFIS have applied for wind speed profiling and for wind power prediction. In [11] the wind speed is predicted using fuzzy logic and artificial neural network.

The artificial bee colony (ABC) algorithm is a relatively new swarm intelligence based optimizer [12][13]. Some good properties of ABC has been revealed in[14][16]. Especially, the number of controlling parameters in ABC is less than that of other population-based algorithms, which makes it easier to be implemented. Moreover, the optimization performance of ABC is comparable and sometimes superior to the state-of-the-art meta-heuristics. That is why ABC has aroused interest and has been successfully applied to different kinds of optimization problems [17][19].

This paper presents an application of ANFIS-ABC to predict the wind speed. Where the ABC algorithm is applied to search the optimal parameters of ANFIS structure. The best parameters of membership functions are adjusted again using ABC.

Section II presents an outline of ANFIS structure. Section III introduces the proposed ANFIS-ABC structure. Section IV demonstrates the experimental results. Section V shows the implementation and results of building a wind speed prediction system. Section VI introduces future work and conclusion.

II. ANFIS

ANFIS is an adaptive fuzzy inference system [1]. The architecture of ANFIS is shown in Fig (1). The first two stages of the fuzzy inference process are fuzzifying the inputs and applying the fuzzy operator. The output of Sugeno membership functions are either linear or constant. The rule in a Sugeno fuzzy model has two main components, the antecedent and the consequent parts and has the form

\[ If \ x_1 is A_{i1} and \ x_2 is A_{i2}, then \ y_i \ is \ f_i(x) \]

where \( x_1, x_2 \) are the input variables to the ANFIS. \( A_{i1},...,A_{in} \) are the linguistic variables of input membership function for the \( i \)th rule \( (i = 1,2,...,n) \) and \( y_i \) is the consequent part of \( i \)th rule. The fuzzy set \( A_{ij} \) at layer one uses a Gaussian membership function for each input variable and it has the form shown in Eq(1)

\[ A_{ij}(x) = e^{-\frac{(x-m_{ij})^2}{\sigma_{ij}^2}} \]  

(1)

where \( m_{ij} \) and \( \sigma_{ij} \) are the center and the width of the fuzzy set \( A_{ij} \) respectively. The parameters of this layer are the antecedent parameters. The output of the fuzzy inference system with \( n \) rules is calculated by weighting the real
values of consequent parts of all rules with the corresponding membership grade is shown in Eq (2,3,4)
\[
\hat{y} = \sum_{i=1}^{n} (w_i f_i) = \frac{w_i}{\sum_{j=1}^{n} (w_j)}
\]  
(2)

where
\[
w_i = \prod_{j=1}^{n} A_{ij}(x_i)
\]  
(3)

and
\[
y_i = f_i(x) = a_i x_1 + b_i x_2 + c_i
\]  
(4)

where \(a_i, b_i, c_i\) are the set of consequent parameters.

\[
\text{Fig. 1: Sugeno-Type Fuzzy Inference}
\]

III. PROPOSED ANFIS-ABC

In Artificial Bee Colony (ABC), the colony contains three groups: employed bees, onlookers and scouts. The first half of the colony consists of employed bees and the second half contains onlookers. Employed bees search for food sources and share the information about these sources to recruit onlookers. The food sources found by all employed bees are selected and exploited by onlookers according to the probability proportional to the quality of food sources. Scouts are generated from a few employed bees, which abandon their food sources through a predetermined number of cycles called limit and search new ones. The position of each food source is a possible solution to an optimization problem, and its fitness is the profitability of that food source. The number of food sources equals to the number of employed bees. Initially, a population containing SN solutions is generated randomly. SN is the number of food sources, which is half of the population size (NP). Let \(X_i = x_{i1}, x_{i2}, \ldots, x_{iD}\) represents the \(i\)th food source in the population, where \(D\) is the number of optimization parameters. The population is subject to repeated cycles, \(C=1,2,\ldots\), maximum cycle number (MCN), of the search processes of the employed bees, onlookers and scouts. In ABC, the fitness function is defined as Eq (5)
\[
\text{fit}(X_i) = \left\{ \begin{array}{ll}
1 & \text{if } f(X_i) \geq 0 \\
\frac{1}{1 + \text{abs}(f(X_i))} & \text{if } f(X_i) < 0
\end{array} \right.
\]  
(5)

where \(f(X_i)\) is the value of objective function of \(X_i\), \(\text{fit}(X_i)\) is the fitness value of \(X_i\). The probability of a food source being selected by an onlooker can be represented by Eq (6)
\[
p(X_i) = \frac{\text{fit}(X_i)}{\sum_{n=1}^{SN} \text{fit}(X_n)}
\]  
(6)

After discovering or selecting the food source \(X_i\) by an employed bee or an onlooker, they exploit a neighboring food source \(V_i\). \(V_i\) is determined by changing only one parameter of \(X_i\), where \(v_{ij} \neq x_{ij}\), while the rest of \(V_i\) keep the same value as \(X_i\). \(v_{ij}\) is generated by Eq (7)
\[
v_{ij} = x_{ij} + \phi_j(x_{ij} - x_{kj})
\]  
(7)

where \(k \in 1,2,\ldots,\text{SN}\) is a random chosen index and \(k\) must be different from \(i, j \in 1,2,\ldots,D\), \(\phi_j\) is a random number between [-1, 1]. After determining a new candidate food source in the neighborhood of its currently associated food source using Eq (7) by an employed bee or onlooker, a greedy selection method is used to distinguish between the new food source and the old one. If the abandoned food source is \(X_i\), a scout produces a new food source according to Eq (8)
\[
v_{ij} = x_{minj} + \text{rand}(0,1)(x_{maxj} - x_{minj})
\]  
(8)

where \(x_{minj}\) and \(x_{maxj}\) are the lower and upper bounds of the variable \(x_{ij}\), respectively.

ABC is a possible technique to optimize the parameters of ANFIS. In ANFIS-ABC, ANFIS parameters are considered as one food source that represent a possible solution, and parameters that affect the ANFIS training can be taken as the dimensions of each food source.

Two parameters in ANFIS are to be optimized which are the linguistic hedges \(p\) that affect the membership function values and the consequent parameters \(k\) that accelerates the performances value.

Denote \(X\) as a food source, and let \(p\) denotes the set of linguistic hedges of each input where \(p \in \{\text{verylow, low, medium, \ldots}\}\). Each linguistic hedge \(p\) is presented by gaussian membership function \(\mu^\text{gaussian}\) whose parameters are center \(m\) and the width \(\sigma\) as shown in Eq (1). The number of linguistic hedges per input equals the number of ANFIS rules \(R\). Then an algebraic representation of the antecedent parameters is shown in Eq (9).
\[
X = \left\{ \frac{\mu^\text{gaussian}}{r \in R; j \in J} \right\}
\]  
(9)

where \(J\) is a set of inputs and \(R\) is a set of rules that forms ANFIS-ABC.

Let \(k\) be denoted as the consequent parameters of each food source. The consequent parameters \(k\) of each rule output presents the parameters of a linear membership function \(\mu^\text{linear}\) whose the number of parameters equals \(J+1\). Then an algebraic representation of the length of the dimension formed by \(k\) is shown in Eq (10).
\[
X = \left\{ \mu^\text{linear} | r \in R \right\}
\]  
(10)
Because the dimensions of one food source in the ANFIS-ABC has two parameters, then an algebraic representation of that one food source is presented in Eq (11).

\[
X = \{ (\mu_{\text{gaussian}}^{j}, \mu_{\text{linear}}^{r}) | j \in J; r \in R \}
\] (11)

Fig (2) shows the coding of antecedent and consequent parameters in each food source. The same as ABC, the ANFIS-ABC consists of a number of food sources. Then an algebraic representation of the dimension of each food source in the ANFIS-ABC is presented in Eq (12).

\[
X_i = \{ (\mu_{\text{gaussian}}^{j}, \mu_{\text{linear}}^{r}) | j \in J; r \in R \}
\] (12)

where \(i=1,2,...N\) and \(N\) is the number of food sources. ANFIS-ABC requires an objective function to minimize which is the root mean square error (RMSE) of ANFIS structure. Eq (13) shows the RMSE calculation.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{s} (\hat{y}_i - y_i)^2}{s}}
\] (13)

where \(y_i\) is the observed value for the \(i\)th observation and \(\hat{y}_i\) is the predicted output from fuzzy model, and \(s\) is the number of training data pairs. Fig (3) shows the whole ANFIS-ABC model. Fig (4) shows the antecedent part of ANFIS-ABC parameters and the process of generating a firing strength for each output rule. Fig (5) shows the consequent part of ANFIS-ABC and generating the final crisp output. Fig (6) shows how the objective function (RMSE) of the ANFIS-ABC model is calculated and then converted into fitness value. Fig (7) shows the proposed ANFIS-ABC structure and the main steps of ANFIS-ABC are outlined below as in algorithm 1:

IV. EXPERIMENTAL RESULTS

Seventy percent of the data set is used in training ANFIS-ABC model. The parameters initialization and the achieved results are discussed in this section.

A. Data set description

Each instance of the data set consists of four inputs and only one output. The four inputs are the low temperature, the out temperature, the humidity and the rain index and are represented as \((In1, In2, In3 \text{ and } In4)\). The output value indicates the wind speed. Only 70% of the dataset is used in training the model which constitutes 2128 records out of 3040 records.

B. ANFIS parameters

The ANFIS model parameters are shown in Table I. The ANFIS-ABC model was trained four times with different number of rules. In this training procedure, the ANFIS-ABC algorithm is used to optimise both the antecedent parameters.
Algorithm 1: Pseudocode of the ANFIS-ABC algorithm

1: set the training dataset to be 70% of the whole data.
2: Initialize ANFIS structure parameters: J, R, Type of Input/Output membership functions.
3: Present the values of ABC parameters: D, SN, MCN, limit, cycle=1.
4: Form the ANFIS-ABC food sources using Eq (12) and Initialize The ANFIS-ABC food sources using eq (8).
5: ANFIS-evaluate(foodsources).
6: repeat
7: Produce new solutions food source for the employed bees using Eq (7) and ANFIS-evaluate(foodsources), then apply greedy selection process employed bees' phase.
8: calculate the probability values for food sources using Eq(6).
9: Produce new food sources for the onlookers from the food source $X_i$ selected depending on $p(X_i)$ using Eq (7) and ANFIS-evaluate(foodsources), then apply the greedy selection process onlookers' phase.
10: Determine the abandoned food source for the scout, if exists, and replace it with a new randomly produced solution using Eq(8) scout's phase.
11: Memorize the best food source achieved so far.
12: cycle=cycle+1.
13: until cycle=Maximum Cycle Number (MCN)

Algorithm 2: ANFIS-evaluate

1: Build ANFIS structure
2: Input Fuzzification.
3: Calculate firing strength.
4: Calculate summed crisp output.
5: Calculate RMSE using Eq(13).

TABLE I: ANFIS Parameters

<table>
<thead>
<tr>
<th>ANFIS Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Crisp Inputs (J)</td>
<td>4</td>
</tr>
<tr>
<td>Input Membership Functions Type</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Number of optimized Parameters of Gaussian Membership Function</td>
<td>2</td>
</tr>
<tr>
<td>Output Membership Function Type</td>
<td>Linear</td>
</tr>
<tr>
<td>Number of Optimized Parameters of Linear Membership Function</td>
<td>$J+1$</td>
</tr>
<tr>
<td>Number of Output Rules (R)</td>
<td>3 or 4 or 5 or 10</td>
</tr>
<tr>
<td>Number of Fuzzy Sets per Input</td>
<td>3 or 4 or 5 or 10</td>
</tr>
</tbody>
</table>

TABLE II: ABC Parameters

<table>
<thead>
<tr>
<th>ABC Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Optimization Parameters (D)</td>
<td>$J \times R \times 2 + R (J+1)$</td>
</tr>
<tr>
<td>Number of Food Sources (SN)</td>
<td>120</td>
</tr>
<tr>
<td>Number of Employed Bees (Ebees)</td>
<td>60</td>
</tr>
<tr>
<td>Number of Onlookers (Onbees)</td>
<td>60</td>
</tr>
<tr>
<td>limit (L)</td>
<td>round(0.6<em>D</em>Ebees)</td>
</tr>
<tr>
<td>Maximum Cycle Number (MCN)</td>
<td>300</td>
</tr>
</tbody>
</table>

and the consequent parameters. A Gaussian membership function is used in the input layer and linear membership function is used in the output layer. The number of variables in each food source will depends on the number of parameters of membership function for each input and output. The consequent part of each $\mu_i$ Sugeno ANFIS rule will take the form $k_1*In1+ k_2*In2 + k_3*In3 + k_4*In4 + k_5$. where $k_1$, $k_2$, $k_3$, $k_4$ and $k_5$ are the consequent parameters of each rule output.

C. ABC parameters

the ABC parameters are initialized as shown in table II

D. Training ANFIS-ABC system with different number of membership functions

The system has been trained using different number of rules, hence different number of membership functions per input/output. The objective of the training is to obtain the parameters of membership functions that achieve least mean square error value. The results are shown in table III. It is worth to note that the increase in the number of membership functions does not improve the value of RMSE. The case of using four membership functions shows a slight improvement.

V. WIND SPEED PREDICTION SYSTEM

The optimized ANFIS parameters obtained by ABC are used to build and test a system for wind speed prediction. Thirty percentage of the data is used for testing the prediction

TABLE III: Results of Training ANFIS-ABC model

<table>
<thead>
<tr>
<th>Training ANFIS-ABC Model</th>
<th>Number of Membership Functions</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.530</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.440</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.410</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.390</td>
<td></td>
</tr>
</tbody>
</table>
system. Different number of membership functions are used along with 4 input parameters (low temperature, out temperature, humidity and rain index). The accuracy of the resulting system is discussed below.

A. Wind Speed Prediction with 3 Membership Functions

Three membership functions means three linguistic variables low, medium and high for the measurements of the values of each input parameter. Fig 8 shows the ANFIS(ABC) structure and Fig 9 shows the generated system which can be used to predict the wind speed (output) by enter four input values corresponding to the input parameters. The average testing error is 0.29 which indicates accuracy with 71%.

B. Wind Speed Prediction with 4 Membership Functions

Four membership functions means four linguistic variables very low, low, medium and high for the measurements of the values of each input parameter. Fig 10 shows the ANFIS(ABC) structure and Fig 11 shows the generated system which can be used to predict the wind speed (output) by enter four input values corresponding to the input parameters. The average testing error is 0.30 which indicates accuracy with 70%.

C. Wind Speed Prediction with 5 Membership Functions

Five membership functions for each input means five linguistic variables very low, low, medium, high and very high for the measurements of the values of each input parameter. Fig 11 shows the ANFIS(ABC) structure and Fig 12 shows the generated system which can be used to predict the wind speed (output) by enter five input values corresponding to the input parameters. The average testing error is 0.29 which indicates accuracy with 71%.
D. Wind Speed Prediction with 10 Membership Functions

Ten membership functions for each input mean Ten different classes for the measurements of the values of each input parameter. Fig 14 shows the generated system which can be used to predict the wind speed (output) by enter four input values corresponding to the input parameters. The average testing error is 0.29 which indicates accuracy with 71%. From the above discussion, it is deduced that the best achieved accuracy is 70% with four membership functions. The increase of membership functions does not improve the accuracy significantly. Table IV shows the summary of achieved results.

VI. CONCLUSION AND FUTURE WORKS

A new approach for optimising the Sugeno adaptive neuro-fuzzy inference system (ANFIS) in prediction problems has been proposed in this paper. The ABC technique is integrated into the process of ANFIS in order to achieve the optimal solution for ANFIS. This was achieved by simultaneously optimising the ANFIS performance based on criteria which is enhancing the accuracy based on lower error rate. The experimental results indicated that ANFIS-ABC provides a promised accuracy in prediction problems. However, an algorithm that can result in a complete balance of accuracy and interpretability would be more adaptable for real applications.
TABLE IV: Results of Testing ANFIS-ABC

<table>
<thead>
<tr>
<th>Num of Membership Functions</th>
<th>MAE</th>
<th>MAPE%</th>
<th>Accuracy%</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.43</td>
<td>2.6%</td>
<td>97.4%</td>
</tr>
<tr>
<td>4</td>
<td>0.33</td>
<td>2.4%</td>
<td>97.6%</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>1.9%</td>
<td>98.1%</td>
</tr>
<tr>
<td>10</td>
<td>0.29</td>
<td>1.8%</td>
<td>98.2%</td>
</tr>
</tbody>
</table>

Thus, problems based on this approach are the subject of further work by integrating other swarm algorithms.
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Abstract—In this article we evaluate some strategies of parallelizing nested loops on Intel Xeon Phi on the example of the WZ factorization for dense matrices. We employ both parallelism and vectorization to accelerate nested loops on manycore coprocessor.

For random dense square matrices with the dominant diagonal we report the execution time and the performance of the nested loops. Numerical experiments show that the vectorization that is efficiently exploiting SIMD vector units do not always improve the application performance on the coprocessor.

I. INTRODUCTION

ANYCORE computers with shared memory are used to solve the computational science problems. One of the machines with manycore architecture is Intel Xeon Phi [8], [9], which is based on Intel’s Many Integrated Core (MIC). Intel Xeon Phi has got over 60 cores, hardware threading capabilities and wide vector units (VPU).

To implement parallel programs on manycore systems with shared memory, in particular on Intel Xeon Phi, programmers can use the OpenMP standard [12] as for the traditional multicore processors. The programming model provides a set of directives to explicitly define parallel regions in applications. The compiler translates these directives. One of its most interesting features in the language is the support for the nested parallelism.

In the scientific applications, loops are an important source of the parallelism — nested loops, in particular. Parallelizing nested loops require the programmer to make a decision about applying some strategies of the parallelization and the vectorization.

The research of the parallelization of nested loops have been undertaken by different scientists.

In the work [10], the authors study five different models for the nested parallel loops execution on shared-memory multiprocessors and show a simulation-based performance comparison of different techniques using a real application. The possibility to take advantage of the parallelism in nested parallel loops with the use of good scheduling and synchronization algorithms is described.

An automatic mechanism to dynamically detect the best way to exploit the parallelism when having nested parallel loops is presented in the study [5]. This mechanism takes into account the number of threads, the size of the problem, the number of iterations in a loop and it was implemented inside the IBM XL runtime library. That paper examined (among others) an LU kernel, which decomposes the matrix $A$ into the matrices: $L$ (a lower triangular matrix) and $U$ (an upper triangular matrix).

An algorithm for finding good distributions of threads to tasks is provided and the implementation of the nested parallelism in OpenMP is discussed in the paper [1].

The focus of [7] was to investigate the possibility of dynamically choosing, at runtime, the loop which utilizes the available threads the best.

One of the direct methods of solving a dense linear system is to factorize the matrix into some simpler matrices — it is its decomposition into factor matrices of a simpler structure or of some specific properties — and then solving simpler linear systems. The most known factorization is the LU factorization (mentioned above). Another form of the factorization is the WZ factorization. In the work [2] we investigated four strategies of parallelizing nested loops on multicore architectures on the example of the WZ factorization [3], [6], [11]. We dealt with the following parallelism strategies for nested loops: outer, inner, nested and split.

For random dense square matrices with the dominant diagonal we reported the execution time, the performance, the speedup of the WZ factorization for these four strategies of parallelizing nested loops and we investigated the accuracy of such solutions. The outer and split approaches achieved the best speedup.

The goal of this paper is to study parallelized nested loops on Intel Xeon Phi. We research only two strategies, namely: outer and split due to their best results for multicore architectures.

The efficient parallelizing of a nested loop is very difficult on Intel Xeon Phi because we must employ both a large number of threads and wide vector units available in Intel Xeon Phi. For the thread-level parallelism we use OpenMP [12], [4].

The OpenMP standard supports the loop parallelism. For the OpenMP standard, it is done by the utilization of the directive #pragma omp parallel for, which provides a shortcut for specifying a parallel region that contains a single #pragma omp for.

We scale nested loops to a large number of threads and choose a good load balancing. The division of the work among threads is controlled with the
schedule clause.

We provide enough work for the coprocessor and we also try to efficiently exploit 512-bit vectors on Intel Xeon Phi using adequate pragmas.

The paper deals with the following issues: In Section II it describes the main characteristics of the Intel Xeon Phi architecture. Section III provides some information about some strategies of parallelizing nested loops and their application to the original WZ factorization. Section IV presents the results of our experiments. The time, the speedup, the performance of the WZ factorization for different strategies on Intel Xeon Phi are analyzed. Section V is a summary of our experiments.

II. INTEL XEON PHI ARCHITECTURE

Intel Xeon Phi [9] coprocessors are one of the state-of-the-art architectures which goal is to execute parallel codes. Intel Xeon Phi is a manycore coprocessor created on the basis of the Intel MIC (Many Integrated Cores) technology. The first generation the Intel MIC architecture is based on the Knights Corner chips. Many redesigned Intel CPU cores are connected by a bi-directional 512-bit ring bus. The cores are enriched with 64-bit instructions and the L1 and L2 cache memories. Each of the cores contains a vector processing unit (VPU), which together with 32 512-bit vector registers allows to process many data with the use of one instruction (SIMD instructions).

A single Intel Xeon Phi has 61 cores of 1,238 GHz frequency and it serves 244 threads and communicates through PCI-Express 2.0.

Intel Xeon Phi enhances the performance of applications written in the C/C++ and Fortran languages. The Intel company offers a set of programming tools assisting programming processes such as compilers, debuggers, libraries, that allow creating parallel applications (e. g. Pthread, OpenMP, Intel Cilk plus, MPI). Intel Xeon Phi is able to use standard parallel programming models such as OpenMP.

The Intel Xeon Phi coprocessors can work in two executing modes: the native mode or the offload mode (for one Intel Xeon Phi).

In the native mode the task is executed directly by a coprocessor, which makes it a separate computing node. The compilation of the source code for the accelerator architecture demands so-called cross-compiling, which produces a file executable on Intel Xeon Phi. The native application can be started by hand on the coprocessor or by the mcnativeloader tool which automatically copies the program together with necessary files and then starts it.

III. NESTED LOOPS PARALLELIZATION

An application with nested loops can be performed in parallel in different ways depending on compilers, hardware and run-time system support available. Nested loops require a programmer to take a decision concerning details of the parallelism. Nested loops can have a few levels of the parallelism. The outermost loop contains other loops. Next, each of these loops may also consist of loops. It is a reason for the increased complexity of the implementation.

Frequently, the parallelization is applied to the outer loop levels and the vectorization to the inner levels. If you are certain that the vectorization is a safe alternative (gives the same results as the non-vectorized code) in a particular loop where the compiler itself does not vectorize, using #pragma simd often provides the best and the most predictable benefits.

In this work we deal with the following parallelization strategies for the nested loops:

1) outer;
2) split.

All variables used in a parallel region are by default shared; in each strategy we declare explicitly all variables as private or shared for all directives respectively. Using the private clause, we specify that each thread has its own copy of variables.

To ensure a good load balancing for all threads we use the schedule clause, which specifies how the iterations of the loop are assigned to the threads. In the directive #pragma omp parallel for in the clause schedule we set values static or dynamic. We research the impact of this clause on the efficiency.

A. Outer

Outer — the simplest parallelization strategy of nested loops is the parallel execution of the outermost loop (not counting the loop which cannot be parallelized). This approach gives good results if the number of iterations in a loop is big and the iteration’s granularity is coarse enough.

Figure 1 presents a listing of the outer strategy for the WZ factorization. The outermost k-loop cannot be parallelized. However, we can parallelize the i-loop. In this simple parallelization strategy the loop is divided equally between threads using both the static and dynamic scheduler.

Figure 2 also presents a listing of the outer strategy for the WZ factorization with the use of the vectorization. Again the outermost k-loop cannot be parallelized, however, we can parallelize the i-loop. The loop is divided equally between threads. The inner loop is vectorized. The compiler is unable to automatically vectorize the inner loop due to the vector dependences. To vectorize this code we use #pragma simd.

B. Split

The second (and final) strategy consists in the division of the i-loop into two separate loops and we denote it by split. Figure 3 shows a listing of the split strategy for the WZ factorization. The first loop is parallelized. The second loop is a nested loop and we execute only its outer loop in parallel.

Figure 4 also shows a listing of the split strategy for the WZ factorization. Here, the first loop is parallelized. The second loop is a nested loop and we execute its outer loop in parallel and we vectorize it at the same time. For the OpenMP standard, it is done by the utilization of the directive #pragma omp parallel for simd, which provides a shortcut for
for (k=1; k<=n/2-1; k++) {
    k2=n-k+1;
    det=a[k2,k]*a[k,k2]-a[k,k]*a[k2,k2];
    #pragma omp parallel for default(none) private(i,j) shared(w,k,k2,n,a,det) \ schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        w[i,k]=(a[k2,k] * a[i,k2] - a[k2,k] * a[i,k])/det;
        w[i,k2]=(a[k,k2] * a[i,k] - a[k,k] * a[i,k2])/det;
        #pragma simd
        for (j=k+1; j<=k2-1; j++)
            a[i,j]=a[i,j] - w[i,k]*a[k,j] - w[i,k2] * a[k2,j];
    } //for i
} //for k

Fig. 1. A fragment of the WZ factorization algorithm — the outer strategy with the static or dynamic scheduler without the vectorization

for (k=1; k<=n/2-1; k++) {
    k2=n-k+1;
    det=a[k2,k]*a[k,k2]-a[k,k]*a[k2,k2];
    #pragma omp parallel for default(none) private(i,j) shared(w,k,k2,n,a,det) \ schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        w[i,k]=(a[k2,k] * a[i,k2] - a[k2,k] * a[i,k])/det;
        w[i,k2]=(a[k,k2] * a[i,k] - a[k,k] * a[i,k2])/det;
        #pragma simd
        for (j=k+1; j<=k2-1; j++)
            a[i,j]=a[i,j] - w[i,k]*a[k,j] - w[i,k2] * a[k2,j];
    } //for i
} //for k

Fig. 2. A fragment of the WZ factorization algorithm — the outer strategy with the static or dynamic scheduler with the vectorization

for (k=1; k<=n/2-1; k++) {
    k2=n-k+1;
    det=a[k2,k]*a[k,k2]-a[k,k]*a[k2,k2];
    #pragma omp parallel for default(none) private(i,j) shared(k2,k,a,w,det) \ schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        w[i,k]=(a[k2,k] * a[i,k2] - a[k2,k] * a[i,k])/det;
        w[i,k2]=(a[k,k2] * a[i,k] - a[k,k] * a[i,k2])/det;
    } //for i
} //for k

Fig. 3. A fragment of the WZ factorization algorithm — the split strategy with the static or dynamic scheduler without the vectorization
for (k=1; k<=n/2-1; k++) {
    k2=n-k+1;
    det=a[k2,k]*a[k,k2]-a[k,k]*a[k2,k2];
    #pragma omp parallel for default(none) private(i) shared(k2,k,w,n,a,det) \
    schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        w[i,k]=(a[k2,k]*a[i,k2]-a[k2,k2]*a[i,k])/det;
        w[i,k2]=(a[k,k2]*a[i,k]-a[k,k]*a[i,k2])/det;
    }
    #pragma omp parallel for simd default(none) shared(k2,k,a,w) private(i,j) \
    schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        for (j=k+1; j<=k2-1; j++)
            a[i,j]=a[i,j]-w[i,k]*a[k,j]-w[i,k2]*a[k2,j];
    }
} // for k

Fig. 4. A fragment of the WZ factorization algorithm — the split strategy with the static or dynamic scheduler with the parallelization of the first loop and with the parallelization and the vectorization of the second outer loop.

specifying a parallel region that contains a single #pragma omp for simd.

Figure 5 shows a listing of another version of the split strategy for WZ factorization. The first loop is parallelized. The second loop is a nested loop and we execute the outer loop in parallel and we vectorize the inner loop using #pragma simd.

IV. NUMERICAL EXPERIMENTS

In this section we show how we tested the time and the performance of the parallelized nested loops for Intel Xeon Phi. Our intention was to investigate different nested loops parallelization strategies for nested loops on manycore architectures. We examined 10 versions of the parallelized nested loops:

1) outer:
   • static (Figure 1),
   • dynamic (Figure 1),
   • static+simd (Figure 2),
   • dynamic+simd (Figure 2);

2) split:
   • static (Figure 3),
   • dynamic (Figure 3),
   • static+forsimd (Figure 4),
   • dynamic+forsimd (Figure 4)
   • static+simd (Figure 5),
   • dynamic+simd (Figure 5).

The input matrices were generated (by the authors). They were random, dense, square matrices with a dominant diagonal of even sizes (1000, 2000, …, 12000).

A. Test environment

The tests were carried out using a computing node of the following parameters:

- CPU: 2×Intel Xeon E5-2670 v3 (2x12 cores, 2.3 GHz).
- Memory: 128 GB DDR4 2133MT/s (8×Crucial CT16G4RFD4213).
- Network card: FDR InfiniBand ConnectX-3 Mellanox AXX1FDRIBIOM (FDR 56GT/S).
- Coprocessor: Intel Xeon Phi Coprocessor 7120P.

The algorithms were implemented with the use of the C language and with the use of the double precision. Our codes were compiled by INTEL C Compiler (icc) with the optimization flag -O3 and with the cross-compiling option -mmic. Additionally, all algorithms were linked with the OpenMP library. To run the native executable on the coprocessor, the micnativeloadex command was used. We set the number of threads using the environment variable OMP_NUM_THREADS.

B. The run-time

All the processing times are reported in seconds. The time was measured with the OpenMP function open_get_wtime(). They were tested in the double precision.

In Figures 6 and 7 we have compared the average running time of the four versions of the outer strategy on Intel Xeon Phi.

Figure 6 shows the dependence of the time on the number of threads for the matrix of the size 12000 on Intel Xeon Phi.

Figure 7 shows the dependence of the time on the matrix size for 240 threads on Intel Xeon Phi.

In Figures 8 and 9 we have compared the average running time of the six versions split strategy on Intel Xeon Phi.
for (k=1; k<=n/2-1; k++) {
    k2=n-k+1;
    det=a[k2,k]*a[k,k2]-a[k,k]*a[k2,k2];
#pragma omp parallel for default(none) private(i) shared(k2,k,w,n,a,det) \
        schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        w[i,k]=(a[k2,k]*a[i,k2]-a[k2,k2]*a[i,k])/det;
        w[i,k2]=(a[k,k2]*a[i,k]-a[k,k]*a[i,k2])/det;
    }
#pragma omp parallel for default(none) shared(k2,k,a,w) private(i,j) \
        schedule(static/dynamic)
    for (i=k+1; i<=(k2-1); i++) {
        #pragma simd
        for (j=k+1; j<=k2-1; j++)
            a[i,j]=a[i,j]-w[i,k]*a[k,j]-w[i,k2]*a[k2,j];
    }
} // for k

Fig. 5. A fragment of the WZ factorization algorithm — the split strategy with the static or dynamic scheduler with the parallelization of the first loop and
the second loop and with the vectorization of the second outer loop and with vectorization of the inner loop

Figure 8 shows the dependence of the time on the number
of threads for the matrix of the size 12000 on Intel Xeon Phi.
Figure 9 shows the dependence of the time on the matrix
size for 240 threads on Intel Xeon Phi.
Figure 10 shows the dependence of the time on the number
of threads for the matrix of the size 12000 on Intel Xeon Phi
comparing the best of the outer and split strategies.
Figure 11 shows the dependence of the time on the matrix
size for 240 threads on Intel Xeon Phi comparing the best of
the outer and split strategies.

Using obtained results we conclude that:
• The outer strategy gives better results without the vector-
ization.
• For the split strategy the best results were obtained for
the static+forsimd version (Figure 4).
• The split strategy achieves better execution time than the
outer strategy.
• The worse execution time was achieved for the outer
strategy in the static+simd version (Figure 2).
• The choice of the scheduler usually makes small differ-
esences in the execution time.
• If the size of the matrix is increased, then the runtime is
increased too and it may become more profitable to use
a big number of threads.
• Our approaches (both outer and split strategies) are
scalable to a large number of threads.

C. The performance

Figures 12 and 13 compare the performance (in Gflops)
results obtained for both the outer and the split strategies —
in double precision on Intel Xeon Phi. The performance is
based on the number of floating-point operations in the WZ
factorization, namely:
\[
\sum_{k=1}^{n-1} \left( 3 + \sum_{i=k+1}^{n-k} \left( 8 + \sum_{j=k+1}^{n-k} 4 \right) \right) = \frac{4n^3 - 7n - 18}{6}.
\]

Figure 12 shows the dependence of the performance (of the best algorithms of both strategies) on the size of the matrix
for 240 threads.
Figure 13 shows the dependence of the performance (of the best algorithms of both strategies) on the number of threads
for the matrix size of 12000.
We can see that the best performance (about 11 Gflops) is
achieved by the split strategy for the matrix of the size 12000
for 240 threads, and worst (less than 2 Gflops) is for the outer
strategy for the smallest sizes. The performance increases fast
with the growth of the number of threads.

V. Conclusion

In this paper we examined several practical aspects of
the nested parallel loop execution on Intel Xeon Phi. Our
approach exploits the thread-level and SIMD parallelism of
the Intel Xeon Phi coprocessor. We used different strategies
for executing nested parallel loops on the examples of the WZ
factorization.
Both the outer and the split algorithms exploited the avail-
able number of threads. The split strategy achieves the best
performance. The performance of 11 Gflops was achieved for
240 threads on Intel Xeon Phi. The implementation of the split
strategy presented in this paper achieves high performance
results, which has a direct impact on the solution of linear
systems. Using the split strategy can help programmers with
loop parallelization in multithreading environments.
This paper is another example of the successful use of
OpenMP for solving scientific applications on Intel Xeon Phi.
Fig. 6. The average running time of the WZ matrix decomposition as a function of the number of threads — for the algorithms using the double precision on Intel Xeon Phi for the matrix of the size 12000.

Fig. 7. The average running time of the WZ matrix decomposition as a function of the matrix size — for 240 threads on Intel Xeon Phi.
Fig. 8. The average running time of the WZ matrix decomposition as a function of the number of threads — for the split strategy using the double precision on Intel Xeon Phi for the matrix of the size 12000.

Fig. 9. The average running time of the WZ matrix decomposition as a function of the matrix size — for the split strategy for 240 threads on Intel Xeon Phi.
Fig. 10. The average running time of the WZ matrix decomposition as a function of the number of threads — the best of the split and outer strategies for the matrix of the size 12000.

Fig. 11. The average running time of the WZ matrix decomposition as a function of the matrix size — the best of the split and outer strategies for 240 threads.
Fig. 12. The performance results for nested loops — for 240 threads for the best of both strategies as a function of the matrix size.

Fig. 13. The performance results for nested loops — for the matrix of the size 12000 for the best of both strategies as the function of number of threads.
This paper is also an example that the vectorization is not always the only key to achieving high performance on Intel Xeon Phi architecture.

The achieved results provide the basis for the further research on optimization of nested loops using the loop tiling technique in such a way that a data element used once is reused as soon as possible. Another field of further research is the use of thread affinity strategies which allow improving the performance and the scalability of our solution.
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Abstract—We employ Intel Xeon Phi as a high-performance coprocessor to solve Markov chains. Matrices arising from Markov models are very sparse with short rows. In this paper, the authors research two storage formats of Markov chain transition matrices on Intel Xeon Phi. In this work CSR and HYB (modification ELL) formats for such matrices are studied. Numerical experiments results for transition matrices of Markov chains from wireless networks and call-center models show that HYB format in offload version is more effective than CSR format. The obtained performance for HYB format is even 1.45 times better in comparison to multi-threaded CPU (dual Intel Xeon E5-2670) with the use of the CSR format (SpMV from the MKL library on CPU).

I. INTRODUCTION

MARKOV chains are a tool for modeling various natural complex systems as well as computer systems and networks. Lately, they have been used to model wireless networks [3], [5], [6] and they often appear in computational biology [10] as well as in modeling call-centers [9].

In Markov modeling the models are very large because of exponential explosion of the states number, which happens due to the fact that complex systems usually consist of a certain number of subsystems and the states’ space size of the whole complex system is usually exponentially dependent on the number of subsystems.

Any Markov chain can be described in terms of linear algebra with the use of a square matrix. A transition rate matrix $Q$ (describing a Markov chain which models a system or a phenomenon) has some particular properties. It is a huge one and very sparse (with short rows). Sparse matrices are stored in special data structures and special algorithms are used to process these structures optimally. We can find descriptions of many such storage schemes in the literature (e.g. [14], [4], [2]).

The problem of efficiency of the sparse matrix-vector multiplication operation (SpMV) on Intel Xeon Phi was considered in [13], [12], [8]. In paper [13], the performance of the Intel Xeon Phi coprocessor for SpMV is investigated. One of the studied aspects in this work is CSR format for the sparse matrices. The authors showed that this format is not suited for Intel Xeon Phi for very sparse matrix (with short rows) in particular. The use of OpenMP based parallelization on Intel MIC (Intel Many Integrated Core Architecture) was evaluated in [8]. An efficient implementation of SpMV on the Intel Xeon Phi coprocessor by using a specialized ELLPACK-based format with load balancing is described in [12]. This implementation outperforms the implementation using CSR format even for matrices with very short rows.

The aim of this work is to shorten the computation time for the transition matrices from Markovian models of complex systems on Intel Xeon Phi by way of application of two data structures to store sparse matrices. Namely, CSR format will be used as in the works of [13], [8] and HYB format (as ELLPACK modification) similar as in the work [12]. HYB format was analyzed on GPU [7] and was much more effective than CSR for Markov chains.

Sparse matrix-vector multiplication (SpMV) operation on Intel Xeon Phi is implemented for these formats using the thread-level and the SIMD parallelism. Next, these SpMV’s implementations are employed to the explicit fourth-order Runge-Kutta method. The numerical experiments were conducted for two groups of transition rate matrices, namely for a model of a call-center and a model of a wireless network on Intel Xeon Phi. A comparative analysis is also done with the CSR format from the Intel MKL library (Intel Math Kernel Library) on multithread CPU (dual Intel Xeon E5-2695).

The structure of the article is the following. Section II gives characteristics of the sparse matrix storage, chiefly CSR and HYB formats. Sections III and IV contain a description of the explicit fourth-order Runge-Kutta method and some details of its implementation on Intel Xeon Phi in particular sparse matrix-vector multiplication operation (SpMV). Section V analyzes Intel Xeon Phi’s performance on this kernel for two data structures (CSR and HYB). Section VI presents conclusions.

II. STORAGE OF A SPARSE MATRIX

In the literature [14], a lot of ways which represent sparse matrices and enable their effective storage and processing have been suggested.

One of the formats to store any sparse matrices is Compressed Sparse Row (CSR). The operations on matrices stored in this format are part of Intel MKL library in version on Intel MIC architecture [11]. In this format, the information about A matrix, where A is a sparse matrix of $m \times n$ size and $nz$ nonzero elements, is stored in three one-dimensional arrays:

- $data[]$, of $nz$ size stores values of nonzero elements (in increasing order of row indices);
- $col[]$, of $nz$ size stores column indices of nonzero elements (in order conforming to the data array content);

- $val[]$, of $nz$ size stores values of nonzero elements (in increasing order of column indices).

The problem of efficiency of the sparse matrix-vector multiplication operation (SpMV) on Intel Xeon Phi was considered in [13], [12], [8]. In paper [13], the performance of the Intel Xeon Phi coprocessor for SpMV is investigated. One of the studied aspects in this work is CSR format for the sparse matrices. The authors showed that this format is not suited for Intel Xeon Phi for very sparse matrix (with short rows) in particular. The use of OpenMP based parallelization on Intel MIC (Intel Many Integrated Core Architecture) was evaluated in [8]. An efficient implementation of SpMV on the Intel Xeon Phi coprocessor by using a specialized ELLPACK-based format with load balancing is described in [12]. This implementation outperforms the implementation using CSR format even for matrices with very short rows.

The aim of this work is to shorten the computation time for the transition matrices from Markovian models of complex systems on Intel Xeon Phi by way of application of two data structures to store sparse matrices. Namely, CSR format will be used as in the works of [13], [8] and HYB format (as ELLPACK modification) similar as in the work [12]. HYB format was analyzed on GPU [7] and was much more effective than CSR for Markov chains.

Sparse matrix-vector multiplication (SpMV) operation on Intel Xeon Phi is implemented for these formats using the thread-level and the SIMD parallelism. Next, these SpMV’s implementations are employed to the explicit fourth-order Runge-Kutta method. The numerical experiments were conducted for two groups of transition rate matrices, namely for a model of a call-center and a model of a wireless network on Intel Xeon Phi. A comparative analysis is also done with the CSR format from the Intel MKL library (Intel Math Kernel Library) on multithread CPU (dual Intel Xeon E5-2695).

The structure of the article is the following. Section II gives characteristics of the sparse matrix storage, chiefly CSR and HYB formats. Sections III and IV contain a description of the explicit fourth-order Runge-Kutta method and some details of its implementation on Intel Xeon Phi in particular sparse matrix-vector multiplication operation (SpMV). Section V analyzes Intel Xeon Phi’s performance on this kernel for two data structures (CSR and HYB). Section VI presents conclusions.
• $\text{ptr}[\cdot]$, of $m + 1$ size, stores indices of beginnings of successive rows in $\text{data}$ array — that is $\text{data}[\text{ptr}[i]]$ is the first nonzero element of $i$-th row in $\text{data}$ array, similar, $\text{col}[\text{ptr}[i]]$ is the column number of this element.

Hybrid format (HYB) comprises of two other formats of sparse matrix storage in the memory disregarding its weaknesses and simultaneously making use of its advantages: COO format (Coordinate format) and ELLPACK package format (ELL).

ELLPACK [1] package format (ELL) is a sparse matrix format which is helpful in vector architecture. It is useful for matrices in which the number of the elements in almost every row is the same, especially when many rows reach maximum length in a given matrix or approach it, it becomes useless when the number of elements in a row is dispersed, e.g. when there are many rows which are longer than the mean. In this format the sparse matrix is stored in two two-dimensional arrays.

In HYB format the matrix is stored in two two-dimensional arrays (ELL) and three one-dimensional arrays (COO):

• $\text{ell}_{\cdot \text{data}}[\cdot]$ stores values of nonzero elements as two-dimensional rectangular array of $M \times MNNZ$ size, where $M$ is the number of rows in the matrix and $MNNZ$ denotes the mode of number of nonzero elements in a row. The rows with fewer nonzero elements than $MNNZ$ are aligned to the left and filled with zero (meaningless) values in the remaining part, while the longer rows are cut off.
• $\text{ell}_{\cdot \text{indices}}[\cdot]$ stores column indices of a matrix elements placed appropriately in $\text{ell}_{\cdot \text{data}}[\cdot]$. The size and the structure of this array is the same as $\text{ell}_{\cdot \text{data}}[\cdot]$.
• $\text{coo}_{\cdot \text{data}}[\cdot]$ stores nonzero elements values, which were cut off from $\text{ell}_{\cdot \text{data}}[\cdot]$.
• $\text{coo}_{\cdot \text{col}}[\cdot]$ stores column indices of nonzero elements from $\text{coo}_{\cdot \text{data}}[\cdot]$ (in the same order as $\text{coo}_{\cdot \text{data}}[\cdot]$).
• $\text{coo}_{\cdot \text{row}}[\cdot]$ stores row indices of nonzero elements from $\text{coo}_{\cdot \text{data}}[\cdot]$ (in the same order as $\text{coo}_{\cdot \text{data}}[\cdot]$).

III. PARALLEL RUNGE-KUTTA ALGORITHM

General form explicit fourth-order Runge-Kutta method in parallel version is presented as Algorithm 1.

The implementation of the Algorithm 1 contains our implementation of SpMV operation and vector addition. We use the OpenMP standard and the for directives to parallelize all operations. We use a static scheduler for the distribution of the matrix rows and the values of vector. The SpMV operation is a simple task to assign a row block to a single thread in a parallel execution. The idea of vectorization is to process all the nonzero elements in row at once. Since the Intel Xeon Phi architecture has 32 512-bit registers, the matrices should have at least 8 values in each row to fully utilize the register. For one-row block we use a pragma compiler #pragma simd which enforces vectorization of the inner loops. This vectorization is not effective because our matrices have got short rows — shorter than 8 elements (see table I).

**Algorithm 1** The parallel algorithm which determines the transient probabilities vector, where $*$ operation denotes parallel sparse matrix-vector multiplication and $+$ operation denotes parallelized and vectorized vector addition.

**Require:** $Q^T$ — transition rate matrix, $pi_0$ — initial probability vector, $h$ — step, $t$ — time.

**Ensure:** vector of transient probabilities $pi_t$ in the time $t$

1. $lk ← t / h$
2. $pi_t ← pi_0$
3. for $k = 1$ to $lk$
4. $k_1 ← Q^T \ast pi_t$
5. $k_2 ← Q^T \ast (pi_t + \frac{h}{2} k_1)$
6. $k_3 ← Q^T \ast (pi_t + \frac{h}{2} k_2)$
7. $k_4 ← Q^T \ast (pi_t + hk_3)$
8. $pi_t = pi_t + \frac{h}{6} \cdot (k_1 + 2k_2 + 2k_3 + k_4)$
9. end for
10. return $pi_t$

IV. NUMERICAL EXPERIMENT

In this section we tested the time, the speedup and the performance of the explicit fourth-order Runge-Kutta method (RK4). The programs were implemented in C++ language and three implementations of this algorithm were created:

- **MKL-CSR version** — it is a version using parallelism and vectorization offered by the function of the Intel MKL library in the version of Intel MIC architecture, where the sparse matrix was stored in CSR format.
- **CSR version** — it is a version, where the sparse matrix was stored in CSR format; all vector and matrix operations were implemented by the authors.
- **HYB version** — it is a version, where the sparse matrix was stored in HYB format; all vector and matrix operations were implemented by the authors.

The impact of the program execution mode (native and offload) and the various numbers of threads were tested.

For each version, the program was compiled by using the Intel C++ compiler (icc) with a compiler flag -03, which resulted in automatic computing vectorization, -openmp, -mminic (enabling the cross compilation needed for a native execution on Intel Xeon Phi). Additionally, during development, we used the flag -vec-report2 to verify whether the RK4 kernel was successfully vectorized. In every case, alignment of the memory data was used as vectorization support; the data were aligned with 64 bytes limit, which was recommended by the documentation. -mkl option was also used to allow introduction of parallelism in MKL-CSR version. Intel MKL library was applied to measure the elapsed time.

In the table I, the properties of matrices used during the test are given: WF1, WF2 describe wireless networks, CC1, CC2 describe the call-center.

The matrices we tested are very sparse, however, the pattern varies in dependence on the model (table I), $L_i$, $1 \leq i \leq n$, denoted the number of nonzero elements per row. CC matrices
have similar number of nonzero elements per row (3—6). WF matrices have different number of elements per row.

**TABLE I**  
THE PROPERTIES OF THE TESTED MATRICES

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>(n)</th>
<th>(n_z)</th>
<th>(\frac{n_z}{n})</th>
<th>(min L_x)</th>
<th>(max L_x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CC1</td>
<td>335421</td>
<td>1996701</td>
<td>5.95</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>CC2</td>
<td>937728</td>
<td>5588932</td>
<td>5.56</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>WF1</td>
<td>962336</td>
<td>4443426</td>
<td>4.61</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>WF2</td>
<td>1034273</td>
<td>4660479</td>
<td>4.51</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

All tested matrices have very short rows; the mean number of elements in a row is between 4.51 and 5.95 elements. The input arrays size is long enough and we provide enough work for each thread.

The tests were carried out using computing node of the following parameters:

- **Platform:** Intel Server Chassis R2000WTXXX, Intel Server Board S2600WT2  
- **CPU:** 2xIntel Xeon E5-2670 v3 (2x12 cores, 2.3 GHz)  
- **Memory:** 128 GB DDR4 2133MT/s (8xCrucial CT16G4RFD4213)  
- **Network card:** FDR InfiniBand ConnectX-3 Mellanox AXX1FDRIBIOM (FDR 56GT/S)  
- **Coprocessor:** Intel Xeon Phi Coprocessor 7120P (16GB, 1.238 GHz, 61 cores)  
- **Software:** Intel Parallel Studio XE 2016 Cluster Edition for Linux (Intel C++ Compiler, Intel Math Kernel Library, Intel OpenMP)

**V. RESULTS**

In this section we evaluate the time, the speedup and the performance of our approach to the problem of the different ways of sparse matrices storage, two execution modes for various numbers of threads.

**A. Time**

Fig. 1 presents execution time of RK4 algorithm. It is obvious that independently of the models and matrices size, the version using MKL library routines is the slowest. In case of our implementations offload versions are the fastest but there is no clear difference between CSR and HYB formats. Our implementations (in offload version) always perform about two times faster than MKL-CSR version, for a similar number of threads (except CC1 matrix, when execution time for 240 threads in HYB-offload version and CSR-offload is even four times faster than MKL-CSR-offload version).

For every solution, the time for the first 60 threads decreases most rapidly (with 1 thread per core activated). The gain with the use of a large number of threads per core is meaningless.

We obtain the best time for each matrix for HYB-offload version. Basing on the received charts, it seems that for MKL-CSR version the size matrix is essential; for CC1 matrix execution time increases with 60 threads and for the remaining matrices with 3 times bigger size, the time increases with 180 threads. In case of our implementations, execution time is even independent of the matrix size and model.

**B. Speedup**

Fig. 2 shows the speedup of RK4 method on Intel Xeon Phi with respect to a sequential version running on one thread of Intel Xeon Phi. The speedup for CC1 matrix gives a bit different charts in comparison with other matrices. It is due to a small matrix size in relation to others. For the number of threads from 1 to 60, HYB-native and CSR-native implementations give the lowest speedup, for other version the results are similar.

For more than 60 threads we can see that the speedup of the MKL-CSR version decreases. Moreover, for over 140 threads it gives the poorest results. With 60 to 240 threads (2-4 threads per core) we can see that CSR-offload and HYB-offload perform the best (with minimal superiority of the first implementation).

CC1 matrix achieves maximum speedup (which is 40) for CSR-offload version with 240 threads. The other matrices (CC1, WF1, WF2) have similar sizes and their speedup charts look similar. The lowest speedup is obtained for the CSR-native and HYB-native versions with 1 to 180 threads (1-3 threads per core).

The remaining implementations give similar results. The difference appears when we start over 180 threads (4 threads per core). HYB-offload and CSR-offload have the best speedup while MKL-CSR (native and offload version) clearly decrease. The best achieved speedup is 44 for CC2 matrix in MKL-CSR-offload version with 180 threads. For WF matrices the lowest speedup is 39 for WF1 and almost 40 for WF2 in MKL-CSR-offload version.

**C. Performance**

Fig. 3 presents the performance of RK4. Each of the figure’s bars shows maximum performance obtained for a given stored matrix in a given format and for the program executed in the given mode. In comparison we also present the performance of RK4 method on CPU where all matrix and vector operations were realized with the use of the kernels from MKL library (denoted MKL-CSR-CPU).
The results analysis shows a clear difference between the performance of our implementations as opposed to MKL-CSR version on Intel Xeon Phi. We can also notice that independently of the matrix size and storage format (MKL-CSR, CSR, HYB) we obtained better performance when starting the application in offload version. The biggest differences between native and offload modes occurred for HYB format. In case of our implementations we achieved the best results for every matrix in HYB-Phi-offload version. Moreover it was from 1.9 to 2.8 times more efficient than MKL-CSR-Phi-offload version due to the fact that our implementations is less general and enables better control over multithreading and vectorization.

The matrices generated for call-center model achieve better performance than the matrix from wireless network models. Despite the size, is connected with slightly higher matrix density and more regular pattern (tab. 1).

Our implementations also have better performance in relation to MKL-CSR-CPU; with small matrix CC1 the differences become insignificant, but for the bigger matrices our approach is clearly favourable even up to 50% for HYB-Phi-offload version.

VI. CONCLUSION

In this article we investigated the use of two sparse matrices format storage in context of Markov chain problems for accelerating on the Intel Xeon Phi. Our approach exploits the thread-level parallelism and vectorization for SpMV operation and the thread-level parallelism and vectorization for the vector addition.

Based on the conducted experiments, we can clearly state that the Intel MKL library for Intel MIC architecture performed worse than our own CSR and HYB implementations.

Our implementations significantly outperform the optimized implementation routine SpMV from Intel MKL library using the CSR format on Intel Xeon Phi. The CSR and HYB versions are scalable to a large number of threads and they use all the cores on Intel Xeon Phi. We achieve the best performance for HYB format offload version.

Our implementation can still be improved. In future works we will employ thread affinity strategies which allow to improve the performance and scalability of our approach.
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Abstract—The block subspace projection preconditioned conjugate gradient method for analysis of natural vibration frequencies and modes applying to large problems of structural mechanics is proposed. It is oriented at the usage in finite element analysis software operated on multi-core desktop computers with restricted amount of core memory as an alternative approach to widespread block Lanczos method and subspace iteration method. We focused our attention on achievement of high computational stability and parallelization of proposed algorithm. The solution of real-life large problems confirms the reliability of proposed approach.

I. Introduction

The block Lanczos method as well as various versions of subspace iteration method widely is used for extraction of natural vibration frequencies and modes in modern engineering software applying to the problems of structural mechanics

\[ K v_i - \lambda_i M v_i = 0 \]  \hspace{1cm} (1)

where \( K \) and \( M \) are the sparse symmetric stiffness and mass matrices arising when the finite element method is applied to problems of structural mechanics, \( [\lambda_i, v_i] \) – eigenpair for \( i \)-th mode, \( i \in [1, n] \), \( n << N \), \( n \) – number of required eigenmodes, \( N \) – dimension of problem (1).

The Lanczos method as well as subspace iteration (SI) approach produces the inverse iterations

\[ K v_{i+1} = M v_i \]  \hspace{1cm} (2)

where \( v_i \) is an approximation of eigenvector \( v_i \) on iteration step \( k \) ( \( k = 1, 2, \ldots \) until converges). For large problems solved on desktop and laptop computers with restricted amount of core memory the lower triangular matrix \( L \) of factorized stiffness matrix \( K = L \cdot D \cdot L^T \) is stored block-by-block on disk. Therefore, on each iteration step \( k \) mentioned above eigenvalue solvers must read twice the lower triangular matrix \( L \) from disk. Taking into account that size of matrix \( L \) for large design models (\( N = 3 \, 000 \, 000 \) – 6 \, 000 \, 000 equations) achieves 6 – 20 GB and more, performance of such eigenvalue solver drastically decreases.

Unlike mentioned Lanczos and SI approaches, the preconditioned conjugate gradient (PCG) method \([8], [12]\) uses only RAM. However, for poorly conditioned problems, which are the most of problems of structural mechanics (see \([7]\)), we have to construct an efficient preconditioning, because the conventional SSOR, symmetrical Gauss-Seidel, ICCG0 preconditioners result in unacceptable slow convergence. We found that the aggregation multilevel preconditioning \([1], [2]\) and incomplete Cholesky factorization by value, realized in technique of sparse matrices \([4]\), demonstrate a stable convergence for solution of linear equation sets (static analysis) as well as for extraction of natural vibrations frequencies and modes (modal analysis) for considered class of problems.

Achieving of stable convergence of the conjugate gradient method for solving the eigenvalue problem (1) is much more difficult than in solving systems of linear algebraic equations. Most likely, for this reason, in modern commercial FEA software mainly used eigenvalue solvers based on inverse matrix iteration (2) \([9]\). In present article, we propose the block subspace projection preconditioned conjugate gradient (BSPPCG) method for solution of problem (1).

II. BLOCK SUBSPACE PROJECTION PRECONDITIONED CONJUGATE GRADIENT METHOD

A. State of problem

To achieve the computational stability of PCG method at solution of poorly conditioned problems of structural mechanics, the aggregation multilevel preconditioning and shift technique have been used \([1]\). A little later, an aggregation multilevel preconditioning was replaced by an incomplete Cholesky factorization by value implemented in technique of sparse matrix \([4]\).

Article \([5]\) presents a block version of PCG method, where several vectors in block are iterated simultaneously. The Gram-Schmidt orthogonalization provides orthogonality of vectors in the block between themselves as well as their orthogonality to the eigenmodes, converged earlier. The shift technique is used for acceleration of convergence.

This work was not supported by any organization
A very interesting idea of local block PCG (LOBPCG) method was proposed in [10]. The approximations on the next iteration step are presented as:

\[
\begin{align*}
\mathbf{v}_{k+1}^{i+1} &= \sum_{j=1}^{m} \alpha_{jk}^{i} \mathbf{z}_{j}^{k} + \sum_{j=1}^{m} \tau_{jk}^{i} \mathbf{v}_{j}^{k} + \sum_{j=1}^{m} \gamma_{jk}^{i} \mathbf{p}_{j}^{k}, \quad i \in [1, m]. \\
\mathbf{p}_{k+1}^{i+1} &= \sum_{j=1}^{m} \alpha_{jk}^{i} \mathbf{z}_{j}^{k} + \sum_{j=1}^{m} \gamma_{jk}^{i} \mathbf{p}_{j}^{k}, \quad i \in [1, m].
\end{align*}
\]

where \( m \) is a dimension of subspace \( \text{span}\{\mathbf{z}_{1}^{k}, \ldots, \mathbf{z}_{m}^{k}\} \), \( \mathbf{v}_{1}^{k}, \ldots, \mathbf{v}_{m}^{k} \), \( \mathbf{p}_{1}^{k}, \ldots, \mathbf{p}_{m}^{k} \). \( \mathbf{z}_{j}^{k} = \mathbf{B}^{-1} \mathbf{r}_{jk}, \mathbf{B} = \text{preconditioning operator} \), \( \mathbf{r}_{jk} = \lambda_{jk}^{k} \mathbf{M} \mathbf{v}_{jk} - \mathbf{K} \mathbf{v}_{jk} \) - residual vector, \( \mathbf{p}_{jk}^{k} \) - conjugate direction vector, \( j = 1, \ldots, m \). The projection matrix \( \mathbf{Q} = \{\mathbf{Z} \mathbf{V} \mathbf{P}\} \) has dimension \( N \times 3 \cdot m \) and consists of \( N \times m \) submatrices \( \mathbf{Z} = \{\mathbf{z}_{1}^{k}, \ldots, \mathbf{z}_{m}^{k}\} \), \( \mathbf{V} = \{\mathbf{v}_{1}^{k}, \ldots, \mathbf{v}_{m}^{k}\} \) and \( \mathbf{P} = \{\mathbf{p}_{1}^{k}, \ldots, \mathbf{p}_{m}^{k}\} \). In matrix form:

\[
\begin{align*}
\mathbf{V}_{k+1}^{i} &= \mathbf{Q} \cdot \mathbf{q}, \quad \mathbf{q} = [\mathbf{q}_{1}, \ldots, \mathbf{q}_{m}] \\
\mathbf{q}_{j} &= [\mathbf{a}_{j}^{k} \mathbf{r}_{j}^{k} \mathbf{v}_{j}^{k}], \quad j \in [1, m],
\end{align*}
\]

where \( \mathbf{a}_{j}^{k} = [a_{j1}^{k}, \ldots, a_{jm}^{k}] \), \( \mathbf{r}_{j}^{k} = [r_{j1}^{k}, \ldots, r_{jm}^{k}] \), \( \mathbf{v}_{j}^{k} = [v_{j1}^{k}, \ldots, v_{jm}^{k}] \) and iteration number \( k \) is omitted for matrices \( \mathbf{Q} \), \( \mathbf{q} \). Subscript \( j \) denotes a number of eigenmode in expansion (6).

Let us substitute (7) in (1) and multiple at left by \( \mathbf{Q}^{T} \):

\[
\mathbf{k} \mathbf{q} - \mathbf{mq} \Lambda = 0,
\]

where \( \mathbf{k} = \mathbf{Q}^{T} \mathbf{K} \mathbf{Q}, \mathbf{m} = \mathbf{Q}^{T} \mathbf{M} \mathbf{Q} \) and \( \Lambda \) is a diagonal matrix with approximations of eigenvalues on iteration step \( k \). The approximation of eigenmodes \( \mathbf{v}_{k+1}^{i} \) on the next iteration step follows from (4) after substitution of \( \mathbf{q} \), which is obtained from solution of reduced eigenproblem (5). The conjugate direction vector is derived as

\[
\mathbf{p}_{k+1}^{i+1} = \mathbf{Q}^{T} \mathbf{q}^{i},
\]

where \( \mathbf{Q}^{T} = \{\mathbf{Z} \mathbf{P}\} \) and \( \mathbf{q}^{i} = [\mathbf{a}^{i} \mathbf{r}^{i} \mathbf{v}^{i}]^{T} \). Then, the Rayleigh quotient is used for approximation of eigenvalues on iteration step \( k+1 \) and evaluation of residual vectors \( \mathbf{r}_{jk}^{k} \) is produced after it.

The proposed approach in the form of [10] is little suitable to analysis of real-life problems of structural mechanics, since the columns in matrix \( \mathbf{Q} \) become the linearly dependent as soon as the first eigenpair begins to converge. The authors of current article obtained the computational instability even for simple test problem – simply supported beam. The clear explanation of this fact is in [11]: the second expression in (3) is a linear combination between vectors \( \mathbf{z}_{j}^{k} \) and \( \mathbf{p}_{j}^{k} \). Therefore, the first expression in (3) is possible to rewrite as

\[
\begin{align*}
\mathbf{v}_{k+1}^{i+1} &= \sum_{j=1}^{m} \alpha_{jk}^{i} \mathbf{z}_{j}^{k} + \sum_{j=1}^{m} \tau_{jk}^{i} \mathbf{v}_{j}^{k} + \sum_{j=1}^{m} \beta_{jk}^{i} \mathbf{v}_{j}^{k-1}, \quad i \in [1, m].
\end{align*}
\]

For instance, let vector \( \mathbf{v}_{1} \) begins to converge. Then, basis vectors \( \mathbf{v}_{1}^{0} \) and \( \mathbf{v}_{1}^{-1} \) are almost linearly dependent, because \( \mathbf{v}_{1}^{0} \) as well as \( \mathbf{v}_{1}^{-1} \) tends to the same eigenvector \( \mathbf{v}_{1} \) – an exact solution. In [11] for stabilization of computational process was suggested to remove the vectors \( \mathbf{z}_{1}^{k}, \mathbf{v}_{1}^{k}, \mathbf{p}_{1}^{k} \) of subspace \( \text{span}\{\mathbf{z}_{1}^{k}, \mathbf{v}_{1}^{k}, \mathbf{p}_{1}^{k}\} \), as soon as the corresponding vector \( \mathbf{v}_{1} \) converges.

The drawbacks of such approach are:

- For some problems of structural mechanics it turns out that the iterative process is falling apart even before the error

\[
\text{err}_{\text{r}} = \frac{||r^{k}||_{2}}{||r^{0}||_{2}} ||\mathbf{v}_{1}^{T} \mathbf{M} \mathbf{v}_{1}||
\]

is still enough small (\( \text{err}_{\text{r}} \leq \text{tol} \)) to recognize the convergence of vector \( \mathbf{v}_{1}^{k} \).

- The dimension of subspace \( m \) must be not less than the number of required eigenpairs \( n \) (\( m \geq n \)). Such an approach results in enormous computational efforts if it is required a large number of eigenpairs (\( n = 100 \) – 200 and more). In addition, it is required a significant amount of core memory for allocation of matrix \( \mathbf{Q} \).

The proposed in given article eigenvalue block subspace projection PCG (BSPPCG) solver uses the idea (3) of LOBPCG, but possesses the high computational stability and requires essentially less computational efforts when large number of eigenpairs is required. That allows us to recommend this solver for use in FEA software intended for analysis of problems of structural mechanics on widespread desktop and laptop computers as well as on shared memory workstations.

**B. Algorithm of BSPPCG method**

1. Set \( m \in [8, 32], m/\text{np} = 0 \); prepare linearly independent start vectors \( \mathbf{V}^{0} = \{\mathbf{v}_{1}^{0}, \ldots, \mathbf{v}_{m}^{0}\} \), \( \mathbf{P}^{0} = \{\mathbf{p}_{1}^{0}, \ldots, \mathbf{p}_{m}^{0}\} \), \( \text{nconvmodes} = 0 \);
2. do \( k = 1, 2, \ldots, \) until \( \text{nconvmodes} < n \);
3. parallel loop for \( j = 1, \ldots, m \)

   (\( \mathbf{v}_{j}^{k} \))^{T} \mathbf{M} \mathbf{v}_{j}^{k} = 1 \) (normalization procedure)

\[
\begin{align*}
\mathbf{r}_{jk}^{k} &= [(\mathbf{v}_{j}^{k})^{T} \mathbf{K} \mathbf{v}_{j}^{k}]||(\mathbf{v}_{j}^{k})^{T} \mathbf{M} \mathbf{v}_{j}^{k}||
\end{align*}
\]

\[
\begin{align*}
\mathbf{r}_{jk}^{k} &= \lambda_{jk}^{k} \mathbf{M} \mathbf{v}_{jk} - \mathbf{K} \mathbf{v}_{jk}
\end{align*}
\]

\[
\begin{align*}
\mathbf{B} \mathbf{z}_{jk}^{k} &= \mathbf{r}_{jk}^{k} \rightarrow \mathbf{z}_{jk}^{k}, \quad \text{put} \mathbf{z}_{jk}^{k} \text{ to } \mathbf{Z}^{k}
\end{align*}
\]

4. end of parallel loop for
end if
end do

5. paralel loop for s = 1, 3m
   loop for p = s, 3m (s, p – columns of matrix Q)
       \( m_{sp} = Q_p^T M Q_s \) – evaluation of matrix m
   end loop for
end of parallel loop for

6. if (Chol(m): \( m = 11 \))
   paralel loop for s = 1, 3m
   loop for p = s, 3m (s, p – columns of matrix Q)
       \( k_{sp} = Q_p^T K Q_s \) – evaluation of matrix k
   end loop for
end of parallel loop for
Chol(m): \( m = 11 \)
end if

7. solve reduced eigenproblem \( k_{sp} = m q + q \Lambda = 0 \)
8. obtain \( \mathbf{V}^{k+1} \) and \( \mathbf{P}^{k+1} \) using (4), (6).
9. parallel orthogonalization of \( \mathbf{V}^{k+1} \) and \( \mathbf{P}^{k+1} \) against converged eigenmodes.

end do

Algorithm 1. BSPPCG method

We accept the fixed dimension of subspace \( m \), which is multiple to available number of threads \( np \) (\( m\%np = 0 \)) for achievement a load balance between threads (point 1). Then, we prepare linearly independent start vectors \( \mathbf{V}^0 \) and set \( \mathbf{p}_0^0 = \mathbf{\Phi}, j \in [1, m] \), where \( \mathbf{\Phi} \) is a zero vector, and number of converged modes set to zero: \( n_{\text{convmodes}} = 0 \).

The iteration loop do \( k = 1, 2, \ldots \) runs until \( n_{\text{convmodes}} < n \), where \( n \) is the number of required modes (point 2).

In parallel loop (point 3) for each mode \( j \) we produce the normalization of \( \mathbf{v}_j^k \), obtain the current approximation of eigenvalue \( \lambda_j^k \), residual vector \( \mathbf{r}_j^k \) and vector \( \mathbf{z}_j^k \) from solution of linear equation system arising when preconditioning operator \( \mathbf{B} \) is introduced for acceleration of convergence. On first iteration, the projection matrix \( \mathbf{Q} \) contains only submatrices \( \mathbf{Z} \) and \( \mathbf{V} \) because submatrix \( \mathbf{P} \) is zero. On all subsequent iterations, \( \mathbf{Q} \) comprises \( \mathbf{Z}, \mathbf{V} \) and \( \mathbf{P} \) submatrices.

Iteration loop do \( j = 1, m \) (point 4) checks of convergence. If convergence of \( j \)-th mode is achieved, we store the eigenpair \( [\lambda_j^k, \mathbf{v}_j^k] \) to structure of data containing the final results, increment \( n_{\text{convmodes}} \) and prepare the new linearly independent start vectors in addresses of vectors \( \mathbf{v}_j^k \) and \( \mathbf{p}_j^k \).

In each starting vector \( \mathbf{p}_j^k \) we put only one element equal to unit, all remaining elements are zero. Due to such an action, all new vectors \( \mathbf{p}_j^k \) are linearly independent. All remaining elements of each vector \( \mathbf{p}_j^k \) are zero. In such a way, we avoid the linear dependency between columns of projection matrix \( \mathbf{Q} \). Then, we orthogonalize the new starting vectors \( \mathbf{v}_j^k \) against converged modes and compute the \( \lambda_j^k, \mathbf{r}_j^k \) and \( \mathbf{z}_j^k \) corresponding to new starting vectors \( \mathbf{v}_j^k \). Vectors \( \mathbf{z}_j^k \), corresponding to new starting vectors, replace columns \( j \) in submatrix \( \mathbf{Z} \), corresponding to converged vectors on current iteration step \( k \).

The reduced matrix \( \mathbf{m} \) is evaluated in parallel loop for \( s = 1, 3m \). The sparse matrix \( \mathbf{M} \) is multiplied by columns \( \mathbf{Q}_s \) of matrix \( \mathbf{Q} \) in parallel region: \( \mathbf{w}_s = \mathbf{K} \cdot \mathbf{Q}_s \). The number of threads in team is \( np \). In second loop (loop for \( p = s, 3m \)) we calculate the element \( m_{sp} \) as a dot product of column \( \mathbf{Q}_p \) and previously obtained vector \( \mathbf{w}_s \). Matrix \( \mathbf{m} \) is symmetrical therefore \( p \) starts with \( s \).

Chol(m) denotes the Cholesky factorization of matrix \( \mathbf{m} \) and \( \mathbf{I} \) is a lower triangular matrix. (point 6). We consider the matrix \( \mathbf{m} \) as a weighted Gram matrix of subspace span\{\( \mathbf{z}_1^1, \ldots, \mathbf{z}_d^1 \), \( \mathbf{v}_1^1, \ldots, \mathbf{v}_m^1 \), \( \mathbf{p}_1^1, \ldots, \mathbf{p}_n^1 \}\}. Therefore, if Cholesky factorization completes successfully, the columns of matrix \( \mathbf{Q} \) are linearly independent and basis vectors are OK. Otherwise, if Cholesky factorization of \( \mathbf{m} \) is failed, the columns of matrix \( \mathbf{Q} \) are almost linearly dependent, and we produce the Gram-Schmidt orthogonalization of all columns in \( \mathbf{Q} \) and normalization \( \mathbf{Q}^T \mathbf{M} = \mathbf{I} \). After this, we prepare reduced matrices \( \mathbf{k}, \mathbf{m} \) using multithreaded parallelization and repeat Cholesky factorization of \( \mathbf{m} \).

We apply procedures from LAPACK of Intel math kernel library (Intel MKL) [13] for solution of the generalized algebraic eigenproblem (5).

Submatrices \( \mathbf{V}^{k+1} \) and \( \mathbf{P}^{k+1} \) (point 8) is derived using (4), (6). We apply the multithreaded version of dgemm procedure from Intel MKL for multiplication of dense matrices.

The Gram-Schmidt orthogonalization provides orthogonality of vectors in the submatrices \( \mathbf{V}^{k+1} \) and \( \mathbf{P}^{k+1} \) to the converged eigenmodes (point 9). The columns in \( \mathbf{V}^{k+1} \) as well as in \( \mathbf{P}^{k+1} \) can be independently orthogonalized against converged eigenmodes, therefore, this algorithm can be easily parallelized. Also, orthogonalization, made in point 4, can be easily parallelized. Unlike these algorithms, the Gram-Schmidt orthogonalization procedure applied to all columns of matrix \( \mathbf{Q} \) (point 6) has a strongly sequential nature and cannot be successfully parallelized.

We emphasize the fundamental differences between proposed method and LOBPCG.

1. BSPPCG method keeps constant the dimension of subspace \( m \), which does not depend on number of required
eigenmodes. This allows us to reduce the amount of core memory and computing time and makes proposed approach applicable for solution of large problems on desktops and laptops.

2. As soon as the vectors converge, we immediately remove them from the block and replace with new starting vectors. In many cases, this allows us to keep a linear independence of the columns in matrix Q.

3. If in spite of everything, linear dependencies between base vectors still appears, we make the full reorthogonalization of columns of the matrix Q.

4. We apply an efficient preconditioning for considered class of problems – incomplete Cholesky factorization by value developed in technique of sparse matrices [4].

III. NUMERICAL RESULTS

We consider example “stadium” taken from computational practice of SCAD Soft IT Company, developer of the SCAD FEA software, one of the most popular software used in the CIS countries for structural analysis and design, certified according to the regional norms.

We use computer with 16-core processor AMD Opteron 6276, 2.3/3.2 GHz, 64 GB DDR3 RAM, OS Windows Server 2008 R2 Enterprise SP1, 64 bit. The large amount of RAM allows us on application of incomplete Cholesky factorization for preparation of preconditioning with very small value of drop parameter \( \nu = 10^{-16} \) [4] and keep all data in core memory. In addition, 16 processor cores provide the opportunity to explore the speed-up of method when we increase the number of cores. The tolerance is accepted as \( tol = 10^{-3} \) – see (8).

The design model of stadium comprises 4 033 620 equations and consists of several types of finite elements: spatial frames, triangular and quadrilateral flat shell finite elements, elastic supports and rigid links One hundred eigenpairs are extracted (\( n = 100 \)). The large number of almost multiple natural vibration frequencies occurs due to local vibration modes of bars in spatial trusses.

For accepted values of \( \nu \), \( tol \) the number of iterations is 121 and number of reorthogonalizations, when Cholesky factoring of matrix \( M \) was failed, is 20. If there is at least one reorthogonalization, that means that LOBPCG method in version [10] would fail, since the columns of the matrix \( Q \), which are basis vectors, are linearly dependent. Reorthogonalization of columns in matrix \( Q \) allows us to successfully continue a computation process. The shortest computational time is achieved on 16 threads.

Table I presents the total time of eigenvalue analysis of considered problem using proposed BSPPCG method, shifted block PCG (SBPCG) method [5] and shifted block Lanczos (SBLANC) method [3]. Method SBLANC solves this problem in core memory using PARFES [6], [7] – one from fastest for today sparse direct solvers on shared memory computers.

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Total time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSPPCG</td>
<td>6 466</td>
</tr>
<tr>
<td>SBPCG</td>
<td>20 708</td>
</tr>
<tr>
<td>SBLANC (core mode)</td>
<td>6 228</td>
</tr>
</tbody>
</table>

The proposed BSPPCG demonstrates the solution time, which is slightly bigger than solution time of SBLANC method. The SBPCG method solves this problem considerably slower.

REFERENCES


Error analysis for the first-order Gaussian recursive filter operator

Ardello Galletti, Giulio Giunta
University of Naples “Parthenope”
Department of Science and Technology
Centro Direzionale, Isola C4, 80143, Naples, Italy
Email: {ardello.galletti, giulio.giunta}@uniparthenope.it

Abstract—Nowadays, recursive filters (RFs) are frequently used in several research fields. More in particular, Gaussian RFs offer a more efficient way for computing approximate Gaussian filters and Gaussian-based convolutions. The use of such recursive filters introduces many sources of errors. Among them, here we consider the filter truncation error, that is the error due to the transition from the starting filter operator to the RF approximating it. Since input and output signals have infinite dimensions, the analysis of the related filter operator involves infinite matrices. In this paper, starting from a summary of the comprehensive mathematical background, we consider the case of the first-order Gaussian recursive filter. Then, taking into account the matrix form of the related operator, we perform the error analysis and provide theoretical results that estimate the filter truncation error.

I. INTRODUCTION

In recent years, recursive filters have been frequently used in several fields. For example Gaussian RFs are usually involved in image processing [1], [2] and are also implemented for solving three-dimensional variational analysis schemes in data assimilation [3]. Moreover, they have been recently constructed specifically for the electrocardiogram denoising [4], [5], [6]. The idea of recursive filters is to approximate a given filter, or for example the convolution with the impulse response of such a filter, in a more efficient way. More in particular, among RFs, the Gaussian RFs are very efficient implementations that approximate Gaussian-based convolutions. Gaussian RFs can be constructed in several ways but, in this work, we deal just with the kind derived by Deriche [7] and Young and van Vliet (see [8], and the references therein). As is well known, Gaussian RF based algorithms, applied to a signal with compact support, generate unbounded distortions in the output signal boundary entries (a detailed explanation is in [8]). This is known as edge effect and, to the aim of removing it, theoretical tools (named boundary conditions) and implementative improvements have been proposed in literature [8], [9]. Here we are not interested in edge effects and only focus on the error due to the transition from the starting filter operator to the RF approximating it. We refer to this error as the filter truncation error. In this work, we are interested in studying the filter truncation error for the case of the first-order Gaussian recursive filter. The aim is to investigate on the quality of the approximation supplied by that filter. We underline that input and output signals have infinite dimensions, hence the analysis of the related filter operator will involve infinite matrices.

The paper is organized as follows. In Section 2, we give some mathematical preliminaries about the first-order Gaussian RF and also provide its matrix formulation. In Section 3, the analysis of the filter operator structure is carried out. In Section 4, we report the error analysis and provide an upper bound for the filter truncation error. Finally, conclusions in Section 5 close the paper.

II. MATHEMATICAL BACKGROUND

Let:

\[ s^{(0)} = \{s^{(0)}_j\}_{j \in \mathbb{Z}} = \{s^{(0)}_0, s^{(0)}_{-1}, s^{(0)}_{-2}, \ldots\} \]

be a input signal, \( s^{(0)}_0 \) can be thought of as a complex function defined on the set of integers, that is an element of the set of sequences of complex numbers \( \mathbb{C}^\mathbb{Z} \). Let \( g \) denote the Gaussian function with zero mean and standard deviation \( \sigma \). Let:

\[ \delta_j = \begin{cases} 1 & \text{if } j = 0 \\ 0 & \text{if } j \neq 0 \end{cases} \]

be the unit-sample. The Gaussian filter is a filter whose impulse response to the unit-sample, i.e. the output of such a filter when the input is \( \delta \), is the Gaussian function \( g \), or an approximation to it. Applying the Gaussian filter to the input \( s^{(0)} \) gives rise to a response that can be simply expressed by the discrete Gaussian convolution:

\[ s^{(g)}_j = (g \ast s^{(0)})_j = \sum_{t=-\infty}^{+\infty} g_{j-t}s^{(0)}_t, \quad \forall j \in \mathbb{Z}, \]

where:

\[ g_t \equiv g(t) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{t^2}{2\sigma^2} \right). \]

The expression in (2) can be conveniently rewritten by changing the index \( t \) of the summation in \( t-j \), and by making use of the symmetry \( g_t = g_{-t} \). We have:

\[ s^{(g)}_j = \sum_{t=-\infty}^{+\infty} g_t s^{(0)}_{j+t}, \quad \forall j \in \mathbb{Z}. \]

The entries \( s^{(g)}_j \) of \( s^{(0)} \) can be efficiently approximated by means of Gaussian RFs and \( K \)-iterated Gaussian RFs. A \( K \)-iterated \( n \)-order Gaussian RF filter computes the output
signal $s^{(K)}$, i.e. the $K$-iterate approximation of $s^{(g)}$, whose entries solve the infinite sequences of equations:

$$
p_{j}^{(k)} = \beta s_{j}^{(k-1)} + \sum_{t=1}^{n} \alpha_{t} p_{j-t}, \quad \forall j \in \mathbb{Z},
$$

(5)

$$
s_{j}^{(k)} = \beta p_{j}^{(k)} + \sum_{t=1}^{n} \alpha_{t} s_{j+t}, \quad \forall j \in \mathbb{Z}.
$$

(6)

The filter iteration counter $k$ goes from 1 to $K$ (number of filter iterations). For $K = 1$, the filter merely becomes an $n$-order Gaussian RF filter. Equations in (5) and (6) are conveniently referred to as the advancing and backing filters, respectively: when a Gaussian RF is implemented as an algorithm, the index $j$ must be treated in increasing order in the former and decreasing in the latter [8]. The values $\alpha_{t}$ and $\beta$ are called smoothing coefficients and satisfy the constraint:

$$
\beta = 1 - \sum_{t=1}^{n} \alpha_{t}.
$$

In a general setting they depend on $\sigma$, $n$ and $K$. In the following we consider just the first-order Gaussian RF with one-iteration only ($n = 1, K = 1$), for which equations (5) and (6) take the simplified form:

$$
p_{j} = \beta s_{j}^{(0)} + \alpha_{1} p_{j-1}, \quad \forall j \in \mathbb{Z},
$$

(7)

$$
s_{j} = \beta p_{j} + \alpha_{1} s_{j+1}, \quad \forall j \in \mathbb{Z}.
$$

(8)

The smoothing coefficients are given by:

$$
\alpha = 1 + E_{\sigma} -\sqrt{E_{\sigma}(E_{\sigma} + 2)}
$$

and:

$$
\beta = \sqrt{E_{\sigma}(E_{\sigma} + 2) - E_{\sigma}},
$$

with $E_{\sigma} = \sigma^{-2}$. The behaviour of $\alpha$ and $\beta$, as $\sigma$ varies, is shown in Figure 1. Using Taylor expansion arguments, we can observe that, for small $\sigma$, it is:

$$
\alpha = \frac{1}{2} \sigma^{2} - \sigma^{4} + \mathcal{O}(\sigma^{6}), \quad \text{for} \quad \sigma \to 0,
$$

while, for large $\sigma$, it is:

$$
\alpha = 1 - \sigma^{-1} \sqrt{2} + \mathcal{O}(\sigma^{-2}), \quad \text{for} \quad \sigma \to +\infty.
$$

By adapting the discussion in [3] to the case of the infinite dimension signals:

$$
\{ s_{j}^{(0)} \}_{j \in \mathbb{Z}}, \quad \{ p_{j} \}_{j \in \mathbb{Z}} \quad \text{and} \quad \{ s_{j} \}_{j \in \mathbb{Z}},
$$

we can rewrite, in matrix form, the advancing filter (7) as:

$$
Lp = s^{(0)},
$$

(11)

and the backing filter (8) as:

$$
Us = p.
$$

(12)

$L$ and $U$ are (bi)infinite matrices (matrices with infinite rows and columns, see [10] for notation and conventions), whose nonzero entries are:

$$
L_{i,i} = \frac{1}{\beta}, \quad L_{i,i-1} = -\frac{\alpha}{\beta}, \quad \forall i \in \mathbb{Z},
$$

(13)

$$
U_{i,i} = \frac{1}{\beta}, \quad U_{i,i+1} = -\frac{\alpha}{\beta}, \quad \forall i \in \mathbb{Z}.
$$

(14)

Moreover $L$ and $U$ are both Toeplitz, bidiagonal matrices and $U$ is the transpose of $L$, in the sense that:

$$
U_{i,j} = L_{j,i}, \quad \forall i, j \in \mathbb{Z}.
$$

(15)

The products in (11) and (12) can be thought of as multiplications of infinite matrices. Given two infinite matrices:

$$
A = \{ A_{i,j} \}_{i,j \in \mathbb{Z}} \quad \text{and} \quad B = \{ B_{i,j} \}_{i,j \in \mathbb{Z}},
$$

the matrix product $C = AB$ has entries expressed as the series:

$$
C_{i,j} = A_{i}B_{j} = \sum_{k=-\infty}^{+\infty} A_{i,k}B_{k,j},
$$

where $A_{i}$ and $B_{j}$ are sequences denoting a row of $A$ and a column of $B$, respectively. Now, substituting in equation (11) the expression of $p$ given in (12), we deduce that the output $s$ and the input $s^{(0)}$ of the first-order Gaussian RF satisfy:

$$
Ds = s^{(0)}, \quad \text{with} \quad D = LU.
$$

(16)

Then, to obtain the operator form for such a filter, we need just to invert the matrix $D$ in (16). For infinite matrices, many definitions of inverse are given. Here, we mean the matrix $A^{-1}$ as the inverse of an infinite matrix $A$, if and only if:

$$
AA^{-1} = A^{-1}A = I,
$$

where $I_{i,j} = \delta_{i,j}$, with $\delta_{i,j}$ as in (1). If $D$ has inverse $D^{-1}$, from (16) it trivially results:

$$
s = D^{-1}s^{(0)}.
$$

(17)

Equation (17) proves that the infinite matrix:

$$
F \overset{\text{def}}{=} D^{-1} = (LU)^{-1}
$$

(18)

acts as the operator related to first-order Gaussian recursive filter. In the next section we will provide the structure of $D$ and $F$.
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III. FILTER OPERATOR

We need the following results: the first lemma provides a formula, equivalent to (7) and (8), which expresses the output entries \( s_j \) in terms of the input entries \( s_j^{(0)} \), without using \( p_j \) values; the second lemma makes explicit the expression of the entries of the infinite matrix product \( LU \).

**Lemma III.1.** (Filter output entries representation) Let \( s, p_j \) and \( s_j^{(0)} \) be as in (7) and (8). If \( \beta = 1 - \alpha \) and \( |\alpha| < 1 \), then the output entries \( s_j \) are given by the series:

\[
s_j = \sum_{t=-\infty}^{\infty} c_t s_{j+t}^{(0)}, \quad \forall \ j \in \mathbb{Z},
\]

with:

\[
c_t = \frac{\beta}{1 + \alpha} |t|, \quad \forall \ t \in \mathbb{Z}.
\]

**Proof.** Let \( k \) be a positive integer. Combining the equation (7) in itself repeatedly, with indices \( j, j - 1, \ldots, j - (k - 1) \), we obtain inductively:

\[
p_j = \beta \sum_{m=0}^{k-1} \alpha^m s_{j-m}^{(0)} + \alpha^k p_{j-k}, \quad \forall \ j \in \mathbb{Z},
\]

and, since \( |\alpha| < 1 \), for \( k \to +\infty \) it is:

\[
p_j = \beta \sum_{m=0}^{\infty} \alpha^m s_{j-m}^{(0)}, \quad \forall \ j \in \mathbb{Z},
\]

Similarly, combining the equation (8) in itself, with indices \( j, j+1, \ldots, j+(k-1) \), we get:

\[
s_j = \beta \sum_{t=0}^{k-1} \alpha^t p_{j+t} + \alpha^k s_{j+k}, \quad \forall \ j \in \mathbb{Z},
\]

and, for \( k \to +\infty \) it is:

\[
s_j = \beta \sum_{t=0}^{\infty} \alpha^t p_{j+t}, \quad \forall \ j \in \mathbb{Z}.
\]

Hence, using (21) with \( j + i \) in (22), we obtain:

\[
s_j = \beta \sum_{t=0}^{\infty} \alpha^t \left( \beta \sum_{m=0}^{\infty} \alpha^m s_{j+m-t}^{(0)} \right) = \sum_{t=0}^{\infty} \sum_{m=0}^{\infty} \beta^t \alpha^{t+m} s_{j+m-t}^{(0)}, \quad \forall \ j \in \mathbb{Z}.
\]

Observing that, as \( l, m \) vary in \( 0, 1, \ldots \), \( t = l - m \) varies in \( \mathbb{Z} \), we can simplify the representation in (23) by collecting the coefficients of \( s_{j+l-m}^{(0)} = s_{j+l}^{(0)} \), for each fixed \( t \). Then, by means of a similar change of indices in (23), we get:

\[
s_j = \sum_{t=0}^{\infty} \left( \sum_{m=0}^{\infty} \beta^t \alpha^{t+2m} \right) s_{j+t}^{(0)}, \quad \forall \ j \in \mathbb{Z}.
\]

Finally, the thesis follows using \( \beta = 1 - \alpha \) and because of:

\[
\sum_{m=0}^{\infty} \beta^m \alpha^{t+2m} = \beta^2 \alpha^t \sum_{m=0}^{\infty} \alpha^{2m} = \frac{\beta^2}{1 - \alpha^2} \alpha^t = c_t.
\]
Proof. By comparing the series in (26) and (19), for each fixed $j \in \mathbb{Z}$, we get:

$$
\sum_{t=-\infty}^{\infty} F_{j,j+t}s_{j,t}(0) = \sum_{t=-\infty}^{\infty} c_t s_{j,t+1}.
$$

Therefore, by taking for all $t \in \mathbb{Z}$, the input signal $s_{j}(0)$ as the time shifted unit-sample with nonzero entry $s_{j,j}$, it follows:

$$
F_{j,j+t} = c_t, \quad \forall t \in \mathbb{Z}.
$$

Then, recalling (20) we obtain the thesis:

$$
F_{i,j} = F_{i,i+(j-i)} = c_{j-i} = \frac{\beta}{1 + \alpha} \alpha^{j-i}, \quad \forall i, j \in \mathbb{Z}.
$$

Another proof that $F$ actually acts as the inverse of $D$, can be obtained by verifying, by direct computation, that $DF = I$.

To do this, observe that from Lemma III.2, we have:

$$(DF)_{i,j} = \sum_{k=-\infty}^{\infty} D_{i,k} F_{k,j} = \sum_{k=i-1}^{i+1} D_{i,k} F_{k,j}.$$  

So, for $j = i + m$, it is:

$$(DF)_{i,i+m} = D_{i,i-1} F_{i,i-1,m} + D_{i,i-1} F_{i,i+1,m} + D_{i,i} F_{i,i+1,m},$$

and by exploiting (24) and (27), we get:

$$(DF)_{i,i+m} = \frac{-\alpha \alpha^{m+1} + (1 + \alpha^2) \alpha^m - \alpha m - 1}{\beta (1 + \alpha)}.$$  

For $j = i$, that is $m = 0$, (28) becomes:

$$(DF)_{i,i} = \frac{-\alpha^2 + (1 + \alpha^2) - \alpha^2}{\beta (1 + \alpha)} = \frac{1 - \alpha^2}{\beta (1 + \alpha)} = 1.$$

For $j > i$, that is $m \geq 1$, (28) becomes:

$$(DF)_{i,i+m} = \frac{-\alpha \alpha^{m+1} + (1 + \alpha^2) \alpha^m - \alpha m - 1}{\beta (1 + \alpha)} = \frac{-\alpha^m \alpha^{m+1} + (1 + \alpha^2) \alpha^m - 1}{\beta (1 + \alpha)} = 0.$$

For $j < i$, that is $m \leq -1$, (28) becomes:

$$(DF)_{i,i+m} = \frac{-\alpha \alpha^{m-1} + (1 + \alpha^2) \alpha^m - \alpha m + 1}{\beta (1 + \alpha)} = \frac{-\alpha^{m-1} + (1 + \alpha^2) \alpha^m - \alpha^m + 1}{\beta (1 + \alpha)} = 0.$$

IV. ERROR ANALYSIS

In this section we are interested in studying the error occurring when the Gaussian filter is substituted by the first-order Gaussian RF, namely the filter truncation error. Let $\| \cdot \|$ denote the sup-norm, defined for signals $f$ as:

$$
\|f\| = \sup_{k \in \mathbb{Z}} |f_k|,
$$

and for infinite matrices $A$ as:

$$
\|A\| = \sup_{f \in \mathbb{C}^Z, \|f\|=1} \|Af\| = \sup_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} |A_{i,j}|.
$$

Let denote by:

$$
\tau_j = s_j^{(g)} - s_j,
$$

the difference between the output entries of the Gaussian filter and the first-order Gaussian RF. We refer to:

$$
\tau = \|\{\tau_j\}_{j \in \mathbb{Z}}\| = \sum_{j \in \mathbb{Z}} |\tau_j|
$$

as the filter truncation error (f.t.e.). Before giving an upper bound for $\tau$, let us indicate by $V$ the infinite Gaussian matrix, with entries:

$$
V_{i,j} = g_{j-i}, \quad \forall i, j \in \mathbb{Z},
$$

where $g_i$ values are as in (3). Now, using the operator $V$, the equation (4) is compactly represented as:

$$
s^{(g)} = V s^{(0)}.
$$

Therefore, combining (17), (18), (29) and (32), we get:

$$
\{\tau_j\}_{j \in \mathbb{Z}} = s^{(g)} - s = V s^{(0)} - F s^{(0)} = (V - F) s^{(0)},
$$

that is the f.t.e. is simply obtained as the product of the filter operators difference and the input signal. Starting from (33) we can prove the following main result.

Theorem IV.1. (Filter truncation error) Assume that $\|s^{(0)}\| \leq S$ and let $V$ be the same as in (31). Then, for the f.t.e. defined in (29) and (30), it holds that:

$$
\tau \leq \kappa \cdot S,
$$

with:

$$
\kappa = \|V - F\| = \sum_{t=-\infty}^{\infty} |g_t - c_t|.
$$

and $g_t$ and $c_t$ as in (3) and (20), respectively.

Proof. Immediate by construction. The proof of (34) is as follows. From (30) and (33) it is:

$$
\tau = \|(V - F)s^{(0)}\| \leq \|V - F\| \cdot \|s^{(0)}\| = \kappa \cdot S.
$$

To complete the proof, we need just to prove (35). From (20) and (27) we deduce that $\forall i, t \in \mathbb{Z}$ it is:

$$
F_{i,i+t} = \frac{\beta}{1 + \alpha} \alpha^{i+t} - i = \frac{\beta}{1 + \alpha} \alpha^{|t|} = c_t.
$$

Then, changing the summation index $j$ in $i + t$, and by using (31), we get the thesis:

$$
\kappa = \|V - F\| = \sup_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} |V_{i,j} - F_{i,j}|
$$

$$
= \sup_{i \in \mathbb{Z}} \sum_{t=-\infty}^{\infty} |V_{i,i+t} - F_{i,i+t}| = \sup_{i \in \mathbb{Z}} \sum_{t=-\infty}^{\infty} |g_t - c_t|
$$

$$
= \sum_{t=-\infty}^{\infty} |g_t - c_t|.
$$

The previous result proves that, without considering the order of magnitude $S$ of the input signal, the factor $\kappa$ behaves
like a physical limit in the accuracy provided by the first-order Gaussian RF in approximating the Gaussian convolution. Then, for investigating on the f.t.e., and completing the error analysis, we can limit our discussion to the behaviour of $\kappa$. Recalling (3), (9), (10) and (20), we deduce that coefficients $g_t$ and $c_t$ depend on $\sigma$ and $t$, making $\kappa$ dependent just on $\sigma$. We remark that if $g_t - c_t$ was of constant sign, for example $g_t - c_t \geq 0$, $\forall t \in \mathbb{Z}$, then we would simply have:

$$
\kappa = \sum_{t=-\infty}^{\infty} g_t - \sum_{t=-\infty}^{\infty} c_t = \sum_{t=-\infty}^{\infty} g_t - 1 \leq \frac{1}{\sigma \sqrt{2 \pi}},
$$

(37)

where the last inequality arises from:

$$
\sum_{t=-\infty}^{\infty} g_t \leq 1 + \frac{1}{\sigma \sqrt{2 \pi}}.
$$

This bound can be easily proved exploiting the monotonicity properties of the Gaussian function:

$$
g_t \leq \int_{t-1}^{t} g(x)dx, \quad \forall t = 1, 2, \ldots,
$$

and the symmetry $g_t = g_{-t}$. Indeed, we have:

$$
\sum_{t=-\infty}^{\infty} g_t = g_0 + 2 \sum_{t=1}^{\infty} g_t \leq \frac{1}{\sigma \sqrt{2 \pi}} + 2 \sum_{t=1}^{\infty} \int_{t-1}^{t} g(x)dx = \frac{1}{\sigma \sqrt{2 \pi}} + 2 \int_{0}^{\infty} g(x)dx = \frac{1}{\sigma \sqrt{2 \pi}} + 1.
$$

However, in general, the coefficients $g_t - c_t$ change sign as $t$ varies. An example of this fact is in Figure 2, where $g_t - c_t$ values are obtained for $\sigma = 100$. Consequently, (37) cannot be proved and $\kappa$ is not bounded by $1/(\sigma \sqrt{2 \pi})$. In fact, the behaviour of $\kappa$, as $\sigma$ varies in $[0.05, 50,000]$, is shown in Figure 3. The figure highlights that $\kappa$ takes its minimum values $\kappa_{\min} = 0.05$ for $\sigma \approx 0.47$ and, except for values of $\sigma$ in a small interval ($[0.37, 0.60]$), is always greater than 0.25. Moreover, we observe the following asymptotic behaviours:

- for small values of $\sigma$, $\kappa$ seems to be unbounded and to increase like $1/\sigma$. This trend is consistent with (37) and is easily proved. Observing that $\alpha > 0$ implies:

$$
c_0 = \frac{\beta}{1 + \alpha} = 1 - \frac{\alpha}{1 + \alpha} < 1,
$$

for $\sigma < 1/\sqrt{2 \pi}$ is 0.398, it is:

$$
\frac{1}{\sigma \sqrt{2 \pi}} - 1 \leq g_0 - c_0 = |g_0 - c_0| \leq \kappa.
$$

- for $\sigma$ large enough, ($\sigma > 3.4$), $\kappa$ becomes indeed constant and takes nearly the asymptotic value:

$$
\kappa_\infty = \lim_{\sigma \to \infty} \kappa \approx 0.28.
$$

This is the empirical evidence that (37) does not hold true for all $\sigma$. The value $\kappa_\infty$ can be found observing that, for large $\sigma$, $\kappa$ can be accurately approximated by the integral:

$$
\int_{-\infty}^{\infty} |g(t) - c(t)|dt,
$$

where $g$ is the Gaussian function, and $c$ is the function:

$$
c(t) = \frac{\beta}{1 + \alpha} t, \quad \forall t \in \mathbb{R}.
$$

To compute the integral, we need to establish when $g - c$ changes sign. Figure 2 shows that, for $\sigma = 100$, $g - c$ has 4 zeros (two pairs: $\pm t_1$, $\pm t_2$) and that changes sign 4 times. That is what actually happens for each large enough $\sigma$. Indeed, using the approximations:

$$
\alpha \approx 1 - \frac{\sqrt{2}}{\sigma}, \quad \beta \approx \frac{\sqrt{2}}{\sigma}, \quad \frac{1}{1 + \alpha} \approx \frac{1}{2}, \quad 1 - \frac{\sqrt{2}}{\sigma} \approx \exp \left( -\frac{\sqrt{2}}{\sigma} \right),
$$

we obtain:

$$
c(t) \approx \frac{\sqrt{2}}{\sigma} \left( 1 - \frac{\sqrt{2}}{\sigma} \right)^{|t|} \approx \frac{1}{\sigma \sqrt{2}} \exp \left( -\sqrt{2} \frac{|t|}{\sigma} \right) = \tilde{c}(t).
$$

Solving $g(t) = \tilde{c}(t)$ for $x = |t|/\sigma$, we get:

$$
\frac{1}{\sigma \sqrt{2 \pi}} \exp \left( -\frac{x^2}{2} \right) = \frac{1}{\sigma \sqrt{2}} \exp \left( -\sqrt{2} x \right),
$$

from which, taking the logarithms:

$$
-x^2 - \ln \pi = -2x \sqrt{2},
$$

and so:

$$
x_1 = \sqrt{2} - \sqrt{2 - \ln \pi} = 0.489, \quad \text{and} \quad t_1 = x_1 \sigma,
$$

and:

$$
x_2 = \sqrt{2} + \sqrt{2 - \ln \pi} = 2.339, \quad \text{and} \quad t_2 = x_2 \sigma.
$$
Finally, the value $\kappa_\infty$ is achieved exploiting the symmetry and the sign of $|c - g|$. We have:

$$
\kappa_\infty = 2 \int_0^{+\infty} |g(t) - \tilde{c}(t)| dt + 2 \int_{-\infty}^{x_1\sigma} (g(t) - \tilde{c}(t)) dt + 2 \int_{x_2\sigma}^{+\infty} (\tilde{c}(t) - g(t)) dt = 0.28,
$$

where, after changing the variable of integration $\tau = t/\sigma$ and specifying computations, one can see that the values of the integrals are no longer dependent on $\sigma$. In conclusion, our analysis has pointed out that, except for a small subinterval of $\sigma$ values, the bound $\kappa$ of the filter truncation error is never significantly small. Then we can state that the first-order Gaussian RF, when used in a single iteration, does not offer a good approximation of the Gaussian convolution.

V. CONCLUSIONS

In this work, we have given mathematical preliminaries and definitions about Gaussian RFs by focusing on the first-order Gaussian RF. For this filter we have studied the related matrix operator, by providing a complete description of its structure. Then, we have studied the associated filter truncation error and, exploiting the structure operator, we have given a theoretical error upper bound. This result has been used to investigate about the quality of the approximation supplied by that filter and has allowed to conclude that, in general, this filter is not very accurate.
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Abstract—3D Electrical Capacitance Tomography provides a lot of challenging computational issues that have been reported in the past by many researchers. Image reconstruction using deterministic methods requires execution of many basic operations of linear algebra. Due to significant sizes of matrices used in ECT for image reconstruction and the fact that best image quality is achieved by using algorithms of which significant part is FEM and which are hard to parallelize or distribute. In order to solve these issues a new set of algorithms had to be developed.

I. INTRODUCTION

ELECTRICAL Capacitance Tomography (ECT) is a relatively new imaging technique that can be used for non-invasive visualization in industrial applications in 2D, 3D and even 4D dynamic mode. ECT is performing the task of imaging of materials with a contrast in dielectric permittivity by measuring capacitance from a set of electrodes (Fig. 1). Among other non-invasive imaging techniques, ECT is characterized by much higher temporal resolution than Magnetic Resonance Imaging, Computed Tomography etc.

Unfortunately to achieve best image quality in 3D image reconstruction complex algorithms have to be used, especially ones that use large sensitivity matrices, Finite Element Method as well as neural networks approach [3].

In this article the authors have focused on accelerating non-linear image reconstruction algorithms, that are based on Finite Element Method and use sparse matrices to store data. We show that it is indeed possible to parallelize such algorithm and achieve significant speed-up, as well as develop them in such a way, to be able to use them in a distributed, heterogeneous computational system.

A. Image reconstruction in ECT

The scheme of image synthesis in Electrical Capacitance Tomography is called image reconstruction. It is based on solving the so called inverse problem, in which the spatial distribution of electric permittivity from the measured values of capacitance C is approximated. We can distinguish two types of image reconstruction algorithms. Firstly there are linear algorithms, which, because of higher temporal resolution, are used for monitoring fast-varying industrial process applications, like oil-gas flows in pipelines [1] or gravitational flows and discharging of silo [9] and non-linear algorithms, which allow reconstructing images with higher quality. Afterwards, reconstructed images can be analysed using either state of the art algorithmic approach, such as fuzzy-logic based classification [1] or by using a novel method of applying crowdsourcing [2], in order to determine, for example, flow characteristics.

II. NON-LINEAR RECONSTRUCTION ALGORITHMS

Non-linear three-dimensional image reconstruction in 3D capacitance tomography is a complex numerical problem, saturated with linear algebra transformations. During this iterative calculation process a set of parameters is determined, that is necessary for proper reconstruction of three-dimensional tomographic image optimization. The general idea of the algorithm is presented in Figure 2. One of the three key stages of the iterative process of reconstruction is a forward problem involving setting up a simulated vector based on a given spatial distribution of dielectric permittivity. The accuracy of the forward problem solution has a significant impact on the quality and speed of image reconstruction, and depends on the method of its determination. Most often forward problem is determined numerically using the Finite Element Method (FEM) based on a numerical model of a capacitance sensor. The authors have focused primarily on developing methods for accelerating the
calculations using algorithms developed specifically for use with sparse matrices (CULA library, CUSP). This made it possible to develop proprietary parallel computing algorithms (as a set of functions and procedures), dedicated to specific processing of tomographic data. Developed methods allow reconstructing three-dimensional images by using relatively fast methods of solving sparse matrix equations (AMG method - Algebraic Multi Grid, the Jacobi method and the Conjugate Gradient algorithm), which are computed on graphic processors.

\[ Y = A^TBA \]  

where:
- \( A \) - shape functions gradients matrix
- \( B \) - matrix of normalized mesh volumes
- \( A^T \) - transposed shape functions gradients matrix

The next step of the algorithm is processing of the input data matrix and selecting the rows corresponding to each electrode - known potential in nodes describing the electrode. Then the matrix is preconditioned using either Jacobi or Algebraic Multi-Grid method. This makes it possible to solve the equation (1) using a Conjugate Gradients Method. Once this is done the resulting matrix is supplemented with data from the Dirichlet boundary conditions. The last step of the algorithm is to determine the vector of simulated measurements using Gauss’ law described by the formula:

\[
C_{eg} = \iiint_{\Omega} \varepsilon(x,y,z) \text{grad}[\varphi(x,y,z)] \, d\Omega
\]

where:
- \( C_{eg} \) – Capacitance between electrodes \( e \) and \( g \)
- \( \varepsilon(x,y,z) \) – distribution of electric permitivity
- \( \varphi(x,y,z) \) – distribution of potential
- \( \varphi_e \) – electric potential on electrode \( e \)
- \( \varphi_g \) – electric potential on electrode \( g \)
- \( x,y,z \) – cartesian coordinates

**A. Finite Element Method**

Image reconstruction algorithms using the Finite Element Method are often used in 3D Electrical Capacitance Tomography because of the possibility of obtaining a more accurate solution to the forward problem than linear algorithms, which in turn can improve spatial resolution of resulting 3D images. A major drawback of this method, however, is its large computational complexity. The authors have developed a number of proprietary software algorithms, which are designed to significantly reduce the time of image reconstruction using the Finite Element Method, through the implementation of parallel computing for sparse matrices and calculations in a heterogeneous and distributed environments.

Main idea of the developed algorithm is to obtain the solution (electric field distribution) given in the form of equation:

\[ \varphi = Y^{-1}F \]  

where:
- \( \varphi \) - is a sought distribution of the electric field - represented by the spatial distribution of nodal potential - partial solution of the forward problem in capacitance tomography;
- \( Y \) - is a transformation matrix, built according to the geometric dependencies of sensor model mesh and Neumann boundary conditions;
- \( F \) - is the extortion vector, defining the given Dirichlet boundary conditions

The first step of the algorithm is to pre-process the input data and store it as a set of sparse matrices. Then, in order to obtain \( Y \), matrix decomposition is performed as described by the equation:

**B. Computations using sparse matrices**

The operation of multiplying three matrices, represented by the formula (2), is an integral part of the Finite Element Method for 3D ECT. This action, however, is characterized by high computational complexity. Moreover, the stiffness matrices \( Y \), generated by numerical models of 3D ECT sensors, are too large to fit entirely in RAM of graphics cards. However, the number of non-zero elements is relatively small in relation to the dimensions. Thus, it is possible to treat them as sparse matrices to reduce memory usage.

There are many formats for storing sparse matrices. Among them the most common formats are CSC (Compressed Sparse Column) and CSR (Compressed Sparse Row). The authors decided to use CSR format because it allows, in most cases, for optimal access to the data stored in GPU memory. Reading and writing data is usually done in a row-major manner, which is optimal for most architectures of CPUs and GPUs. Saving sparse matrix in the CSR format is, for the same reason, not optimal for multiprocessing, as there needs to be a way of quickly accessing the columns of the matrix without causing
uncoalesced reads/writes from GPU memory. This situation arises when data must be read in a manner that does not comply with optimal memory access for specific hardware and cannot be obtained in one transaction. The impact of this phenomenon on the speed of computations is highly dependent on the hardware architecture of the GPU, however, it is always significant.

In order to significantly reduce this problem the authors have introduced a hybrid format, called Hybrid Compressed Sparse Row-Column (H-CSRC), comprised of both the records of CSR and CSC. Depending on the needs, data can be accessed in either row or column-major manner, while minimizing memory operation and maintaining compatibility with other algorithms.

Multiplication of three sparse matrices has been implemented as a single operation. This approach allows for optimal use of local and private memory on the GPU, in order to increase the speed of calculations. In this algorithm, it is necessary to use the local memory, shared by thread groups, to minimize the number of global memory accesses.

In 3D ECT it is particularly important to optimize each of the algorithms for the speed of execution. Hence the authors have developed a special version of three matrix multiplication algorithm, which takes into account all the specific properties of the matrix calculations in the 3D ECT, as defined by equation (2). There are three main properties of the input data, specific to the ECT, that allow for further optimizations:

- Items in the matrix $B$ have a non-zero values on the main diagonal only. In addition, they repeat in sets of three, which is due to the specificity of the input data.
- The output array is symmetrical along its main diagonal, which, using proper element indexing, can reduce the number of operations almost by half.
- Due to the nature of the calculations, the amount of output elements and their position, does not change during the execution of the program, assuming the immutability of input data distribution. Hence this can be determined before the execution of the program and put into the algorithm as a map of elements to instantly skip the input matrix elements, which are known a priori to not produce results.

C. Parallelization

The first variant of image reconstruction algorithm using the Finite Element Method is the reconstruction in the local system. As it constitutes a platform for further modifications it was necessary to design and implement a solution, that would be also applicable in multi-GPU [4], as well as distributed systems. To ensure efficient 3D image reconstruction the proposed algorithm includes data caching solutions. This issue is particularly important in the case of heterogeneous systems. In most 3D ECT systems measurement data is collected with higher frequency than it can be reconstructed. Moreover, because of the asynchronous nature of the developed solution, based on the commissioning of tasks to local GPUs using CUDA technology, as well as remote computing nodes, delays can accumulate, therefore there is a need for their elimination by buffering systems. All the algorithms have been designed, implemented and optimized from the start as a solution suited to multi-GPU and distributed systems. Due to the specific nature of the computations the most optimal solution is to start a separate thread for each GPU in the system, that are synchronised when reading the results.

![Fig. 3. Algorithm for calculating solution to forward problem using multiple GPUs](image-url)

All the algorithms, developed by the authors, were designed to function in systems with multiple GPUs. Thus a natural direction for obtaining a further acceleration of computations is to perform non-linear 3D image reconstruction in a distributed system, which tends to have a higher degree of heterogeneity than the local systems.

The main idea of the developed algorithm is, that each GPU inside the compute calculates the solution to forward problem for one or more electrodes, by assigning to each GPU calculations specific to the selected electrode of the system, where all the GPU compute the result of a single image reconstruction (Fig. 3). This approach allows for more precise control of tasks allocation. This in turn enables its use in distributed systems with a high degree of heterogeneity. This solution also allows for potential reduction in overall system response time, since all nodes perform calculation for a single output image. Therefore, the task of caching is greatly simplified, and the image can be displayed on the screen without introducing delays larger than the reconstruction time for a single image. The disadvantage of this solution is, however, that it limits the scalability of a distributed system, since the total number of graphics processors cannot be greater than the number of electrodes.
III. RESULTS

The research conducted on ECT algorithms [6] has shown that, although, dynamic development of GPU computing performance and its recent application for image reconstruction in ECT has significantly improved calculations time, in modern systems a single GPU is not enough to perform many tasks [7]. As a result multiple GPUs have to be used to accelerate calculations [5]. Thus, the authors are proposing a distributed, multi-node, multi-GPU heterogeneous system with a software layer that will allow use of multiple computers with fast GPUs to perform calculations across network connection [5]. The developed system, based on the proprietary KISDC networking platform [8], is designed to fully exploit parallel performance of all devices that the nodes are equipped with. Such architecture is very scalable and makes it possible to increase computation performance by adding new network nodes. Reconstruction algorithm verification tests were conducted using real measurement data, recorded during the research under Ministry of Education grant number 4664/B/T02/2010/38, using semi-industrial installation. Due to the nature of calculations using the graphics processors, the stability of execution times is lower than for algorithms executed on the CPU. Therefore, all of the results shown in this paper represent the worst case scenario - the lowest number of reconstructed images per second, achieved during testing.

All the results achieved with GPUs were compared with the performance of algorithms executed on the CPU, implemented using optimized BLAS libraries (Basic Linear Algebra Subprograms), compiled with Intel compiler and optimized for the tested CPU architecture.

A. Non-linear algorithms - local system

Reconstruction tests using non-linear algorithms and multiple graphics processors at the same time were carried out using NVIDIA Tesla C2070 card and NVIDIA Tesla S1070-400 computing server, which has four graphics cores (Table I.). Verification of developed solutions in this case was performed for 1, 2, and 4 GPUs. The division of tasks between the graphics processors was done by creating a new thread for each GPU. As a result, it was possible to separate the control flow of the application from computations, thus allowing for asynchronous commission of tasks to the GPUs. Tests were performed for 10 iterations of non-linear reconstruction algorithm. The test results are presented as the number of images obtained per second.

III. RESULTS

The research conducted on ECT algorithms [6] has shown that, although, dynamic development of GPU computing performance and its recent application for image reconstruction in ECT has significantly improved calculations time, in modern systems a single GPU is not enough to perform many tasks [7]. As a result multiple GPUs have to be used to accelerate calculations [5]. Thus, the authors are proposing a distributed, multi-node, multi-GPU heterogeneous system with a software layer that will allow use of multiple computers with fast GPUs to perform calculations across network connection [5]. The developed system, based on the proprietary KISDC networking platform [8], is designed to fully exploit parallel performance of all devices that the nodes are equipped with. Such architecture is very scalable and makes it possible to increase computation performance by adding new network nodes. Reconstruction algorithm verification tests were conducted using real measurement data, recorded during the research under Ministry of Education grant number 4664/B/T02/2010/38, using semi-industrial installation. Due to the nature of calculations using the graphics processors, the stability of execution times is lower than for algorithms executed on the CPU. Therefore, all of the results shown in this paper represent the worst case scenario - the lowest number of reconstructed images per second, achieved during testing.

All the results achieved with GPUs were compared with the performance of algorithms executed on the CPU, implemented using optimized BLAS libraries (Basic Linear Algebra Subprograms), compiled with Intel compiler and optimized for the tested CPU architecture.

A. Non-linear algorithms - local system

Reconstruction tests using non-linear algorithms and multiple graphics processors at the same time were carried out using NVIDIA Tesla C2070 card and NVIDIA Tesla S1070-400 computing server, which has four graphics cores (Table I.). Verification of developed solutions in this case was performed for 1, 2, and 4 GPUs. The division of tasks between the graphics processors was done by creating a new thread for each GPU. As a result, it was possible to separate the control flow of the application from computations, thus allowing for asynchronous commission of tasks to the GPUs. Tests were performed for 10 iterations of non-linear reconstruction algorithm. The test results are presented as the number of images obtained per second.

All the tests were performed using the developed task division algorithm, by assigning each GPU calculations for a specific set of electrodes (Fig. 3). Moreover, verification was conducted using an optimized version of this algorithm, which enables asymmetric division of compute jobs between the units. Based on the known efficiency parameters, each GPU was assigned with solving the forward problem for appropriate number of electrodes. For example, by using two GPUs - Tesla C2070 card and a single GPU from Tesla S1070 accelerator, the C2070 card computes solution for 18 electrodes, and the S1070 GPU for the remaining 14. The results for this configuration are shown in Table II and in Figure 4.

As can be seen from Table II and Fig. 4, the use of multiple GPUs allowed to accelerate a non-linear image reconstruction by up to seventeen times for the two graphics processors and 28-fold in the case of four GPU compared to calculations using traditional algorithms executed on a CPU.

B. Non-linear algorithms - distributed system

Image reconstruction tests in distributed environment were performed using two HPC nodes code named: Dave and Hal. Their full specification is shown in Table I. In this case verification was performed for a total of 6 GPUs - four in HPC Hal (Tesla C2070 + Tesla S1070) and two in HPC Dave (2x Nvidia GTX 570). As it was in the case with computations in the local system all the tests were performed using task allocation based on number of electrodes. The data was sent between the nodes using KISDC networking layer, developed specifically by the authors for use in distributed
image reconstruction in 3D ECT. All the results for these tests are presented in Table III and in Figure 5.

Using the distributed system for image reconstruction purposes the authors were able to speed-up the computations compared to local system by up to 20%. There was however one exception - for the image vector size of 20499. In this case the computations on a distributed system were slower than in local environment. This was caused by a combination of overheads resulting from synchronisation and network delays.

Moreover, because of the specifics of GPU computations it is common to come across a combination of input data sizes and algorithm logic that will cause overall slow-down in specific cases. Nevertheless, the authors are sure that further work on the developed algorithms will result in even better results in the future.

**IV. Conclusion**

As a part of the research authors have developed a flexible, distributed computing system, intended for tomographic image reconstruction process. For both the linear and non-linear reconstruction algorithms parallel architecture developed by the authors is designed in such a way that it can be scaled to any number of computing nodes, assuming that the network medium is not a limiting factor. Performance tests have shown that the practical application of parallel algorithms executed on GPU allows for a 28-fold increase in the rate of performing calculations in the case of non-linear algorithms, compared to the optimized, sequential versions of algorithms.

Further research will also address challenges of calculations in heterogeneous and distributed environments. This work will be aimed at reducing delays, and therefore the response time of the system, due to the transmission of data over the network, as well as overall optimizations to increase the stability of the proposed solution. In addition, the authors are carrying out further work on the system, and the concept of complete reconstruction, utilizing both linear and non-linear algorithms, on the remote nodes. Ultimately, this will enable the transfer of all calculations to remote servers, connected to the data acquisition system over the Internet, thereby allowing monitoring and control of the industrial processes using smartphones or other mobile devices.
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<table>
<thead>
<tr>
<th>Elements in image vector</th>
<th>Local system 4 GPUs</th>
<th>Distributed system 4+2 GPUs</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>8488</td>
<td>0.0349</td>
<td>0.0381</td>
<td>1.09</td>
</tr>
<tr>
<td>20499</td>
<td>0.0210</td>
<td>0.0198</td>
<td>0.94</td>
</tr>
<tr>
<td>60896</td>
<td>0.0074</td>
<td>0.0086</td>
<td>1.16</td>
</tr>
<tr>
<td>87172</td>
<td>0.0053</td>
<td>0.0059</td>
<td>1.20</td>
</tr>
<tr>
<td>157264</td>
<td>0.0028</td>
<td>0.0034</td>
<td>1.20</td>
</tr>
</tbody>
</table>
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Abstract—Because the numerical solution of initial value problems (IVPs) of systems of ordinary differential equations (ODEs) can be computationally intensive, several parallel methods have been proposed in the past. One class of modern parallel IVP methods are the peer methods proposed by Schmitt and Weiner, some of which are publicly available in the software package EPPEER released in 2012. Since they possess eight independent stages, these methods offer natural parallelism across the method suitable for the typical numbers of CPU cores in modern multicore workstations. EPPEER is written in FORTRAN95 and uses OpenMP as parallel programming model.

In this paper, we investigate the influence of the locality of memory references on the scalability of method- and system-parallel explicit peer methods. In particular, we investigate the interplay between the linear combination of the stages and the function evaluations by applying different program transformations to the loop structure and by evaluating their performance in detailed runtime experiments. These experiments point out that loop tiling is required to improve cache utilization while still allowing the compiler to vectorize along the system dimension.

To show that for certain classes of right-hand-side functions a stage-parallel execution is not optimal, and to enhance the scalability of the peer methods to core numbers larger than the number of stages of a method, system-parallel implementations have been derived. Runtime experiments show that there are IVPs for which these new implementations outperform stage-parallel implementations on numbers of cores less than or equal to the number of stages. Moreover, by exploiting the ability to utilize higher core numbers, higher speedups than the number of stages have been reached.

I. INTRODUCTION

This paper considers a class of parallel solution methods for initial value problems (IVPs) of systems of ordinary differential equations (ODEs), defined by

\[ y'(t) = f(t, y(t)), \quad y(t_0) = y_0, \quad t \in [t_0, t_e], \]  

where \( f : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n \) is the right-hand-side function defining the ODE system, \( t \in \mathbb{R} \) is the independent variable, usually denoting "time", \( y : \mathbb{R} \to \mathbb{R}^n \) is the solution function to be computed within the integration interval \([t_0, t_e] \subseteq \mathbb{R}, \) and \( y_0 \) is the initial value, i.e., the value of \( y \) at time \( t_0. \)

Many ODE IVPs do not have an analytical solution and must be solved numerically. The classical numerical approach, which is also used by the class of methods considered in this paper, applies a time-stepping procedure that starts at \( t_0 \) and walks through the integration interval, computing a new approximation value \( y_{mn} \approx y(t_m) \) at each time step \( m = 1, 2, \ldots \) until \( t_e \) is reached. A detailed treatment of the subject can be found in [1].

Because the numerical solution of ODE IVPs often is computationally intensive, several methods with potential for parallelism have been proposed. Usually, these methods are classified as exploiting parallelism across the method, parallelism across the system, and parallelism across time (also called parallelism across the steps), see [2] for an overview of classical parallel ODE methods.

This paper considers the explicit parallel two-step peer methods provided as part of the EPPEER software package [3]. Peer methods have been introduced by Schmitt and Weiner in 2004 [4]. The explicit methods included in EPPEER, which has been released in 2012, are described in [5], [6], [7]. These methods possess up to 8 independent stages, which can be computed in parallel on different cores. Hence, they are an example for methods providing parallelism across the method, which can be exploited without a (possibly difficult) parallelisation of the right-hand-side function. However, as the authors of EPPEER note, additional parallelisation across the system is possible for larger numbers of cores, but this functionality is currently not part of the EPPEER package and has not been investigated yet.

In their tests of the parallel performance of the explicit two-step peer methods, the authors of EPPEER notice that near-optimal speedups are possible for expensive right-hand-side functions, while the speedups observed for cheap right-hand-side functions were less satisfactory [6], [8]. They attribute this behavior to a part of the time step where a linear combination of vectors is computed [6], [8].

In this paper, we investigate the reasons for the lower performance of cheap right-hand-side functions in detail and identify the locality of memory references of the linear combination but also the interplay between the locality of the linear combination and the locality of the function evaluations as the main performance limiters. As part of this investigation, we apply several different program transformations to the loop structure of the peer methods and evaluate their effect on locality and scalability using runtime experiments on two
different hardware architectures. In particular, we make use of loop tiling to exploit both temporal and spatial locality while still enabling the compiler to vectorize the loops over the system dimension. In addition to the parallelization over the stages, we also investigate system-parallel implementations. The goal of this is not only to enable the use of larger numbers of processor cores, but primarily to compare the locality behavior and the scalability of a system-parallel and a stage-parallel execution on small numbers of cores. In particular, we are interested in the question whether a system-parallel or a stage-parallel execution is more efficient for IVPs with a cheap right-hand-side function.

The rest of the paper is structured as follows: Section II discusses related work. Section III describes the mathematical structure of peer methods. Section IV investigates the influence of the loop structure on locality and scalability. Section V considers the interplay of the function evaluations and the system-parallel execution. The last two sections conclude the article.

II. BACKGROUND AND RELATED WORK

A. Parallel ODE Methods

The numerical solution of ODE IVPs can be computationally intensive. Therefore, many solution methods with potential for parallelism have been proposed. Most of the fundamental work on parallel ODE methods dates back to the 1980s and 1990s; an overview and further references can be found in [2].

Parallelism across time is generally difficult to obtain for IVPs because there needs to be an information flow from the initial value at \( t_0 \) to the end of the integration interval \( t_e \). There are, however, promising approaches based on the Picard iteration, e.g., Parareal methods [9]. Most of the parallel ODE methods proposed concentrate on parallelism across the method, i.e., they provide a small number of independent coarse-grained computational tasks inherent in the computational structure of the method, for example, independent stages. Examples are Parallel Adams–Bashforth (PAB) and Parallel Adams–Moulton (PAM) methods [10], which belong to the class of general linear methods [1], parallel iterated RK (PIRK) methods [2], and extrapolation methods [1], [2]. Basically, all IVP methods possess a natural potential for parallelism across the ODE system, because usually the equations of the ODE system can be distributed to different processor cores. Of course, this approach is only feasible for reasonably large ODE systems.

One implementation strategy aiming at parallelism across the systems is the use of parallel linear algebra operations which are parallelized along the system dimension. The project Odeint [11], for example, which is part of the Boost C++ library, contains several IVP methods and allows the use of different sequential or parallel state vector types. Another example of this type of parallelism is the PETSc library [12], which targets partial differential equations (PDEs), but also contains several ODE IVP solvers. One disadvantage of this approach is that parts of the code outside the linear algebra operations are not parallelized, and parallel performance tuning cannot be applied to the IVP solver as a whole.

System-parallel implementations covering all parts of a time step have been investigated in [13] for embedded RK methods and in [14] for PIRK methods.

Waveform relaxation methods [2] are especially tailored for a system-parallel execution of large ODE systems as they arise in the simulation of electrical circuits. They use the Picard iteration to decouple the equations of the ODE system and thus avoid synchronization and communication between cores. However, similar to Parareal methods, they have to deal with a possibly slow convergence of the Picard iteration.

The subject of this paper are explicit parallel two-step peer methods, which show similarities in their computational structure to PIRK methods and Parallel Adams methods. It investigates the locality and scalability of these methods when exploiting either method or system parallelism.

B. Performance Optimization

Computer systems are becoming more and more complex and make use of parallelism at various levels. To hide the increasing complexity, modern CPUs and compilers contain many mechanisms and techniques that aim at providing most of the available performance of the hardware in a transparent way to the application programmer. For example, CPUs contain multiple execution units, which can work in parallel, and they use dynamic instruction scheduling and simultaneous multithreading (SMT) to increase the utilization of the execution units. Modern compilers try to automatically unroll and vectorize loops to make use of SIMD (single instruction multiple data) extensions such as SSE and AVX [15].

Practically all modern CPUs used in high-performance computing possess a deep memory hierarchy with usually two or three levels of cache to temporarily store and reuse data read from or written to the external, slower main memory, thus hiding most part of the latency time that would otherwise be needed to access the main memory. In multi-core CPUs, the higher cache levels are often shared between several cores. To obtain maximum performance on a hardware platform with memory hierarchy, it is crucial to optimize the locality of memory references.

In the field of compiler design, efficient use of the memory hierarchy is tried to be achieved by reordering compute intensive loops in the source code. Loop tiling is considered as one of the most successful techniques. An important analytical model are cache miss equations [16], which can be used to estimate the effects of loop transformations. To analyze the dependencies of loops and to perform loop transformations, often the polyhedral model is used, e.g., [17]. A simple, but insightful visual model for the performance of computer programs on modern multi-core architectures is the roofline model [18]. A generalization of the roofline model to cover deep memory hierarchies is the execution cache memory (ECM) model [19].

To overcome the limits of static code analysis, some compiler-based approaches introduce source code annotations...
[15] or propose domain specific languages (DSLs), which are then extended by autotuning techniques, e.g., [20]. Autotuning tries to determine the best configuration from a search space of possible code variants and parameters (e.g., block sizes for loop tiling, loop unroll factors, or number of threads). In [21], an online autotuning approach for system-parallel PIRK methods has been investigated.

III. EXPLICIT PARALLEL PEER METHODS IN EPPEER

In this section, we will explain the computational structure of the explicit parallel two-step peer methods and describe their implementation in EPPEER. Then, we will investigate locality and scalability of the unmodified EPPEER code by several runtime experiments.

A. Computational Structure

Similar to classical RK methods, the explicit two-step peer methods in EPPEER use a time-stepping procedure to solve the IVP and compute \( s \) stages \( Y_{m,i} \), \( i = 1, \ldots, s \), at each time step from \( t_{m-1} \) to \( t_m \) with \( t_m = t_{m-1} + h_{m-1} \) for \( m = 1, 2, \ldots, 7 \). However, in contrast to classical RK methods, all \( s \) stages have the same accuracy and stability properties and, to compute the stages, the \( s \) stages and the \( s \) function values of the previous time step are used:

\[
Y_{m,i} = \sum_{j=1}^{s} b_{ij} Y_{m-1,j} + h_m \sum_{j=1}^{s} a_{ij} f(t_{m-1,j}, Y_{m-1,j}), \quad (2)
\]

where \( t_{m-1,j} = t_{m-1} + h_{m-1}c_j \) for \( j = 1, \ldots, s \), and \( a_{ij} \), \( b_{ij} \), and \( c_j \), \( i, j = 1, \ldots, s \) with \( c_s = 1 \) are the coefficients of the particular peer method. Therefore, these methods are a subclass of general linear methods (GLMs) [1].

Because only values from the previous time step are used, the \( s \) stages of the current time step do not depend on each other and can be computed in parallel on different cores, thus exhibiting parallelism across the method. In EPPEER, three methods with \( s = 4, 6, 8 \) are included which can use up to \( s \) cores. These methods have been introduced in [6]. In addition, four FSAL methods (first same as last: last stage of the previous time step is reused as the first stage of the current time step) with \( s = 3, 5, 7, 9 \), which have been introduced in [5], are included, which can use up to \( s - 1 \) cores.

Since all \( s \) stages have the same properties, in particular the same order \( O(h_m^s) \), there is no determined value for \( y_m \approx y(t_m) \). Instead, any stage value can be used as new approximation to the solution function.

Due to the two-step character, a starting procedure is required to generate \( s - 1 \) stages in addition to the initial value \( y_0 \) before the first time step can be performed with the peer method to compute \( Y_{1,i} \). Currently, EPPEER uses an explicit RK method (DOPRI5(4)) to compute the start values. However, a parallel starting procedure has been proposed in [22].

B. Implementation

The following section introduces the implementation of the original EPPEER package. The source code of this implementation can be seen in Listing 1. Each time step of a peer method consists of two basic parts: The linear combination and the function evaluation.

EPPEER implements those two basic parts by three consecutive loop nests: The first and the second loop nest perform the linear combination. For this purpose the first loop nest initializes an \( s \times n \) accumulation matrix for the computation of \( Y_{m,i} \) with zeroes, i.e.,

\[
\text{for } i = 1, \ldots, s: \quad Y_{m,i} \leftarrow 0
\]

and uses this matrix to accumulate and add the second sum of Eq. (2), \( S_Y \):

\[
\text{for } i = 1, \ldots, s: \quad Y_{m,i} \leftarrow Y_{m,i} + h_m \sum_{j=1}^{s} a_{ij} F_{m-1,j}, \quad (4)
\]

where

\[
F_{m-1,j} = f(t_{m-1,j}, Y_{m-1,j})
\]

are stored function values computed in the previous time step. After that the second loop nest accumulates and adds the first sum of Eq. (2), \( S_T \):

\[
\text{for } i = 1, \ldots, s: \quad Y_{m,i} \leftarrow Y_{m,i} + S_Y
\]

The third and final loop nest performs the function evaluation to compute \( F_{m,j} \), needed in the next time step, using Eq. (5).

The outermost loop of each loop nest iterates over the stages of the peer method, where the \( i \)th iteration of the outer loop computes the argument vector \( Y_{m,i} \) for stage \( i \). Thus, we will refer to these loops as “stage loops”. The iterations of the stage loops are independent of each other. That is why the stages

Listing 1. Ver-0: loop structure used in EPPEER.
can be computed in parallel for each loop nest. This is a major advantage of the peer methods. The EPPEER package takes this advantage by parallelizing each stage loop with OpenMP.

The stage loops of the first and the second loop nest contain inner loops, which also iterate over the stages in order to compute the linear combinations \( S_f \) and \( S_Y \), respectively, for the stage \( i \) corresponding to the current iteration of the outer stage loop. Thus, we will refer to these loops as “combination loops”.

The combination loops perform operations on vectors of dimension \( n \) and, thus, contain an innermost loop, which iterates over the system dimension and which we therefore call “system loop”. Instead of explicitly implementing these system loops as FORTRAN do loops, EPPEER uses the FORTRAN vector notation, thus making it easy for the compiler to generate vectorized code for these loops.

C. Performance

In this section, we use the results of runtime experiments to analyze the scalability of the original EPPEER package with the number of cores. The first target system for these experiments is an 8 core Intel Xeon E5-2630V3 (Haswell-EP) CPU. However, the Haswell-EP CPU has two features which might alter the scalability in an unexpected way: Turbo Boost (on-demand increase of clock frequency) and Hyper Threading (2-way simultaneous multithreading (SMT) per core). To avoid potential negative influences of these features on our measurement results, we disabled both features for all measurements.

Our second target system is an Intel Xeon Phi 31S1 coprocessor. The Xeon Phi does not have a turbo mode, but it provides 4-way SMT per core, which cannot be disabled. However, to ensure that each thread runs on a separate physical core, we make use of the OpenMP runtime environment to distribute the threads evenly among the cores until the number of threads exceeds the total number of cores. On both target systems, the Intel FORTRAN compiler in version 16.0.2 was used with optimization level 2 (-O2) to compile the EPPEER package. All computations were performed using double precision. For profiling purposes we use PAPI in Version 5.4.1. PAPI is a powerful profiling library, which can read the values of CPU-internal performance counters, which can count, for example, the number of cache misses or the number of load/store operations.

We chose two different ODE systems as test problems: The first one is the 2D Brusselator \( brus \). It models an oscillating chemical reaction-diffusion system using a two dimensional grid as spatial discretization. The resulting access pattern to the grid points is a five-point 2D stencil. Therefore, \( brus \) is a sparse problem and its right-hand-side function \( f \) has a time complexity of \( \Theta(n^2) \). We can therefore expect that for \( brus \) the time needed to perform the function evaluations constitutes a smaller fraction of the runtime of a time step than for the \( mbod \). In fact, further measurements (Figure 1) have shown that on average evaluating the right hand side of \( mbod \) takes about 97% of the total runtime of a time step, whereas the linear combination only takes the remaining 1 to 2%.

One apparent difference between the two test problems is the access pattern of the right-hand-side function \( f(m,j, Y_{m,j}) \) to the argument vector \( Y_{m,j} \) and the resulting time complexity. While the dense \( mbod \) problem has a time complexity of \( \Theta(n^2) \), the time complexity of the sparse \( brus \) problem is only \( \Theta(n) \). We can therefore expect that for \( brus \) the time needed to perform the function evaluations constitutes a smaller fraction of the runtime of a time step than for the \( mbod \). In fact, further measurements (Figure 1) have shown that on average evaluating the right hand side of \( mbod \) takes about 97% of the total runtime of a time step, whereas the linear combination only takes the remaining 1 to 2%. In contrast, for \( brus \) less than 18% of the total runtime of a time step is required to compute the function evaluations, but nearly 75% are needed to perform the linear combination to compute the argument vectors \( Y_{m,j} \).

In total, the results of the runtime experiments show that the scalability depends on the IVP to be solved. For sparse and computationally inexpensive systems like \( brus \), computing the linear combinations takes a major part of the runtime (see Figure 1 (b)) and can therefore be expected to have

### Table I: Speedups measured with the EPPEER package.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Problem</th>
<th>Speedups for different #threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haswell-EP</td>
<td>brus</td>
<td>1 1.939 2.006 2.332 2.311</td>
</tr>
<tr>
<td>Haswell-EP</td>
<td>mbod</td>
<td>1 1.961 2.582 3.779 7.047</td>
</tr>
<tr>
<td>Xeon Phi</td>
<td>brus</td>
<td>1 1.941 2.619 3.609 6.702</td>
</tr>
<tr>
<td>Xeon Phi</td>
<td>mbod</td>
<td>1 1.966 2.594 3.804 7.133</td>
</tr>
</tbody>
</table>
a significant influence on scalability. Since the arithmetic intensity, i.e., the ratio of the number of arithmetic instructions to the number of memory instructions, of this part of the time step is low, we can expect the performance of the linear combination to be bound by the performance of the cache and memory subsystem. Moreover, the working set of one time step, i.e., the amount of data accessed in a time step, amounts to four $s \times n$ matrices, which corresponds to 122.1 MB in our experiments and, thus, is significantly larger than the cache size of typical workstations today. We can therefore expect that many expensive accesses to the main memory are required in the experiments with brus.

However, for dense and computationally intensive systems like mbod, the evaluation of the right-hand-side function of the ODE system dominates the runtime. Since the function evaluations are independent of each other, this leads to the high scalability observed. For the problem size we used, the working set of one time step amounts to 2.92 MB, that means all data accessed during one time step fits completely in the 20 MB L3 cache of the Haswell-EP. The 512 KB L2 cache of a Xeon Phi core can not store the whole working set of a time step, but, to perform the stage-parallel function evaluation efficiently, it is only important that it can store two $n$-vectors (93.75 KB each) to hold the argument of the function evaluation and its result. The reason for this is that to compute the gravitational force acting on one body the interacting forces with all other $N-1$ bodies are accumulated. Thus, to compute all entries of the function result $f(t_{m,j},Y_{m,j})$, half of the argument vector $Y_{m,j}$ is read $n/2$ times. Since all important data fits in the cache and the arithmetic intensity is higher than that of brus, we can expect the performance of the mbod problem to be bound by the compute performance of the processor used. Therefore, improving the locality of memory references further would probably not improve the already high scalability.

In the following, we therefore focus on the sparse case, where an improvement of the scalability is more important and where we can expect to be able to improve the scalability by an improvement of the locality behavior. As test problem we consider only brus from now on.

---

**IV. LOOP STRUCTURE OF THE LINEAR COMBINATION**

**A. Variants of the Loop Structure**

After the identification of the linear combination as the major fraction of the runtime for sparse ODE systems in the previous section, this section focuses solely on the improvement of the loop structure of the linear combination, possible loop transformations, and their influence on the resulting locality and scalability. The interplay with the evaluation of the right-hand-side function (the third loop nest in the original EPPEER package) will be considered afterwards in Section V.

The data access pattern of the original stage-parallel EPPEER loop structure (referred to as “Ver-0” in the following) is illustrated in Figure 2 for a method with 8 stages and one thread per stage. Only the first two threads are shown, because the data access pattern is similar for all threads: to compute the argument vector $Y_{m,i}$ of its stage $i$, the whole two $s \times n$ matrices $Y_{m-1}$ and $F_{m-1}$ are read, and after each loop nest the result of the computations within the loop nest are written back to memory. Hence, in total there are $2s+1$ write accesses to each element of the matrix $Y_{m,i}$: initialization with zero, accumulation of sum $S_{Y}$ and accumulation of sum $S_{Y'}$. Though the stages are computed in parallel by different threads, in most current shared-memory computers several threads share parts of the memory subsystem (e.g., shared higher level caches, main memory modules connected to a socket) so that they compete for these limited resources and may quickly reach their limits.

Since the system dimension is the stride-1 dimension, the innermost loops of Ver-0 iterate over the stride-1 dimension, which leads to high spatial locality and allows the compiler to vectorize the loads and stores using sequential SIMD load/store instructions.

The first improvement of the loop structure we consider can be seen in Listing 2 and will be referred to as “Ver-1” in the following. Ver-1 adopts the parallelization across the stages from Ver-0, but it contains two modifications. First, it eliminates the zero initialization of $Y_{m}$ by peeling off the first iteration of the combination loop. This saves one pass over the matrix $Y_{m}$ and, thus, many expensive memory accesses. Moreover, the first and the second loop nest of Ver-0 are fused, which both contribute to the computation of $Y_{m,i}$, to a single loop nest. This loop fusion is legal, because the only dependencies between those two loop nests are the write accesses to the matrix $Y_{m}$ accumulating the sums in Eq. 2. That is why changing the order of the loops, and thus the order of the accumulation, only influences the round-off error. An advantage of this new fused loop structure is that only $s$ write accesses to each element of $Y_{m}$ are necessary.

Trying to overcome some disadvantages of Ver-0 and Ver-1, Ver-2 (Listing 3) parallelizes the linear combinations across the system dimension. This version is based on an earlier version of the EPPEER package. It is obtained by interchanging the loops of each loop nest of Ver-0 so that the outermost loop iterates over the system dimension and the two inner loops iterate over the stages. To enable this interchange,
![Fig. 2. Data access pattern of the original EPPEER package (Ver-0).](image)

Listing 2. Ver-1: Ver-0 improved by loop peeling and fusion.

```fortran
!$OMP PARALLEL DEFAULT(SHARED)
!$OMP DO PRIVATE(stg,ic) SCHEDULE(STATIC)
    do stg = ist1,stages
        do ic = 2,stages
            pyy(:,idx(new+stg)) = pyy(:,idx(new+stg)) + pa(stg,ic)*ff(:,idx(ic)) + pb(stg,ic) * pyy(:,idx(ic))
        end do
    end do
!$OMP END DO
!$OMP END PARALLEL
```

the previously innermost system loops, which were defined implicitly using vector notation, had to be transformed into an explicit FORTRAN do loop. As a result, a higher temporal locality for the write accesses to the elements of the matrix $Y_m$ is generated. The compiler can now keep the temporary partial sums in a register during the $s^2$ iterations over the stages by the inner loops of each loop nest, so that now each element of $Y_m$ needs only be written to main memory twice.

Even more important, the amount of data accessed by each thread is reduced significantly: While in Ver-0 and Ver-1 each thread needs to read all elements of the matrices $Y_{m-1}$ and $F_{m-1}$ to compute the stage(s) assigned to it, in Ver-2 it reads only the range of elements of $Y_{m-1}$ and $F_{m-1}$ assigned to it and it writes only the corresponding range of elements of $Y_m$. Hence, if there are $p$ threads, each thread only reads at most $2s^2\lceil\frac{n}{p}\rceil$ elements and writes at most $s^2\lceil\frac{n}{p}\rceil$ elements, whereas in Ver-0 and Ver-1 each thread reads $2sn$ elements and writes at most $s\lceil\frac{n}{p}\rceil$ elements.

While Ver-1 can use only as many threads as the peer method used has stages, an additional benefit of the system parallel execution is that more threads can participate in the computation of the linear combination.

Unfortunately, the new loop structure of Ver-2 also has disadvantages. Since the iteration over the stride-1 dimension is performed by the outermost loop, the reads of the matrix elements in the innermost loops have a large stride of $n$.

Hence, the higher temporal locality comes at the expense of lower spatial locality. Further, the compiler cannot vectorize the loads and stores using sequential SIMD load/store instructions. However, there are SIMD gather or scatter instructions, which make a vectorization of strided memory accesses possible. Although all modern Intel CPUs since Haswell support AVX2 gather instructions, our Haswell-EP still emulates those instructions by microcode. Thus, gather instructions still have a low throughput on Haswell-EP.

In order to derive a loop structure with high temporal as well as spatial locality, we can make use of loop tiling (Ver-3, Listing 4). Ver-3 also makes use of both optimizations from Ver-1 (elimination of the zero initialization phase and loop fusion) yielding a similar loop structure as in Ver-1. However, in contrast to Ver-1, it has an outer parallel tile loop, which iterates over the system dimension in larger steps dividing the system into tiles of a user-defined size. Inside the tile loop run the stage loop and the combination loop. The innermost loop is the intra-tile loop, which iterates over the elements of the


```fortran
!$OMP PARALLEL DEFAULT(SHARED)
!$OMP DO PRIVATE(id,stg,ic) SCHEDULE(STATIC)
    do id = 1,nprob
        do stg = ist1,stages
            do ic = 1,stages
                pyy(id,idx(new+stg)) = pyy(id,idx(new+stg)) + pa(stg,ic)*ff(id,idx(ic)) + pb(stg,ic) * pyy(id,idx(ic))
            end do
        end do
    end do
!$OMP END DO
!$OMP END PARALLEL
```
corresponding tile, i.e., the stride-1 dimension. The resulting memory access pattern is illustrated in Figure 3. Only the same amount of data needs to be accessed as in Ver-2, but, since the tile loop now contains the stage loop and the combination loop, an iteration of the tile loop computes the linear combination for one tile for all the stages. This provides a blocking effect across the stages: Assuming the tile size is small enough so that the data accessed in one iteration of the tile loop fits in the cache, and efficient SIMD vectorization is possible. Because of that, choosing a good tile size for Ver-3 is important.

B. Performance of the Loop Structure Variants

In this section we will analyze how the different versions so far scale with the amount of active cores. For this purpose we have measured the runtimes of the different versions on the Haswell-EP and on the Xeon Phi. The runtimes measured are given in Table II. The scaling behavior is shown in Figures 4 and 6 in terms of the inverted runtime (reciprocal of the runtime) as a function of the number of threads. As in a speedup diagram, a linear growth of the inverted runtime corresponds to a good scalability, but, in contrast to a speedup diagram, there is no need to choose a sequential reference runtime.

We can divide the versions so far into two groups: The first group consists of the original EPPEER version (Ver-0) and Ver-1, which both only utilize stage parallelism, while the second group consists of Ver-2 and Ver-3, which both only utilize system parallelism for the linear combination.

Because the peer methods part of EPPEER possess at most 8 stages, the stage-parallel variants use up to 8 cores only. Furthermore, there is a load imbalance when 3, 5, 6, or 7 threads are used. Ver-1 of the first group, which improves the original EPPEER version by removing the zero initialization and fusing the two loop nests, is about 1.6 times faster than the original EPPEER version.

In contrast to the stage-parallel variants, the system-parallel variants can potentially use more than 8 cores and are not affected by the load imbalance. The cause of this is the system dimension offering a higher degree of parallelism. Ver-2 uses system parallelism without loop tiling. That is why it eventually became up to 3 times faster than the best stage-parallel variant on the Haswell-EP. However, when Ver-2 was used on less than 4 cores, it was slower than the stage-parallel variants.

Unlike Ver-2, Ver-3 achieves system parallelism with an efficient memory access pattern by utilizing loop tiling. Preparatory runtime measurements had shown that a tile size of about 128 was best for almost all problem sizes. For the following experiments, therefore 128 was used as tile size for Ver-3. Figure 5 shows the normalized runtime of Ver-3 with different tile sizes for a grid size of 500 × 500 and 700 × 700 and for one core and eight cores on the Haswell-EP. For both problem sizes and both core numbers there is a runtime minimum between tile size 64 and 256.

Because of its more efficient memory access pattern, Ver-3 was about three times faster than Ver-2 running on the same amount of cores on the Haswell-EP. Ver-3 was also about 8 times faster than the best stage-parallel variant, if both used the same amount of cores. This suggests Ver-3 also having a more cache friendly memory access pattern than the stage-parallel variants.

On the Xeon Phi also Ver-3 obtains the best runtime. On this processor we could observe a reduction of the runtime for up to 120 threads, where for large numbers of threads Ver-3 clearly outperforms Ver-2.

To measure the locality behavior, we measure the normalized runtime (Figures 7 and 8), i.e., the runtime per time step divided by the number of equations, \( n \), on the Haswell-EP. Since the right-hand-side of \( brus \) has costs \( \Theta(n) \), an increase in the normalized runtime usually indicates working sets falling out of a cache level. As we can see, the normalized runtime of Ver-3 is significantly lower than that of the other versions, and it does not increase as strongly when the problem size exceeds a certain threshold, which depends on the number of threads.

In addition, we measured the L3 cache misses and the total amount of store and load operations. The measurements confirm that Ver-3 has a smaller L3 cache miss rate in relation to the total load/store operations than both stage-parallel versions (see Figure 9). Furthermore, this plot shows also that the L3 cache miss rate is much lower on small problem sizes.

Listing 4. Ver-3: Ver-2 improved by loop peeling, fusion, and tiling.

TABLE II

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Version</th>
<th>1</th>
<th>4</th>
<th>8</th>
<th>60</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haswell-EP Ver-0</td>
<td>10.73</td>
<td>4.98</td>
<td>3.02</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Haswell-EP Ver-1</td>
<td>8.64</td>
<td>4.00</td>
<td>3.45</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Haswell-EP Ver-3</td>
<td>2.53</td>
<td>0.95</td>
<td>0.76</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xeon Phi Ver-0</td>
<td>50.01</td>
<td>13.06</td>
<td>6.69</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xeon Phi Ver-3</td>
<td>19.54</td>
<td>4.90</td>
<td>2.47</td>
<td>0.39</td>
<td>0.29</td>
<td>-</td>
</tr>
</tbody>
</table>
In the last section we have only focused on optimizing the linear combination without modifying the loop nest, which evaluates the problem function. In this section, however, we will improve the problem function evaluation and the
interaction of the problem function with the linear combination.

The runtime experiments of the previous section have confirmed that an optimized system-parallel tiled loop variant of the linear combination such as Ver-3 outperforms stage parallel variants, because it requires less memory references and can efficiently exploit temporal and spatial locality. However, up until now all implementation variants evaluated the problem function using parallelism across the stages.

Unfortunately, combining the system-parallel linear combination with a stage-parallel function evaluation has several disadvantages: The stage-parallel function evaluation can use as many cores as there are stages only. Furthermore both a system parallel linear combination and method parallel function evaluation have different memory access patterns, which causes a data redistribution and reduces locality. That is why we modify the loop nest containing the problem function to adopt system parallelism. However, up to now the problem function has been evaluated by a single function call that computed the temporal derivatives for every element of a given vector, which is not suited for system parallelism.

Therefore, we implemented two new versions of the brus problem with a modified signature and a modified internal structure: The first new version (element version) calculates the temporal derivatives for one single element of the problem vector per call. Yet again, this design has two major disadvantages: The element version has to perform the boundary checks of the stencil for each call, and the compiler is not able to vectorize this function efficiently. Moreover the temporal derivatives of the two substances contained in a grid cell have some computations in common, which the element version has to compute redundantly twice. We can avoid all these inefficiencies if we do not call the right-hand-side function once per element, but once for a range of elements, and optimize the internal structure of the function accordingly. This results in the implementation of the block version. Finally, we have adapted the loop nest evaluating the problem functions to the element version in Listing 5 and to the block version in Listing 6. Since the element version cannot provide any blocking itself, we have added a simple 1D-blocking scheme to the loop nest.

Inverted runtimes measured for the two new variants of brus are shown in Figures 10 and 11. Here, the grid size used is $500 \times 500$, the number of stages is set to 8, and 200 is used as block size for the block version. As expected, both new versions introduced in this section are faster. The block version has the best runtime. The element version first starts slower than the original implementation, because this version invokes the function evaluation $n$ times, each time performing a test whether the current index corresponds to a boundary point or not. This leads to a high overhead. But for large numbers of cores, the higher locality of the element version can compensate this. In particular, it can obtain speedups higher than the number of stages available.

Hence, all in all, the best runtime for brus is obtained by the system-parallel linear combination with loop tiling, loop
fusion and loop peeling combined with the system-parallel blockwise function evaluation.

VI. CONCLUSIONS

In this paper, we have considered the influence of locality on the scalability of method- and system-parallel explicit peer methods. In particular, we have focused on improving the scalability for large sparse ODE systems with cheap function evaluation costs. After confirming that the linear combination to compute the argument vectors requires the major part of the runtime for such ODE systems, we have considered several transformations of the loop structure, analyzed their memory access pattern and measured the resulting runtimes and scalability on a Haswell-EP and on a Xeon Phi processor. As expected, the results of the runtime experiments confirmed that a system-parallel computation of the linear combination leads to a better performance than a stage-parallel computation because less memory references are required and a more cache-efficient data access pattern can be employed. A further performance improvement is possible when also the function evaluation can be performed in a system-parallel way, so that no data-redistribution is necessary.
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Abstract—Finding an optimal block size for a given sparse matrix forms an important problem for storage formats that partition matrices into uniformly-sized blocks. Finding a solution to this problem can take a significant amount of time, which, effectively, may negate the benefits that such a format brings into sparse-matrix computations. A key for an efficient solution is the ability to quickly iterate, for a particular block size, over matrix nonzero blocks. This work proposes an efficient parallel algorithm for this task and evaluate it experimentally on modern multi-core and many-core high performance computing (HPC) architectures.

I. INTRODUCTION

Storage formats prescribe a way how sparse matrices are stored in a computer memory. Many designed formats are based on partitioning of matrices into blocks where

1) blocks have a uniform size,
2) this size is not fixed for a given format and may be chosen for each matrix individually.

We call such formats uniformly-blocking formats or, shortly, UB formats.

Considering a particular sparse matrix $A$ and a particular UB format, we thus face a problem of finding an optimal block size (whatever this means). Typically, we want to find a block size that will provide highest performance of sparse matrix-vector multiplication (SpMV) performed with $A$. Generally, this task cannot be accomplished until the matrix is fully assembled or at least until its structure of nonzero elements is fully known, which implies that matrices cannot be assembled in UB formats directly (there are usually other reasons as well). Instead, one needs to

1) assemble $A$ in some suitable (not-parametrized) simple storage format,
2) find an optimal block size for $A$,
3) transform $A$ in memory from its original storage format to a given UB format.

The second and third steps form an important problem related to a given UB format. If the solution of this problem takes too long, it might effectively negate the benefits that a UB format brings into subsequent computations with $A$.

To find an optimal block size, there is usually no option other than

1) to form some set of possibly-optimal block sizes,
2) to evaluate an optimization criterion for all of them.

Note that this approach generally gives a pseudo-optimal block size instead of an optimal one. For sake of simplicity, we do not distinguish between these two cases and call them both optimal throughout this text.

Evaluation of an optimization criterion for a given UB format, given matrix $A$, and a particular tested block size typically involves gathering some information about all nonzero blocks of $A$. We therefore need to examine all these nonzero blocks. Such a procedure can be described briefly as follows: for all nonzero blocks of $A$, perform some calculations that contribute to the evaluation of an optimization criterion. Thus, in fact, we need to iterate over nonzero blocks of $A$.

When an optimal block size is found, this iterative process has to be run once again within the third step mentioned above, i.e., during the final transformation of $A$ to a given UB format.

This paper addresses the problem of fast iteration over nonzero blocks of a sparse matrix. We propose an efficient scalable parallel algorithm for a solution to this problem and evaluate it experimentally on modern multi-core and many-core HPC architectures, where matrices frequently emerge in multi-threaded programs. (In distributed-memory environments, objects of our concern are “local” matrices formed by nonzero elements mapped to particular application processes.)

II. CASE STUDY

As an illustrative case study, we work throughout this text with the adaptive-blocking hierarchical storage format.
Algorithm 1: Transformation of $A$ to the ABHSF

Input: $A$: sparse matrix
Input: $S = \{s_1, s_2, \ldots\}$: set of possibly-optimal block sizes
Data: $M_{\text{opt}}$, $s_{\text{opt}}$, $i$: auxiliary variables

1. $M_{\text{opt}} \leftarrow 0$
2. for $i \leftarrow 1$ to $|S|$ do
3.   $M \leftarrow 0$
4.   for each nonzero block $B$ of size $s_i$ of $A$ do
5.     find a space-optimal way $W$ to store $B$ in memory
6.     considering $\lfloor \log_2 s_i \rfloor$ bits for in-block indexes;
7.     calculate the contribution $c(B, W)$ of $B$ stored in $W$
8.     to the memory footprint of $A$;
9.     $M \leftarrow M + c(B, W)$
10. if $i = 1$ or $M < M_{\text{opt}}$ then
11.    $s_{\text{opt}} \leftarrow s_i$
12.    $M_{\text{opt}} \leftarrow M$
13. end
14. end
15. for each nonzero block $B$ of size $s_{\text{opt}}$ of $A$ do
16.    store $B$ in memory in the ABHSF format

(ABHSF) [1], [2]. This format partitions $A$ into uniform square blocks of size $s$ and stores each block in memory in a space-optimal way. The optimization criterion of ABHSF is represented by the total memory footprint of $A$ which is being minimized. This is a very common optimization criterion for storage formats in general (not only UB formats), since the performance of SpMV is limited by bandwidths of memory subsystems on modern HPC architectures [3].

Many UB formats work with in-block row and column indexes. Optimal (space-optimal) block sizes are then typically those that employ most or all of the available indexing bits. In case of the ABHSF and byte-padded in-block indexes, setting $s = 256$ is almost generally optimal or at least close to being optimal [1]. (Such a choice eliminates the discussed optimization problem, however, it does not eliminate the need to iterate over non-zero blocks of $A$; this process is still required for transformation of $A$ into the ABHSF.)

On the other hand, if we really want to minimize the memory footprint of $A$ stored in the ABHSF, we need to use the minimum possible number of bits for in-block indexes, i.e., $\lfloor \log_2 s \rfloor$. In such cases, any block size $s$ can be generally optimal. Let $S = \{s_1, s_2, \ldots\}$ denotes some set of possibly-optimal block sizes. The transformation of $A$ into the ABHSF can then be written as Algorithm 1.

Algorithm 1 iterates over nonzero blocks of $A$ exactly $|S| + 1$ times. Therefore, we want $|S|$ to be

1. large enough to find the best possible block size,
2. small enough to prevent long algorithm running times.

One way to get close to both these outcomes is to consider only block sizes $S = \{2^k : 1 \leq k \leq k_{\text{max}}\}$, (1)

which implies maximum utilization of all $k$ bits for in-block indexes. The $k_{\text{max}}$ parameter, which corresponds to $|S|$, determines the upper bound for tested block sizes. In practice, setting $k_{\text{max}} = 10$ is typically sufficient, which implies 11 iterations over nonzero blocks of $A$ while testing block sizes $s = 2, 4, 8, \ldots, 1024$ within Algorithm 1.

III. Notation

Let $A$ be an $m \times n$ sparse matrix, where $a_{i,j}$ denotes the value of an element of $A$ located in its $i$th row and $j$th column. As a mathematical object, $A$ can be written as

$$ A = \begin{pmatrix} a_{1,1} & \cdots & a_{1,n} \\ \vdots & \ddots & \vdots \\ a_{m,1} & \cdots & a_{m,n} \end{pmatrix}. $$ (2)

However, within computer programs, we typically work only with nonzero elements of sparse matrices (or, even only with nonzero elements from a single triangular part if a matrix exhibits some kind of symmetry). An element of $A$ is determined by its value, row index, and column index; let us write it as a triplet $(i, j, a_{i,j})$. As a data structure, we can consider $A$ as a set of matrix nonzero elements:

$$ A = \{(i, j, a_{i,j}) : 1 \leq i \leq m, \ 1 \leq j \leq n, \ a_{i,j} \neq 0\}. $$ (3)

Moreover, nonzero elements stored in memory are accessible in some order, which is typically prescribed by a given storage format. If this order matters, we can consider $A$ as a sequence of matrix nonzero elements:

$$ A = \{(i_l, j_l, a_{i_l,j_l})\}_{l=1}^{\text{nnz}}, \ a_{i_l,j_l} \neq 0, $$ (4)

where $\text{nnz}$ denotes the number of nonzero elements of $A$.

In the text below, we use forms (2), (3), and (4) interchangeably, while preferring the particular one in dependence on the actual context. For the sake of simplicity, we also consider partitioning into square blocks only; the generalization for rectangular blocks is straightforward.

Partitioning $A$ into square blocks of size $s$ yields an $M \times N$ block matrix, where $M = [m/s]$ and $N = [n/s]$. For indexing block rows and columns, we use capital letters $I$ and $J$, respectively. A block is called nonzero if it contains at least one nonzero matrix element.

A matrix element $(i, j, a_{i,j})$ belongs to a block with indexes

$$ I = [(i-1)/s] + 1 \quad \text{and} \quad J = [(j-1)/s] + 1. $$ (5)

By using \ for integer division, we can rewrite (5) as

$$ I = (i-1)\backslash s + 1 \quad \text{and} \quad J = (j-1)\backslash s + 1. $$ (6)

Element’s in-block indexes can be found correspondingly as $\lfloor (i-1) \mod s \rfloor + 1$ and $\lfloor (j-1) \mod s \rfloor + 1$.

Note that the calculations of block indexes and local in-block indexes for nonzero matrix elements involve integer division and modulo, which are relatively expensive arithmetic operations [4]. When possibly-optimal block sizes are chosen according to (1), both integer division and modulo can be substituted by much faster logical shift and bitwise AND operations.
### Algorithm 2: Iteration over nonzero blocks of $A$: variant 1

**Input:** $A$: sparse matrix  
**Input:** $s$: block size  
**Data:** $B$: nonzero elements of a single block  

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for $I \leftarrow 1$ to $\lceil m/s \rceil$ do</td>
</tr>
<tr>
<td>2</td>
<td>for $J \leftarrow 1$ to $\lceil n/s \rceil$ do</td>
</tr>
<tr>
<td>3</td>
<td>$B \leftarrow {}$</td>
</tr>
<tr>
<td>4</td>
<td>for all $(i,j,a_{i,j}) \in A$ do</td>
</tr>
<tr>
<td>5</td>
<td>if $(i-1)s+1 = I$ and $(j-1)s+1 = J$ then</td>
</tr>
<tr>
<td>6</td>
<td>$B \leftarrow B \cup {(i,j,a_{i,j})}$</td>
</tr>
<tr>
<td>7</td>
<td>end</td>
</tr>
<tr>
<td>8</td>
<td>end</td>
</tr>
<tr>
<td>9</td>
<td>if $B \neq {}$ then</td>
</tr>
<tr>
<td>10</td>
<td>process block $B$ with indexes $I$ and $J$</td>
</tr>
<tr>
<td>11</td>
<td>end</td>
</tr>
<tr>
<td>12</td>
<td>end</td>
</tr>
</tbody>
</table>

### Algorithm 3: Iteration over nonzero blocks of $A$: variant 2

**Input:** $A$: sparse matrix  
**Input:** $s$: block size  
**Data:** $B_{I,J}$: nonzero elements of a block in $I$th block row and $J$th block column  

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for $I \leftarrow 1$ to $\lceil m/s \rceil$ do</td>
</tr>
<tr>
<td>2</td>
<td>for $J \leftarrow 1$ to $\lceil n/s \rceil$ do</td>
</tr>
<tr>
<td>3</td>
<td>$B_{I,J} \leftarrow {}$</td>
</tr>
<tr>
<td>4</td>
<td>for all $(i,j,a_{i,j}) \in A$ do</td>
</tr>
<tr>
<td>5</td>
<td>$I \leftarrow (i-1)s+1$</td>
</tr>
<tr>
<td>6</td>
<td>$J \leftarrow (j-1)s+1$</td>
</tr>
<tr>
<td>7</td>
<td>$B_{I,J} \leftarrow B_{I,J} \cup {(i,j,a_{i,j})}$</td>
</tr>
<tr>
<td>8</td>
<td>end</td>
</tr>
<tr>
<td>9</td>
<td>for $I \leftarrow 1$ to $\lceil m/s \rceil$ do</td>
</tr>
<tr>
<td>10</td>
<td>for $J \leftarrow 1$ to $\lceil n/s \rceil$ do</td>
</tr>
<tr>
<td>11</td>
<td>if $B_{I,J} \neq {}$ then</td>
</tr>
<tr>
<td>12</td>
<td>process block $B_{I,J}$ with indexes $I$ and $J$</td>
</tr>
<tr>
<td>13</td>
<td>end</td>
</tr>
<tr>
<td>14</td>
<td>end</td>
</tr>
<tr>
<td>15</td>
<td>end</td>
</tr>
</tbody>
</table>

### IV. ALGORITHMS

Let us now analyse the problem of iteration over the nonzero blocks of $A$. In the most generic case, we have, at the outset, no knowledge which blocks of $A$ are nonzero and which nonzero elements of $A$ belong to these blocks. There are basically two ways to find this out:

1) to iterate over all blocks of $A$ and for each block find its nonzero elements;
2) to iterate over all nonzero elements of $A$, find for each of them the corresponding block (6), and save the information that the element belongs to this block.

Pseudocodes for these two options are provided as Algorithms 2 and 3, respectively. Processing of blocks is application-dependent; it might, e.g., represent the calculation of blocks contributions to the optimization criterion (line 5–7 of Algorithm 1) or the storage of blocks in memory (line 15).

Algorithm 2 have low memory requirements; its auxiliary space is

$$S_2(A,s) = O(s^2),$$

since, at a given time, only nonzero elements for a single block need to be kept in memory. The drawback of this algorithm is its high time complexity

$$T_2(A,s) = \Theta(m \cdot n \cdot \text{nnz}/s^2).$$

As for Algorithm 3, its time complexity is considerably lower, namely

$$T_3(A,s) = \Theta(m \cdot n / s^2 + \text{nnz}).$$

However, the auxiliary space of Algorithm 3 is

$$S_3(A,s) = O(m \cdot n / s^2 + \text{nnz}),$$

since one needs to save the information about all nonzero elements for each nonzero block. Moreover, an implementation of this algorithm would likely require some complex dynamic data structure, which might introduce problems with memory fragmentation and expensive insertion/look-up operations.

Whenever working with sparse matrices, we generally want to avoid algorithms with $\Omega(\text{nnz})$ auxiliary space as much as possible. Within many running instances of HPC programs, matrices are the largest objects in a computer memory and their sizes determine an extent of underlying computational problems. Any $\Omega(\text{nnz})$ auxiliary space algorithm (such as Algorithm 3) thus, in effect, considerably limits the size of a problem being solved.

To avoid the high time complexity of Algorithm 2 as well as the high auxiliary space of Algorithm 3, we propose another solution for iteration over nonzero block of $A$ that works as follows:

1) The nonzero elements of $A$ are reordered such that the nonzero elements of each block are laid out consecutively (grouped together) in memory. In other words, the nonzero elements are sorted with respect to blocks.
2) A single iteration over nonzero elements is performed while elements of each nonzero block are identified and processed.

The pseudocode of such a solution is provided as Algorithm 4. Its time complexity and auxiliary space is dominated by the sorting step (line 1). Let us assume that we use an in-place randomized quicksort with time complexity $O(\text{nnz} \cdot \log_2(\text{nnz}))$ and auxiliary space $O(\log_2(\text{nnz}))$. The overall time complexity of Algorithm 4 then will be

$$T_4(A,s) = O(\text{nnz} \cdot \log_2(\text{nnz}))$$

and its auxiliary space

$$S_4(A,s) = O(\log_2(\text{nnz}))$$

as well.

Algorithm 4 reduces both the time complexity of Algorithm 2 and the auxiliary space of Algorithm 3, however, at the following price: it requires $A$ to be provided in such a format that facilitates reordering/sorting its nonzero elements. There is
Algorithm 4: Iteration over nonzero blocks of $A$: variant 3

**Input**: $A$: sparse matrix
**Input**: $s$: block size
**Data**: $I$, $I'$, $J$, $J'$, $l$, $l_1$: indexes

1. $(i_1, j_1, a_{i_1, j_1})^\text{nnz}_{l} \leftarrow$ sort $A$ with respect to blocks
2. $l_1 \leftarrow 1$
3. $I \leftarrow (i_1 - 1)s + 1$
4. $J \leftarrow (j_1 - 1)s + 1$
5. for $l \leftarrow 2$ to $\text{nnz}$ do
6. \[ l' \leftarrow (i_1 - 1)s + 1 \]
7. \[ J' \leftarrow (j_1 - 1)s + 1 \]
8. if $l' \neq I$ or $J' \neq J$ then
9. process block with indexes $I$ and $J$ that contains nonzero elements $(i_q, j_q, a_{i_q, j_q})_{q=1}^{l-1}$
10. $l_1 \leftarrow l$
11. $I \leftarrow I'$
12. $J \leftarrow J'$
13. end
14. end process block with indexes $I$ and $J$ that contains nonzero elements $(i_q, j_q, a_{i_q, j_q})_{q=1}^{\text{nnz}}$

practically only one candidate—the coordinate storage format (COO) [5], [6]; it consists of three arrays containing row indexes, column indexes, and values of nonzero elements. At the same time, it does not prescribe any particular ordering for these arrays.

To require $A$ to be initially in COO is not as restrictive in practice as it might seem, since:

1) any sparse matrix can be easily and quickly transformed into COO regardless of its original storage format, or 
2) COO is the most convenient format for assembling sparse matrices (newly generated nonzero elements are simply appended to the corresponding COO arrays).

A scenario where matrices are first assembled in COO and then transformed to another, computationally more suitable, storage format (such as some UB format) is thus perfectly viable for HPC programs.

To sort the nonzero elements with respect to blocks, we can define sorting keys by using the pairs of $I$ and $J$ block indexes calculated by (5). For example, if we want blocks to be sorted lexicographically, we can calculate sorting keys as $I \cdot N + J$. Again, note that choosing (1) for possibly-optimal block sizes implies faster calculation of sorting keys and therefore, in effect, likely faster sorting step within Algorithm 4.

A. Parallelization

Parallelization of (expensive) Algorithms 2 and 3 is straightforward. In Algorithm 2, we can parallelize the inner-most loop (line 4) while synchronizing concurrent updates of $B$ at line 6. In Algorithm 3, we can parallelize the loops over blocks (lines 1–2 and 9–10) as well as the loop over nonzero matrix elements (line 4) while using thread-local $I$ and $J$ indexes and synchronizing concurrent updates to $B_{I,J}$ at line 7.

Parallelization of Algorithm 4 is a bit more complex; we propose its multi-threaded variant as Algorithm 5. Note that we cannot simply parallelize the main loop of Algorithm 4 (line 5), since its uniform splitting would generally cause threads to start with nonzero elements that are not, in sequence (4), first within corresponding blocks. Algorithm 5 therefore splits the load among threads such that:

1) an amortized number of nonzero elements processed by each thread is $\text{nnz}/T$, where $T$ denotes the number of threads;
2) all nonzero elements of each particular block are processed by a single thread only.

Algorithm 5: Parallel iteration over nonzero blocks of $A$

**Input**: $A$: sparse matrix
**Input**: $s$: block size
**Input**: $T$: number of threads
**Data**: $I'$, $J'$, $l$, $l_1$, $t$: thread-private indexes
**Data**: $tb[]$: thread-shared integer array of size $T + 1$

1. $(i_1, j_1, a_{i_1, j_1})^\text{nnz}_{l} \leftarrow$ sort $A$ in parallel with respect to blocks
2. $tb[1] \leftarrow 1$
3. $tb[T + 1] \leftarrow \text{nnz} + 1$
4. for all threads do in parallel
5. \[ t \leftarrow \text{current thread number (between 1 and T)} \]
6. if $t > 1$ then
7. \[ l \leftarrow [\text{nnz} \cdot (t - 1)]/T + 1 \]
8. \[ I \leftarrow (i_1 - 1)s + 1 \]
9. \[ J \leftarrow (j_1 - 1)s + 1 \]
10. \[ l \leftarrow l + 1 \]
11. while $l \leq \text{nnz}$ do
12. \[ l' \leftarrow (i_1 - 1)s + 1 \]
13. \[ J' \leftarrow (j_1 - 1)s + 1 \]
14. if $l' \neq I$ or $J' \neq J$ then break
15. \[ l \leftarrow l + 1 \]
16. $tb[t] \leftarrow l$
17. end
18. perform barrier to synchronize threads
19. $l_1 \leftarrow tb[t]$
20. \[ I \leftarrow (i_1 - 1)s + 1 \]
21. \[ J \leftarrow (j_1 - 1)s + 1 \]
22. for $l \leftarrow tb[t] + 1$ to $tb[t + 1] - 1$ do
23. \[ l' \leftarrow (i_1 - 1)s + 1 \]
24. \[ J' \leftarrow (j_1 - 1)s + 1 \]
25. if $l' \neq I$ or $J' \neq J$ then
26. process block with indexes $I$ and $J$ that contains nonzero elements $(i_q, j_q, a_{i_q, j_q})_{q=1}^{l-1}$
27. $l_1 \leftarrow l$
28. $I \leftarrow I'$
29. $J \leftarrow J'$
30. end
31. process block with indexes $I$ and $J$ that contains nonzero elements $(i_q, j_q, a_{i_q, j_q})_{q=t+1}^{\text{nnz}}$
32. end
33. end
34. end
Fig. 1: Strong scalability of Algorithm 5 with the do-nothing processor measured for different architectures, different matrices, and different block sizes.

V. EXPERIMENTS

We have conducted an extensive experimental study to evaluate Algorithm 5. Within this study, we worked with matrices from the University of Florida Sparse Matrix Collection (UFSMC) [7]. Matrices that we used are listed in Appendix; their characteristics can be found at the UFSMC web pages. We tried to choose matrices emerging in a wide range of scientific and engineering disciplines and thus having different properties, such as:

- different types of elements—real, complex, integer, binary;
- different sizes and shapes—square, rectangular;
- different kinds of symmetries—unsymmetric, symmetric, Hermitian;
- different numbers of nonzero elements—from $1.1 \cdot 10^7$ of the kim2 matrix to $6.4 \cdot 10^8$ of the arabic-2005 matrix;
- different densities, i.e., relative counts $\frac{nnz}{m \cdot n}$, of nonzero elements—from $5.12 \cdot 10^{-7}$ of the nlpkkt240 matrix to $1.11 \cdot 10^{-2}$ of the TSOPF_RS_b2328 matrix;
- different patterns of nonzero elements.

The matrices were read on the input from files downloaded from the UFSMC. All these files stored nonzero elements of matrices in the reverse lexicographical order (RLO) and in the same order, we stored the elements in memory in the COO format as the first step of our benchmark program.

The measurements were performed on the following two shared-memory HPC architectures:

1) nodes of the Salomon supercomputer operated by IT4Innovations National Supercomputing Center in Ostrava, Czech Republic, having two 12-core Intel Xeon E5-2680v3 CPUs and 128 GB RAM per node;

2) Intel Xeon Phi coprocessor type 7120P with 16 GB RAM.

Benchmark codes were written in C++ and we used the GNU g++ compiler version 5.1.0 on Salomon and Intel icpc compiler version 16.0.1 for Intel Xeon Phi builds.

Parallelization was implemented with OpenMP. As for sorting (line 1 of Algorithm 5), we used AQsort—a multi-threaded variant of the OpenMP-based quicksort that can work with multiple arrays, such as the arrays of the COO storage format in our case.

A. Processors

Lines 27 and 33 of Algorithm 5 contain processing of found nonzero blocks. Within this study, we invoked two different block processors at these points. The first one did nothing useful at all, which allowed us to evaluate the algorithm itself.
without any application-dependent computations; we call this processor a \textit{do-nothing processor}.\footnote{A processor that would do anything at all might be optimized away by the compiler. We therefore designed the \textit{do-nothing} processor such that it summed the number of nonzero elements of blocks, which also allowed us to verify that the algorithm correctly iterated over all nonzero blocks of $A$.}

The second processor was designed for the problem of finding an optimal block size when storing $A$ in the ABHSF; we call it the \textit{ABHSF-opt processor}. This processor calculated and summed the contributions of blocks to the overall memory footprint of $A$.

\textbf{B. Scalability}

First, we measured the strong scalability of Algorithm 5; the results for 4 different matrices and 2 different block sizes are shown in Fig. 1. In all cases, parallelization led to a considerable reduction of runtime required for the iteration over nonzero blocks of $A$. This runtime was dominated by the sorting phase of the algorithm (see Section V-C for details), thus, consequently, the overall scalability of Algorithm 5 was determined by the scalability of AQsort within our study. The maximum number of threads, i.e., 24 for Salomon nodes and 122 for Intel Xeon Phi, was chosen experimentally; beyond these points, runtime of AQsort started to grow significantly.

\textbf{C. Algorithm Phases}

The second experiment evaluated the contributions of the \textit{sorting} and \textit{iterations} phases of Algorithm 5 to its \textit{overall} runtime; the results are presented by Fig. 2. The set of tested block sizes was selected according to (1) while setting $k_{\text{max}} = 10$. The sorting phase of Algorithm 5 clearly dominates the overall algorithm runtime. The runtime of the iteration phase (with the \textit{do-nothing} processor in this case) is practically negligible. We can also notice that larger block sizes yielded slightly faster sorting due to lower number of distinct sorting keys (less nonzero elements need to be swapped in memory).
D. Multiple Block Sizes

Within the problem of finding an optimal block size, we need to iterate over nonzero blocks of matrices multiple times while testing different block sizes. In the next experiment, we therefore run Algorithm 5 ten times in a row, while testing block sizes \( s = 2, 4, 8, \ldots, 1024 \) as proposed in Section II. We used 26 matrices from the UFSMC (listed in Appendix) and, for each one, measured the aggregated runtime of all 10 algorithm runs. The results are presented by Fig. 3, which shows runtimes as a function of the number of matrix nonzero elements.

We can observe that the relation of runtime and \( nnz \) was roughly linear. Though, for a constant \( T \), the time complexity of Algorithm 5 is \( O(n \cdot \log_2(n)) \), modern implementations of parallel quicksorts yield in practice such a linear growth of runtime on modern multi-core and many-core architectures (details are beyond the scope of this text).

E. Initial Ordering Effects

Fig. 2 shows the runtimes for sorting of nonzero elements of matrices from the RLO to the block-aware ordering. However, when we are looking for an optimal block size from \( S \) for a given matrix, we initially need to sort its nonzero elements from the input ordering (the RLO in our case) only once for the tested block size \( s_1 \). Then, for all other tested block sizes \( s_k \), \( k > 1 \), the sorting algorithm takes as an input nonzero elements sorted with respect to the block size \( s_{k-1} \). Within our study, we considered block sizes \( s_k = 2^k \), which implies \( s_k = 2 \cdot s_{k-1} \) for \( k > 1 \). Moreover, we defined sorting keys according to the lexicographical ordering of blocks. Consequently, for \( k > 1 \), the nonzero elements were on the input of Algorithm 5 partially sorted, which should result in shorter sorting times. We performed an experiment to verify this assumption; the results are shown in Fig. 4. They clearly indicate that AQsort was able to take the advantage of such partially sorted data; the amount of spared time was significant, especially on Salomon CPU-based nodes.

F. Block Sizes Effects

Recall that in the previous text, we made an assumption that setting block sizes \( s_k = 2^k \) should provide faster runs of Algorithm 5 due to the possibility of calculation of block indexes \( I \) and \( J \) by using cheap logical and bitwise operations. However, if we need to test block sizes other than the powers of 2, we cannot avoid integer division (6). To evaluate the
Fig. 6: Aggregated runtime of sorting and iteration phases of Algorithm 5 run 10 times in a row for block sizes \(s = 2, 4, 8, \ldots, 1024\), measured for different matrices on a Salomon node using 24 threads. The iteration phases were measured for both the do-nothing and ABHSF-opt processors.

Fig. 7: Matrix structure memory footprints for different matrices stored in the ABHSF and different block sizes. They show aggregated runtimes of all 10 sorting phases as well as 10 iteration phases, and, for comparison, we show results for both types of block processors. We can observe that with the ABHSF-opt processor, the iteration phase took considerably longer times in comparison with the do-nothing processor. However, the overall runtime of the whole algorithm was still dominated by its sorting phase.

In regard to memory footprints of sparse matrices, we can usually focus only on matrix structure memory footprints, i.e., memory footprints of the information describing the structure of nonzero elements (compression of the values of nonzero elements pays off only for special kinds of matrices where same values emerge many times). For illustration, we show in Fig. 7 the relation between block sizes and the matrix structure footprints of selected matrices stored in the ABHSF. For most of the tested matrices, we have found only a single minimum, which typically corresponded to block sizes of 8 or 16 (left side of Fig. 7 and the nlpkkt160 matrix). However, we have also observed few “pathological” cases with different behavior (right side of Fig. 7). For example, the minimum
TABLE I: Matrix structure memory footprints in MB for selected matrices stored in the COO and CSR storage formats with 32-bit indexes and the ABHSF with optimal block sizes.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>COO</th>
<th>CSR</th>
<th>ABHSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>arabic-2005</td>
<td>4882.8</td>
<td>2528.2</td>
<td>400.1</td>
</tr>
<tr>
<td>hollywood-2009</td>
<td>438.8</td>
<td>223.8</td>
<td>81.5</td>
</tr>
<tr>
<td>HV15R</td>
<td>2159.7</td>
<td>1087.5</td>
<td>135.4</td>
</tr>
<tr>
<td>nlpkkt160</td>
<td>907.4</td>
<td>485.5</td>
<td>116.9</td>
</tr>
<tr>
<td>nlpkkt240</td>
<td>3061.2</td>
<td>1637.4</td>
<td>410.3</td>
</tr>
<tr>
<td>rgg_n_2_23_s0</td>
<td>484.5</td>
<td>274.2</td>
<td>115.8</td>
</tr>
<tr>
<td>uk-2002</td>
<td>2274.4</td>
<td>1207.9</td>
<td>215.7</td>
</tr>
<tr>
<td>wikipedia-20061104</td>
<td>300.5</td>
<td>162.2</td>
<td>130.1</td>
</tr>
</tbody>
</table>

for the wikipedia-20061104 matrix was not even found within the whole tested range \( s = 2, 4, 8, \ldots, 1024 \); such a result might indicate that the ABHSF is not a suitable format for this matrix.

We also present in Table I the comparison of the matrix structure memory footprints for selected matrices and 3 storage formats—COO, the compressed sparse row (CSR) format, and the ABHSF. CSR is likely the most commonly used format for sparse matrices, together with its compressed sparse column (CSC) counterpart (they are also often abbreviated as CRS and CCS). The measurements revealed that storing sparse matrices in the ABHSF can result in substantial memory savings.

VI. RELATED WORK

We have proposed an algorithm for the purpose of storing matrices in a file system in the ABHSF [2, Algorithm 1]. This algorithm served as a starting point for the development of Algorithm 4 that was generalized for any UB format.

For examples of designed UB formats, see, e.g., [1], [5], [8]–[21]

VII. CONCLUSIONS

The contribution of this paper is an efficient scalable parallel algorithm for fast iteration over nonzero blocks of sparse matrices. This algorithm is a building block of a process of transformation of sparse matrices into UB storage formats. We have presented an extensive experimental study with the proposed algorithm using matrices from the UFSMC that came from different scientific and engineering disciplines and thus featured different characteristics. Measurements conducted on modern multi-core and many-core HPC architectures revealed that if the set of tested block sizes is chosen properly, the process of finding an optimal block size takes up to tens of seconds even for very large matrices.

The remaining question is whether or not it pays off to transform matrices into UB formats. The answer to this question is highly application-dependent. For instance, if a matrix is used within an iterative linear solver or an eigensolver, we would first need to know how many SpMV operations are applied to a given matrix and how much time this operation takes. In our future work, we want to focus on the ABHSF and undertake a research that should tell how many SpMV-based iterations need to be done with a given matrix to reduce the overall application runtime when considering matrix storage in this format.
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Abstract—An iteration space visualizer is presented to analyze parallelism in loop nests including parallelism in tiled code of numerical programs. The tool visualizes exact data dependences available in arbitrarily nested loops as well as tiles generated with TRACO by means of the transitive closure of a loop nest dependence graph. Various graphical operations such as rotation, zooming, coloring and filtering allow for a detailed examination of dependences, iteration space slices, and shapes of generated tiles. The visualizer is a built-in TRACO module which collects results generated with TRACO and it is launched automatically when TRACO finishes code generation. The visualizer helps high-performance application developers discover parallelism available in loop nests and analyze tiled code produced by means of the polyhedral model.

I. INTRODUCTION

Automatic parallelization in numerical programs has been the topic of research for many decades. In the majority of cases, the techniques focus on two basic steps: dependence analysis and program transformations. Despite the great steps forward in this area, sophisticated dependences, the construction of loop transformations, and statement instance mappings are beyond what the programmer is able to see at first glance [1].

This paper focuses on a graphical support for the automatic parallelizer and optimizer, TRACO, – the source-to-source compiler based on the transitive closure of a dependence graph to transform affine loop nests. A proposed visualizer assists both experts and non-expert programmers to understand the results generated with TRACO [2] and code generated by it.

The TRACO visualizer is based on Python scripts which use wrappers to the Integer Set Library (ISL) [3] and matplotlib [4]. ISL allows users to manipulate on sets and maps while wrappers to the Integer Set Library (ISL) [3] and matplotlib results generated with TRACO [2] and code generated by it.

The remainder of the paper is organized as follows. The next section discusses the basics of the polyhedral model, iteration space dependence graph and operations to manipulate maps and sets. Section 3 briefs algorithms implemented in TRACO. Section 4 explores visualizing functions and theirs capabilities. Section 5 introduces related work. The last section concludes the paper.
space so that all data dependences available in the loop nest are preserved. The schedule that maps every \( x \in IS \) to the first possible time step allowed by the dependences is called the free schedule.

III. THE TRACO COMPILER

TRACO allows us to generate parallel code. Parallelization is based on extracting synchronization-free slices or producing and applying the free-schedule. An approach to extract synchronization-free slices takes two steps [2]. First, for each slice, a representative statement instance is defined (it is the lexicographically minimal statement instance from all the ultimate sources of a slice). Next, slices are reconstructed from their representatives and code scanning these slices is generated.

In order to find representatives of slices, we build a relation, \( R_{USC} \) that describes all pairs of the ultimate dependence sources being transitively connected in a slice. The relation is constrained with the intersection of the sets \( R^s(e) \) and \( R^r(e') : (R^s(e) \cap R^r(e')) \) which guarantees that vertices \( e \) and \( e' \) are transitively connected, i.e., they are the sources of the same slice.

Next, set, \( S_{repr} \), containing representatives of each slice is found as \( S_{repr} = S_{UDS} \cdot \text{range}(R_{USC}) \). Then the remaining sources of this slice can be found by applying the relation \((R_{USC})^k \) to set \( S_{repr} \). A set, representing slice elements, is formed by applying \( R^k \) to the sources of a slice. To generate code, we apply the CLooG library [7] or ISL [3] to the set comprising statement instances of independent slices.

To parallelize loop nests which expose a single synchronization-free slice, time partitioning is applied. The algorithm, presented in paper [8], allows us to generate the free schedule and next fine-grained parallel code; all statement instances of a time partition can be executed in parallel, while partitions are enumerated sequentially.

Given relations \( R \), representing all dependences in a loop nest, we calculate \( R^k \), where \( R^k = R \circ R \circ \ldots R \). "\( \circ \)" is the composition operation. Given set \( UDS \) comprising all loop nest statement instances that are ready to execution at time \( k=0 \), each vertex, belonging the set \( S_k = R^k(UDS) - R^k \circ R^k(U_{DS}) \), is connected in the dependence graph, defined by relation \( R \), with some vertex(ices) represented by set \( UDS \) with a path of length \( k \). Hence at time \( k \), all the statement instances belonging to the set \( S_k \) can be scheduled for execution and it is guaranteed that \( k \) is as few as possible.

Tiling is a very important iteration reordering transformation for both improving data locality and extracting loop nest parallelism. TRACO allows users generate parallel tiled code by means of algorithms based on the transitive closure of a dependence graph [2]. First, we form rectangular set \( TILE(II,B) \) including iterations belonging to a parametric tile as follows \( TILE(II, B) = \{(I, B) : B^I II + LB \leq I \leq \min(B^I(B + I) + LB - 1, UB) \text{ AND } II \geq 0\} \), where vectors \( LB \) and \( UB \) include the lower and upper loop index bounds of an original loop nest, respectively; diagonal matrix \( B \) defines the size of a rectangular original tile; elements of vectors \( I \) and \( II \) represent the original loop nest indices and the identifiers of tiles, respectively; \( I \) is the vector whose all elements are equal to 1.

TRACO, instead of program transformations represented by a set of affine functions, one for each statement, uses the transitive closure of a loop nest dependence graph to carry out corrections of original rectangular tiles so that all dependences of the original loop nest are preserved under the lexicographic order of target tiles. This may lead to changing shapes of original rectangular tiles; target tiles can be of an arbitrary shape which is affected with dependences available in a loop nest. Recognizing shapes from a mathematical representation of target tiles can be difficult. The visualizer helps recognize what are tile shapes. After code generation, the visualizer forms a graphical representation of the iteration space, dependences, and target tiles.

Fig. 1. Iteration space and dependences for Example 1 (n=4); statement instances are marked with the red circles and green triangles.

IV. APPLYING THE TRACO VISUALIZER

Let us consider the example from paper [9] presented below:

```c
// Example 1.
for(i=0; i<n; i++)
    for(j=0; j<n; j++){
        a[i][j] = a[i][j] + b[i-1][j]; //s1
        b[i][j] = a[i][j-1] + b[i][j]; //s2
    }
```

Figure 1 shows the iteration space and dependences for Example 1 generated with the visualizer. Analyzing this figure, we can discover that coarse-grained parallelism represented with synchronization-free slices is available in the considered loop nest (9 threads when \( n=4 \)), but slices are load imbalanced. We also can see that there exist fine-grained parallelism, i.e., exist time partitions: for each value of index \( j \), we can execute all instances of statement \( s2 \) in parallel for all values of index \( i \), then all instances of statement \( s1 \). Visualization helps to
discover parallelism available in Example 1 and what is the
type of parallelism.

For Example 2 below

```c
// Example 2.
for(i=0; i<=9; i++)
for(j=0; j<=9; j++)
a[j+4][j+1]=a[i+1][i]+a[i+1][j];
```

Figure 2 depicts the iteration space with dependences. The
loop tiling algorithm, implemented in TRACO, moves iteration
[1,5] from tile [0,2] to tile [0,4] because it is the destination
of the dependence whose source belongs to iteration [0,8]. For
this example, TRACO is able to find three independent slices
whose elements are tiles.

The iteration space with dependences for Example 3 is
illustrated in Figure 3. Original rectangular tiling is preserved
for this example. The figure shows tiles which are executed
according to the free schedule. Time partitions are marked by
different colors starting with the three independent green tiles.

```c
// Example 3.
for(i=0; i<=9; i++)
for(j=0; j<=9; j++)
a[i][j] = a[i+1][i]+a[i+1][j];
```

Figure 4 illustrates dependences and tiles for the loop nest
below in the 3D space.

```c
// Example 4
for(k=0; k<=15; k++)
for(i=0; i<=15; i++)
for(j=0; j<=15; j++)
a[i][j][k] = a[i+1][j][k];
```

We use also a 3D projection to visualize 2D tiles for the
arbitrary nested loops of Example 5, see Figure 5. The third
axis indicates numbers of statements in the loop nest.

```c
// Example 5
for(i=0; i<=15; i++)
for(j=0; j<=15; j++)
a[i][j] = a[i+1][j-1];
for(j=0; j<=i; j++)
b[i][j] = b[i][j+1]+a[i][0];
```

Figure 6 presents four independent slices whose elements
are tiles for Example 6, the Planckian distribution. A 3D-
projection reveals synchronization-free parallelism after appro-
priate rotating.

```c
// Example 6 - Planckian distribution, loop=n=7
for ( l=1 ; l<=loop ; l++ )
for ( k=0 ; k<n ; k++ )
{ 
  y[k] = u[k] / v[k];
  w[k] = x[k] / ( exp( y[k] ) -1.0 );
}
```

Summing up, we can conclude that visualization allows the
programmer to find suitable loop transformations and discover
available parallelism or code optimization.
V. RELATED WORK


Clint [13] translates manipulations back to the polyhedral representation and ultimately transforms code to match visualization. This tool seems to be the most advanced visualizer and corresponds to extended versions of classical loop transformations (reordering, shifting, interchange, fusion, splitting, index set splitting, grain, reversal, skewing, tiling etc.).

The islplot1 and Linpy tools [14] are based on islpy2, a Python wrapper around Sven Verdoolaege’s isl [3], the library for manipulating sets and relations of integer points bounded by linear constraints. Both the libraries are based on the matplotlib framework. Given the fact that TRACO is implemented also by means of the islpy interface, we considered these libraries for the presented approach. Islplot allows us to draw 2D maps and sets directly from islpy classes. However, domains of unions in islplot are drawn as separated figures. Therefore, we draw 2D polygons of tile points building convex hulls by means of Jarvis’ March. Moreover, islplot is not integrated with matplotlib in 3D and provides only one function to draw sets in WebGL. Hence, for solids we used the interface provided by LinPy, which allows us to build the Polyhedron object from its constraints.

VI. CONCLUSION

Visualization of results of a dependence analysis and TRACO transformations carried out assists the development of parallel numerical programs. The approach complements analytical methods used in traditional automatic parallelizing compilers. Furthermore, the tool is helpful to investigate the use of interactive visualization for learning parallelization and the polyhedral model. In future, we plan to provide more interactive functions to the visualizer using event handling and object picking provided by matplotlib. We are going also to use the approach in order to design algorithms of arbitrary shaped tiles.
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Abstract—Many storage formats for sparse matrices have been developed. Majority of these formats can be parametrized, so the algorithm for finding optimal parameters is crucial. For overall efficiency, it is important to reduce the execution time of this preprocessing. In this paper, we propose a new algorithm for the determination of the number of nonzero blocks of the given size in a sparse matrix. The proposed algorithm requires relatively a small amount of auxiliary memory. Our approach is based on the Morton reordering and bitwise manipulations. We also present a parallel (multithreaded) version and evaluate its performance and space complexity.

I. INTRODUCTION

Computations with sparse matrices are widespread in scientific projects. Many storage formats for sparse matrices have been developed. The most straightforward approach is to accompany values of nonzero elements with their row and column indexes, which forms the coordinate format (COO, for details see Sec. I-C). If the local matrix nonzero elements are ordered lexicographically, then row indexes in COO can be substituted by the number of nonzero elements of each row. Such idea is represented by the compressed sparse row (CSR) format (see [2]–[7]). The matrix stored in the CSR format is represented by three linear arrays:

\[ \text{A} \rightarrow \text{ci} \rightarrow \text{xpos} \rightarrow \text{ypos} \]

Then the quantities \( k_1 \) and \( k_2 \) are called the left and right half-bandwidth, respectively. The bandwidth of the matrix (denoted by \( \omega(A) \)) is \( k_1 + k_2 + 1 \).

Definition 2: If \( \omega(A) \ll n \), then \( A \) is banded.

B. Banded matrices

Citing from Golub and Van Loan [1]:

Definition 1:

If all matrix elements are zero outside a diagonally bordered band whose range is determined by constants \( k_1 \) and \( k_2 \):

\[ a_{i,j} = 0 \quad \text{if} \quad j < i - k_1 \quad \text{or} \quad j > i + k_2, \quad k_1, k_2 \geq 0. \]

Then the quantities \( k_1 \) and \( k_2 \) are called the left and right half-bandwidth, respectively. The bandwidth of the matrix (denoted by \( \omega(A) \)) is \( k_1 + k_2 + 1 \).

C. The Coordinate (COO) format

The coordinate (COO) format is the simplest format for storing sparse matrices (see [2], [3]). The matrix \( A \) is represented by three linear arrays \( \text{values} \), \( \text{xpos} \), and \( \text{ypos} \). The array \( \text{values}[0, \ldots, N - 1] \) stores the nonzero values of \( A \), arrays \( \text{xpos}[0, \ldots, N - 1] \) and \( \text{ypos}[0, \ldots, N - 1] \) contain column and row indexes, respectively, of these nonzero values. The ordering of elements in this format is not prescribed.

D. The Compressed Sparse Row (CSR) format

The most common format for storing sparse matrices is the compressed sparse row (CSR) format (see [2]–[7]). The matrix \( A \) stored in the CSR format is represented by three linear arrays: \( \text{values} \), \( \text{addr} \), and \( \text{ci} \). The array \( \text{values}[0, \ldots, N - 1] \) stores the nonzero elements of \( A \), the array \( \text{addr}[0, \ldots, n] \) contains indexes of initial nonzero elements of rows of \( A \). The array \( \text{ci}[0, \ldots, N - 1] \) contains column indexes of nonzero elements of \( A \).

We assume that \( 1 \ll n \ll N \ll n^2 \).

• The number of nonzero elements in submatrix \( B \) of matrix \( A \) is denoted by \( \eta(B) \), so \( \eta(A) = N \).

• For any submatrix \( C \), if \( \eta(C) = 0 \) then the submatrix \( C \) is called zero submatrix, otherwise it is called nonzero submatrix.

• If all elements in \( A \) have the same probability \( N/n^2 \) to be nonzero (independently on other elements) then \( A \) has a uniform distribution of nonzero elements.

• The parameter \( th \) denotes the number of threads used for the execution of an algorithm.

A. General notation

We consider a matrix \( A \) of order \( n \times n \). \( A = (a_{i,j}) \). The number of its nonzero elements is denoted by \( N \). Matrix \( A \) is considered sparse if it is worth (for performance or any other reason) not to store this matrix in memory in a dense array. In the following text:

• We assume that indexes of all vectors and matrices start from zero.

This work was supported by internal CTU grant No. SGS16/122/OKHK/3/IT/18 of the Czech Technical University in Prague. This work was supported by the IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070), funded by the European Regional Development Fund and the national budget of the Czech Republic via the Research and Development for Innovations Operational Programme, as well as Czech Ministry of Education, Youth and Sports via the project Large Research, Development and Innovations Infrastructures (LM2011033).
E. Hierarchical formats

Many hierarchical formats are based on the idea of partition the matrix into square disjoint blocks of size \(2^c \times 2^c\) rows/columns, where \(c \in \mathbb{N}^+\) is a formal parameter. In the further text, we will denote them as basic hierarchical format (BHF), for details see [6], [8], [9]. Coordinates of the upper left corners of these blocks are aligned to multiples of \(2^c\). Thus, indexes of nonzero elements are separated in two parts, indexes of blocks and indexes inside the blocks. Every such a region has block row and block column indexes. Let \(B(c)\) denote the number of nonzero blocks for matrix \(A\). The minimal number of nonzero blocks is equal to \(B(c)_{\text{min}} = \lceil \frac{n}{2^c} \rceil\), if all nonzero blocks contain only nonzero elements (i.e., are 100% dense). The maximal number of nonzero blocks is equal to \(B(c)_{\text{max}} = \min \left( N, \left\lceil \frac{N}{2^c} \right\rceil^2 \right)\), if each nonzero block contains exactly one nonzero element or if the whole matrix \(A\) is covered by nonzero blocks. This idea is for example behind formats: COOCOOF format [10], ABHSSF [8], [9], multilevel format [11], and so on. For all these formats, the optimal value of bits for each level should be computed. For this decision, the information about number of blocks \(B(c)\) for given \(c\) is required.

F. Our requirements for an algorithm

Our assumptions and the requirements for an algorithm for computation of the number of nonzero blocks are as follows:

- The algorithm should be execution efficient (even in the multithreaded environment).
- Since, we are processing large sparse matrices, we assume that the space complexity (memory footprint) of the sparse matrix \(A\) is significant. We define an in-place algorithm as an algorithm that needs auxiliary data structures with space complexity strictly lower than the space complexity of all its temporary data should be much lower than space complexity of the matrix. When the computation of the number of nonzero blocks of a matrix cannot be performed in-place, then there might not be enough free memory to make this computation at all.
- In real situation, we don’t need to compute the number of nonzero blocks for all \(c\) from \([1, \ldots, \lceil \log n \rceil]\) because some block sizes from this interval are simply too small or too large for the given purpose. Thus, we need to compute the number of nonzero blocks only for \(c\) from the given interval \([c_{\text{min}}, \ldots, c_{\text{max}}]\).

G. Overview of state-of-the-art

As far as we know, there are only two algorithms for the computation of the number of nonzero blocks (e.g., in [10]), both of them are based on sets. There are two main reasons for such low number:

- Authors rarely present algorithms for preprocessing of matrices, which are necessary for assessment of the suitability of their formats for a given application [6].
- Some formats (e.g., [11], [15]–[17]) skip this computation and use "typically good" values of the block-size.

The idea behind the two found solutions is to evaluate the number of blocks \(B(c)\) for all values of parameter \(c\) from \([c_{\text{min}}, \ldots, c_{\text{max}}]\) using a set. We will consider four implementations of such an algorithm using different data-structure for implementation of the set.

1) First algorithms based on sets: All nonzero elements are mapped to block coordinates. These block coordinates are mapped to index \(i \in \{0, \ldots, \lceil n/2^c \rceil^2\}\) and put into set \(U\). Finally, the cardinality of \(U\) is determined. It is equal to the number of blocks \(B(c)\).

Algorithm 1 Determination of the number of blocks \(B(c)\)

1: \(\text{procedure NUMBEROFBLOCKS1}(I,c)\)

Input: \(I_n = a\text{ a matrix in the CSR format}\)

Input: \(c = \text{the parameter (logarithm of block size)}\)

Output: \(B = \text{the number of blocks}\)

2: \(B \leftarrow 0; d \leftarrow 2^c; p \leftarrow \lceil n/d \rceil\)

3: construct the set \(U\)

4: \(U \leftarrow \emptyset\)

5: \(\text{for } y \leftarrow 1, I_n.n \text{ do}\)

6: \(\text{for } j \leftarrow I_n.\text{addr}[y], I_n.\text{addr}[y + 1] - 1 \text{ do}\)

7: \(x \leftarrow I_n.\text{addr}[j]\)

8: \(i \leftarrow \lfloor y/d \rfloor \cdot p + \lfloor x/d \rfloor\)

9: \(\text{put the element } i \text{ into } U\)

10: \(B \leftarrow |U|\)

11: \(\text{return } B\)

The time complexity of Algorithm 1, \(T_1(n, N)\), consists of:

- \(t_1 = \text{time complexity of creating an empty set } U\) at codeline (4),
- \(t_2 = N \cdot t_{\text{ins}} = \text{time complexity of inserting } N \text{ elements at codeline (9) into the set } U\),
- \(t_3 = \text{time complexity of computing the cardinality of } U\) at codeline (10).

The time complexity depends on the data structure used for implementing the set \(U\). Let \(d = 2^c\) and \(p = \lceil n/d \rceil\). Let us consider four basic implementations:

1) a bit array (of size of \(p^2 = \lceil n/d \rceil^2 = \lceil n/2^c \rceil^2\) bits):

Then
• $t_1$ is proportional to the range of indices $i$: $t_1 = O(p^2)$,
• $t_2 = N \cdot O(1) = O(N)$,
• $t_3$ is also proportional to the range of indices $i$:
  \[ t_3 = O(p^2). \]

The total time complexity is $T_1(n, N) = O(N + p^2) = O(N + \lceil n/2^c \rceil^2)$ and the space complexity is $O(p^2) = O(\lceil n/2^c \rceil^2)$. These complexities are high (especially for small values of $c$) which makes this approach inefficient.

2) A linked list:

• $t_1 = N \cdot O(1) = O(N)$,
• $t_2 = N \cdot O(B(c)_{\text{max}})$,
• $t_3 = O(B(c)_{\text{max}})$.

The total time complexity is $T_1(n, N) = O(N \cdot B(c)_{\text{max}})$ and the space complexity is $O(B(c)_{\text{max}})$.

This complexity is high which makes this approach inefficient.

3) A balanced binary search tree:

• $t_1 = O(1)$,
• $t_2$ is proportional to $N$ and to the logarithm of the size of binary representation of index $i$: $t_{\text{ins}} = O(2 \log p) = O((\log (n/2^c))) = O(\log n - c)$,
• $t_3 = O(B(c)_{\text{max}})$.

The total time complexity is $T_1(n, N) = O(B(c)_{\text{max}} + N(\log n - c))$ and the space complexity is $O(B(c)_{\text{max}})$, hence the approach is quite execution efficient, but space inefficient (especially for small values of $c$).

4) A hash table of size $l$ (we assume a closed hashing scheme):

• $t_1 = O(l)$,
• $t_2 = N \cdot O(1)$ in ideal case,
• $t_3 = O(l)\) We must carefully choose the value of parameter $l$ to satisfy the no-collision assumption during the insertion of elements, this parameter should be greater than $B(c)_{\text{max}}$. Then, the total time complexity is $T_1(n, N) = O(N + l) = O(N + B(c)_{\text{max}})$ and the space complexity is $O(B(c)_{\text{max}})$, hence the approach is execution efficient, but space inefficient (especially for small values of $c$).

2) An improved algorithm: We can improve Algorithm 1 as follows: The matrix $A$ is divided into disjoint horizontal strips whose height is equal to $2^c$. Then the cardinality of set $U$ (i.e., the number of blocks) is determined in each strip separately. The value of $B(c)_{\text{max}}$ is decreased to $\lceil \frac{n}{2^c} \rceil$ that occurs if the whole strip is covered by nonzero regions.

Algorithm 2 Determination of the number of blocks $B(c)$ (improved)

1: procedure NUMBEROFBLOCKS2($In, c$)
Input: $In$ a matrix in the CSR format
Input: $c$ = the parameter (logarithm of block size)
Output: $B$ = the number of blocks

2: $B \leftarrow 0$; $old \leftarrow -1$;
3: $d \leftarrow 2^c$;
4: create the set $U$;
5: $U = \emptyset$;
6: for $y \leftarrow 1, In.n$ do
7: \[ \text{if } \lfloor y/d \rfloor > old \text{ then} \]
8: \[ B \leftarrow B + |U|; \]
9: \[ U = \emptyset; \]
10: \[ old \leftarrow \lfloor y/d \rfloor; \]
11: for $j \leftarrow In.addr[y], In.addr[y + 1] - 1$ do
12: \[ x \leftarrow In.ci[j]; \]
13: \[ i \leftarrow \lfloor x/d \rfloor; \]
14: put the element $i$ into $U$;
15: \[ B \leftarrow B + |U|; \]
16: return $B$;

The time complexity of Algorithm 2, $T_2(n, N)$, consists of:

• $t_1 = p \cdot t_{\text{init}} = $ time complexity of creating empty sets at codelines (5) and (9),
• $t_2 = N \cdot t_{\text{ins}} = $ time complexity of inserting $N$ elements at codeline (14),
• $t_3 = p \cdot t_{\text{enum}} = $ time complexity of determining the cardinality of the set at codelines (8) and (15).

Four basic implementations of the set data type provide the following time complexities:

1) a bit array (of size of $\lceil n/d \rceil = \lceil n/2^c \rceil$ bits):

\[
\begin{align*}
& t_{\text{init}} = O(p), \\
& t_{\text{ins}} = O(1), \\
& t_{\text{enum}} = O(p), \\
& T_2(n, N) = O(N + p^2) \text{ and the space complexity is } O(p). 
\end{align*}
\]

So, the space complexity decreased compared to same implementation of the set data type in Algorithm 1, but the time complexity remains high, especially for small values of $c$.

2) a linked list:

• $t_{\text{init}}$ remain the same as in the previous case,
• $t_{\text{enum}} = t_{\text{ins}} = O(B(c)_{\text{max}})$ drops due to $B(c)_{\text{max}}$ decrease.

The total time and the space complexities remain the same compared to the same implementation of the set data type in Algorithm 1.

3) a balanced binary search tree:

• $t_{\text{init}}$ remains the same as in the previous case,
• $t_{\text{ins}} = O(\log p) = O(\log (n/2^c)) = O(\log n - c)$,
• $t_{\text{enum}} = O(B(c)_{\text{max}})$ drops due to $B(c)_{\text{max}}$ decrease.
The total time complexity remains the same compared to the same implementation of the set data type in Algorithm 1.

4) a hash table with the open hashing scheme (the size of the hash table is equal to $l$). It is much easier to satisfy the no collision assumption by insertion of elements (with lesser value of $l$).

- $t_{\text{ins}}$ is the same,
- $t_{\text{init}}$ and $t_{\text{enum}}$ drops due to $B(c)_{\text{max}}$ and $l$ decrease.

The total time complexity remains the same.

3) The summary of state-of-the-art algorithms: None of the algorithm and implementation satisfies the requirements describe in Sec. I-F. The improved algorithm reduces memory requirements which allows implementations to be space efficient. On the other hand, existing algorithms are execution inefficient (especially for small values of $c$). The situation is getting worse for multithreaded execution. If each strip is computed in parallel then every thread has independent instance of the set and memory requirements will be $th$-times higher. If single strip is computed by multiple threads then the only one (shared) set is used, but every access is a critical section, hence the speedup would be minimal.

II. OUR NEW APPROACH

A. Main idea

In our approach, we utilize reordering of nonzero elements according to so-called Morton order (for details see [18]). Morton ordering is a mapping from an $i$-dimensional space onto a linear list of numbers. If we want to convert a certain set of integer coordinates to a Morton code, we have to determine the number of blocks, the coordinates (with lesser value of $n$), consists of:

- $t_1 = N = \text{time complexity of generating Morton codes at codeline (4)},$
- $t_2 = N \log N = \text{time complexity of sorting. We assume the}
\text{sorting algorithm with complexity } O(i \log i) \text{ for a}
\text{array of length } i.$
- $t_3 = N \cdot c_{\text{max}} = \text{time complexity of for-cycle at}
\text{codeline (7) mainly inner loop at codeline (13)}.$

Overall time complexity is $T_3(n, N) = N(\text{c}_{\text{max}} + \log N),
\text{so this algorithm is efficient, but requires additional space for}
\text{Morton codes proportional to } N.$ To avoid this, we propose two solutions:

1) Morton codes are not stored explicitly. They can over-
\text{write COO storage format (arrays } xpos\text{ and } ypos\text{). After}
determination of the number of blocks, the coordinates (original values in these arrays) will be restored from
\text{Morton codes}.

2) Computation of Morton code can be included in a com-
\text{pare function of sorting algorithm at codeline (5) in}
\text{Algorithm 3}.

B. Example of algorithm usage

Let us assume a very small example of a sparse matrix with $n = 8$ and $N = 12.$ Instead of the values of the matrix elements, we deal only with binary flags indicating the existence of nonzero elements.

---

**Algorithm 3** Determination of the number of blocks $B(c)$ (new)

1: $\text{procedure NUMBEROFBLOCKS3}(I_n, c)$
2: $\text{Input: } A = \text{a matrix in the COO format}$
3: $\text{Input: } c = \text{the parameter (logarithm of block size)}$
4: $\text{Output: } B = \text{the number of blocks}$

5: for $j \leftarrow 1, c_{\text{max}}$ do
6: \hspace{0.5cm} $\text{number}[j] \leftarrow 1$;
7: $\text{add to every nonzero element its Morton code}$;
8: $\text{sort nonzero elements on its Morton code}$;
9: $\text{old} \leftarrow A[i].Morton$;
10: $\text{new} \leftarrow A[i].Morton$;
11: $\text{diff} \leftarrow \text{XOR}(\text{new}, \text{old})$;
12: $\text{k} \leftarrow \text{round}_\text{up}(\text{Highest1}(\text{diff})/2)$;
13: $\text{for } i \leftarrow 1, N \text{ do}$
14: \hspace{0.5cm} $\text{number}[j] \leftarrow \text{number}[j] + 1$;
15: $\text{return } \text{number}[i]$;

The time complexity of Algorithm 3, $T_3(n, N),$ consists of:

- $t_1 = N = \text{time complexity of generating Morton codes at codeline (4)},$
- $t_2 = N \log N = \text{time complexity of sorting. We assume the}
\text{sorting algorithm with complexity } O(i \log i) \text{ for a}
\text{array of length } i.$
- $t_3 = N \cdot c_{\text{max}} = \text{time complexity of for-cycle at}
\text{codeline (7) mainly inner loop at codeline (13)}.$

---

**Algorithm 1**

1: $\text{Input: } A = \text{a matrix in the COO format}$
2: $\text{Output: } B = \text{the number of blocks}$
3: $\text{for } j \leftarrow 1, c_{\text{max}}$ do
4: \hspace{0.5cm} $\text{number}[j] \leftarrow 1$;
5: $\text{add to every nonzero element its Morton code}$;
6: $\text{sort nonzero elements on its Morton code}$;
7: $\text{old} \leftarrow A[i].Morton$;
8: $\text{new} \leftarrow A[i].Morton$;
9: $\text{diff} \leftarrow \text{XOR}(\text{new}, \text{old})$;
10: $\text{k} \leftarrow \text{round}_\text{up}(\text{Highest1}(\text{diff})/2)$;
11: $\text{for } i \leftarrow 1, N \text{ do}$
12: \hspace{0.5cm} $\text{number}[j] \leftarrow \text{number}[j] + 1$;
13: $\text{return } \text{number}[i]$;

The time complexity of Algorithm 3, $T_3(n, N),$ consists of:

- $t_1 = N = \text{time complexity of generating Morton codes at codeline (4)},$
- $t_2 = N \log N = \text{time complexity of sorting. We assume the}
\text{sorting algorithm with complexity } O(i \log i) \text{ for a}
\text{array of length } i.$
- $t_3 = N \cdot c_{\text{max}} = \text{time complexity of for-cycle at}
\text{codeline (7) mainly inner loop at codeline (13)}.$

Overall time complexity is $T_3(n, N) = N(\text{c}_{\text{max}} + \log N),
\text{so this algorithm is efficient, but requires additional space for}
\text{Morton codes proportional to } N.$ To avoid this, we propose two solutions:

1) Morton codes are not stored explicitly. They can over-
\text{write COO storage format (arrays } xpos\text{ and } ypos\text{). After}
determination of the number of blocks, the coordinates (original values in these arrays) will be restored from
\text{Morton codes}.

2) Computation of Morton code can be included in a com-
\text{pare function of sorting algorithm at codeline (5) in}
\text{Algorithm 3}.
\[
M^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

The steps of the new algorithm are as follows:

Step 1: (codeline 4) For each nonzero element, the Morton code is computed. Morton codes (for elements in lexicographic order) = \{ 000000, 010101, 000011, 010110, 001100, 001111, 011010, 110011, 101000, 111100, 101011, 111111 \}.

Step 2: (codeline 5) The whole sequence is sorted according to Morton codes.

Step 3: (codeline 7-14) We count the whole difference in Morton codes of adjacent items. Morton codes (for elements the highest different bit set is marked) = \{ 000000, 000011, 010101, 001111, 101000, 111100, 101011, 111111 \}. The counters (in variable numbers) are increased according to the position of the highest bit set (e.g., 000011 ⇒ increase \textit{numbers}[1] by one, 010101 ⇒ increase \textit{numbers}[1] and \textit{numbers}[2] by 1, etc.).

Step 4: (codeline 15) After traversing the example sequence, the counters are set to \(B(c = 1) = \text{numbers}[1] = 7\), \(B(2) = 4\), \(B(3) = 1\).

C. Parallelization

1) SW technologies: The OpenMP API specification [19] is defined by a collection of compiler directives, library routines and environment variables extending the C, C++ and Fortran languages. These can be used to create portable parallel programs utilizing shared memory. The core of OpenMP is the so called fork-join model execution model. An application employing OpenMP usually begins as a single thread program and during execution uses multiple threads or even other devices to perform parallel tasks.

The OpenMP API provides a relaxed-consistency, shared memory model. All threads have access to the memory and each may have its own temporary view of the memory (which represents cache or other local storage used for caching). Each thread also have access to thread private memory, which cannot be accessed by any other thread. A single access to a variable is not guaranteed to be atomic with respect to other accesses of that variable, since it may be implemented with multiple load or store instructions. If multiple threads write without synchronization to the same memory unit, the data race occurs.

2) Multithreaded execution: The parallel (multithreaded) version of the algorithm is represented by Alg. 4. We simply make all steps (described in Sec. II-B) parallel:

Step 1 (Computation of Morton codes): The parallelization of this step is straightforward.

Step 2 (Sorting of Morton codes): The parallelization of this step is straightforward by using any parallel in-place sort (e.g., \textit{sort} method from \texttt{std::algorithm} [20] or \textit{AQSort} [21]).

Step 3 (Counting the differences): The whole sequence of sorted Morton codes is partitioned into \(th\) disjoint chunks of consecutive elements. Each chunk contains approximately the same number of elements. Each thread counts the differences in the assigned chunk independently. After this computation, local (thread private) instances of \(l\_\text{number}[i]\) are summed up to the global values \(\text{\textit{number}[]}\).

Algorithm 4 Determination of the number of blocks \(B(c)\) (new, parallel version)

```
1: procedure NUMBEROFBLOCKS4(In,c)
2: Input: \(A\) = a matrix in the COO format
3: Input: \(c\) = the parameter (logarithm of block size)
4: Output: \(B\) = the number of blocks
5: parallel add to every nonzero element its Morton code;
6: parallel sort nonzero elements on its Morton code;
7: \(len = N/th\);
8: \(start\parallel\) of parallel block
9: \(tid = \text{get\_tid\_of\_current\_thread}()\);
10: if \(tid = 0\) then
11: \(old \leftarrow A[0].\text{Morton}();\)
12: \(start \leftarrow 0;\)
13: \(\text{old} \leftarrow A[tid \cdot \text{len} + 1].\text{Morton}();\)
14: \(\text{start} \leftarrow \text{tid} \cdot \text{len};\)
15: \(\text{for } j \leftarrow 1, c_{\text{\_max}} \text{ do}\)
16: \(l\_\text{number}[j] \leftarrow 0;\)
17: \(\text{for } i \leftarrow \text{start}, (\text{tid} + 1) \cdot \text{len} - 1 \text{ do}\)
18: \(\text{new} \leftarrow A[i].\text{Morton}();\)
19: \(\text{diff} \leftarrow \text{XOR}(\text{new}, \text{old});\)
20: \(\text{old} \leftarrow \text{new};\)
21: \(k \leftarrow \text{round\_up}(\text{Highest1}(\text{diff})/2);\)
22: \(\text{for } j \leftarrow 1, k \text{ do}\)
23: \(l\_\text{number}[j] \leftarrow l\_\text{number}[j] + 1;\)
24: \text{end of parallel block}
25: \(\text{parallel reduction}\text{\_\_of } l\_\text{number} \text{ into } \text{\textit{number}};\)
26: return \(\text{\textit{number}}[]\);
```

D. Modification of algorithm suitable for the CSR format

Our algorithms (see Alg. 3 and 4) require the input storage format that allows to reorder/sort its nonzero elements. Hence, we use the COO format. This format is used in HPC, but the CSR format is more frequent (see for example [22], [23]). For the CSR format, we propose the following modification.

The whole matrix is partitioned into 2D disjoint regions (=chunks of consecutive rows). Starting row of each
Step 2 For each region all nonzero elements in this region are extracted and their Morton codes are stored into a temporary array. These regions are proceeded by Alg. 3.

Step 3 The results for all regions are summed up to the global values.

The parallelization of this algorithm is easy: each region can be computed independently by a different thread. For good load balancing in OpenMP API even for matrices with non-uniform distribution (e.g., for banded matrices), so-called dynamic scheduling strategy is used.

The parallelization of this algorithm is easy: each region can be computed independently by a different thread. For good load balancing in OpenMP API even for matrices with non-uniform distribution (e.g., for banded matrices), so-called dynamic scheduling strategy is used.

TABLE I: Characteristics of the testing matrices and their abbreviation in the further text.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>abbr</th>
<th>n</th>
<th>N</th>
<th>avg_per_row</th>
</tr>
</thead>
<tbody>
<tr>
<td>circuitM5</td>
<td>m1</td>
<td>5.56·10⁶</td>
<td>5.95·10⁶</td>
<td>10.7</td>
</tr>
<tr>
<td>nlpkkt120</td>
<td>m2</td>
<td>3.54·10⁶</td>
<td>5.02·10⁷</td>
<td>14.1</td>
</tr>
<tr>
<td>ldoor</td>
<td>m3</td>
<td>9.52·10⁷</td>
<td>2.37·10⁷</td>
<td>24.9</td>
</tr>
<tr>
<td>TSOPP_RS_b2383</td>
<td>m4</td>
<td>3.81·10⁷</td>
<td>1.62·10⁷</td>
<td>42.5</td>
</tr>
<tr>
<td>mouse_gene</td>
<td>m5</td>
<td>4.51·10⁴</td>
<td>1.45·10⁷</td>
<td>32.1</td>
</tr>
<tr>
<td>t2em</td>
<td>m6</td>
<td>9.25·10⁵</td>
<td>4.59·10⁶</td>
<td>5.0</td>
</tr>
<tr>
<td>bmw7st_1</td>
<td>m7</td>
<td>1.41·10⁵</td>
<td>3.74·10⁶</td>
<td>26.5</td>
</tr>
<tr>
<td>amazon0312</td>
<td>m8</td>
<td>4.01·10⁴</td>
<td>3.20·10⁵</td>
<td>8.0</td>
</tr>
<tr>
<td>thread</td>
<td>m9</td>
<td>2.97·10⁴</td>
<td>2.25·10⁵</td>
<td>75.8</td>
</tr>
<tr>
<td>gupla2</td>
<td>m10</td>
<td>6.21·10⁴</td>
<td>2.16·10⁶</td>
<td>34.8</td>
</tr>
</tbody>
</table>

III. EVALUATION OF THE RESULTS

A. Testing matrices

We have used 10 testing matrices from various application domains from the University of Florida Sparse Matrix Collection [24]. Table I shows the characteristics of the testing matrices.

B. Used HW and SW

The execution times were measured on a server with following HW and SW parameters:

- 2 × CPU Intel Xeon Processor E5-2620 v2 (15MB L3 cache per CPU),
- CPU cores: 6 per CPU, 12 in total,
- Memory size: 32 GB RAM, total max. memory bandwidth: 51.2 GB/s,
- Peak single precision floating point performance 0.48 TFlops (using base clocks),
- OS Linux, C++ compiler (g++) version 4.8.3 with switches -O3 -march=native -mavx -fopenmp.

We measure elapsed wall clock times using OpenMP function omp_get_wtime().

C. Evaluation of results

1) Comparison of sequential algorithms: Tables II and III show the comparison of measured times for different algorithms for the determination of the number of blocks. From this table, we can conclude that our Morton-based algorithm is always faster for larger matrices. The reason is the following: the time complexity of classical algorithm is \( O(n^2 + N) \), hence for smaller matrices (with small order) both components are approximately the same and algorithm is execution-efficient. On the other hand, for larger matrices in the complexity of the classical algorithm the component \( n^2 \) become dominant and algorithm is execution-inefficient. For small matrices the initial overhead of the Morton-based algorithm is significant. For larger matrices, this overhead become negligible and this algorithm is execution-efficient.

Fig. 1: Speedups for classical (improved) algorithm with \( c_{max} = 8 \).
algorithm is crucial for preprocessing of matrices into some advanced storage formats. We have also developed a parallel version of this algorithm. We performed experiments on the parallel system and their results showed that the proposed algorithm is both execution- and space-efficient.

IV. CONCLUSIONS

This paper presents the design of a new algorithm for the for the calculation of the number of blocks in sparse matrices. This algorithm is crucial for preprocessing of matrices into some advanced storage formats. We have also developed a parallel version of this algorithm. We performed experiments on the parallel system and their results showed that the proposed algorithm is both execution- and space-efficient.
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Abstract—Various techniques of portfolio selection are applied to interpret the status of the market and predict the market's future trend, but they are not beneficial to small investors because these techniques should be administered by an expert. In addition, these techniques desire accumulation of data about the market and complicated calculations, which is too much effort for individual small investors. Therefore, portfolio selection with two significant financial ratios using the ELECTRE III method is proposed for these investors to make trading decisions. In order to demonstrate the effectiveness of this new method, it is compared to the situation where a fix percentage allocation existed and data was collected from the Stock Exchange of Thailand (SET).

I. INTRODUCTION

The Stock Exchange of Thailand (SET) is the national stock exchange of Thailand. Retail investors in Thailand have long been a majority of players. They account for approximately 41%, whereas foreigner and institution flows are 36% and 21% of daily trading value respectively [13]. Since many factors (such as political and economic factors) are likely to influence the trend of the market [3], forecasting the trend requires various market analysis techniques [2, 5, 10, 11, 19, 22]. In addition, there are a number of machine learning techniques proposed as a solution to the problem such as reinforcement learning [17, 18, 20], neural networks [9, 12], genetic algorithms [1, 15, 16], decision trees [24], support vector machines [4, 14, 23], and boosting and expert weighting [6, 7, 8]. Arthur Samuel in 1959 defined machine learning as the “field of study that gives computers the ability to learn without being explicitly programmed”. Such techniques build a model from an example training set of input observations in order to make data-driven predictions or decisions expressed as outputs. Although machine learning techniques are applied to interpret the status of the market and predict the market's future trend, but they are not beneficial to small investors because these techniques desire both accumulation of training data set about the market and complicated calculations to make data-driven predictions, which is too much effort for an individual small investor. Therefore, portfolio selection with only two significant financial ratios using the ELECTRE III method is proposed for those investors to make trading decisions. The two significant financial ratios are net profit margin and dividend yield. The Net profit margin is a ratio of profitability calculated as after-tax net income (net profits) divided by sales (revenue) and displayed as a percentage; whereby consideration focuses on stocks with high net profit margin. Dividend yield is the amount that a company pays to its shareholders annually for their investments; whereby consideration focuses on stocks with high dividend yield. It is expressed as a percentage and indicates attractiveness of investing in a company’s stocks. The ELECTRE III method [21] is the most popular one of the outranking methods in Multi Criteria Decision Making (MCDM). Its performance of alternatives on each criterion in outranking is compared in pairs. An alternative a is said to outrank an alternative b if it performs better on some criteria and at least as well as b on all others. The outranking relation in the ELECTRE III is a fuzzy binary relation. It uses three distinct thresholds (indifference, preference, and veto) to incorporate the uncertainties that are inherent in most influence valuations. In addition, the ELECTRE III method is less of a complex than the machine learning techniques because it follows strictly static program instructions.

This report proceeds as follow. In the next section, previous related literatures are reviewed. Then the research methodology and data used are discussed. Empirical results found in the study are then presented and analyzed. Lastly, conclusion, implications, and limitations together with suggestion for further study are presented.

II. BACKGROUNDS

An ELECTRE is a family of multi-criteria decision analysis methods (Roy, B. (1978)). The ELECTRE is working on the concrete, multiple criteria, and real-world problem of how firms can decide on new activities and had encountered problems using a weighted sum technique. It uses several mathematical functions to indicate the dominant degree of one alternative over the remaining ones. Additionally, it also facilitates comparisons between alternative schemes by using a weighted sum technique. The outranking relationships between alternatives are constructed and exploited eventually.

In order to be consistent with the basic concept of similarity in case based reasoning, different terminologies from the classical ELECTRE is used.
Let the distance between case $a_k$ and case $a_l$ on the $j$ feature be denoted by $||kjlj||$ or $d_{kj}$. Let $w_j$ express the weight of the feature.

**Definition 1:** The indifferent threshold of criterion $j$ $q_j$: $a_k$ and $a_l$ are indifferent if $|a_{kj} - a_{lj}| < q_j$.

**Definition 2:** The strict preference threshold of criterion $j$ $p_j$: $a_k$ is strictly preferred to $a_l$ if $|a_{kj} - a_{lj}| \leq p_j$.

**Definition 3:** The weak preference threshold of criterion $j$ $p_j$: $a_k$ is weakly preferred to $a_l$ if $|a_{kj} - a_{lj}| > p_j$.

**Definition 4:** The veto threshold of criterion $j$ $v_j$: reject the hypothesis of outranking of $a_k$ over $a_l$ if $|a_{kj} - a_{lj}| > v_j$.

**The Index of Concordance and Discordance**

**Definition 5:** The degree of concordance with the judgmental statement that $a_k$ outranks $a_l$ under the $j$ the criterion $cr_j(k,l)$ is defined as

$$cr_j(k,l) = \begin{cases} 
1 & \text{if } q_j \geq |a_{kj} - a_{lj}|, \\
0 & \text{if } p_j \leq |a_{kj} - a_{lj}|, \\
\frac{p_j - (a_{kj} - a_{lj})}{|a_{kj} - a_{lj}| - v_j} & \text{otherwise}
\end{cases}$$

**Definition 6:** A concordance index of each ordered pair $(a_k, a_l)$ of alternatives $cr(k,l)$ is defined as

$$cr(k,l) = \frac{\sum_{j=1}^{r} w_j cr_j(k,l)}{\sum_{j=1}^{r} w_j}$$

Where $w_j$ is the weight determining the relative importance of $j$ criterion.

**Definition 7:** The degree of discordance with the judgmental statement that $a_k$ outranks $a_l$ under the $j$ the criterion $d_j(k,l)$ is defined as

$$d_j(k,l) = \begin{cases} 
0 & \text{if } a_{kj} - a_{lj} \leq p_j, \\
1 & \text{if } a_{kj} - a_{lj} \geq v_j, \\
\frac{(a_{kj} - a_{lj}) - p_j}{v_j - p_j} & \text{otherwise}
\end{cases}$$

**The Degree of Outranking**

**Definition 8:** The degree of credibility of outranking with the judgmental statement that $a_k$ outranks $a_l$ is defined as

$$s(k,l) = \begin{cases} 
\frac{cr(k,l)}{\prod_{j \in J(k,l)} 1 - d_j(k,l)} & \text{if } J(k,l) \neq \emptyset, \\
0 & \text{if } J(k,l) = \emptyset.
\end{cases}$$

where $J(k,l)$ is the set of criterion for which $d_j(k,l) > cr(k,l)$. If $J(k,l) = \emptyset$, we have $d_j(k,l) > cr(k,l)$ for any criterion, then $s(k,l)$ is the same as $cr(k,l)$.

**Definition 9:** The ranking of the alternatives is defined as

$$\delta_k = \sum_{l=1}^{n} s(k,l) - \sum_{l=1}^{n} s(l,k), k = 1,2,..,n$$

**III. THE ELECTRE III MODEL FOR SELECTING STOCKS**

**A. The ELECTRE III Method**

Let $\Lambda = \{a_1, a_2, \ldots, a_n\}$ be a set of stock alternatives, $P_{purchase}$ be prices of the purchased stocks in any year, $P_{sell}$ be prices of the sold stocks in any year, and $C = \{c_1, c_2\}$ be a set of criteria in this research which are net profit margin and dividend yield. $W = \{w_1, w_2\}$ is a set of weights of influence on criteria net profit margin and dividend yield, $a_k$ is the performance values of criterion $c_j$ of stock alternative $a_k$, and $(a_k, a_l)$ is any ordered pair of stock alternatives. Net Profits of any stocks are the difference between the price of the purchased stocks and their sold stocks. Total profit is summation of Net Profits and their Dividend yields.

In this section, Combinatorial Portfolio selection with the ELECTRE III method is described. There are three steps as follows:

**Table 1: The ELECTRE III method for Selecting Stocks**

**Input:**

- A list $\Lambda$ of stock alternatives,
- $P_{purchase}$ is prices of the purchased stocks in any year,
- $P_{sell}$ is prices of the sold stocks in any year,
- $C$ is a set of criteria: net profit margin and dividend yield,
- $W$ is a set of weights of influence on criteria net profit margin and dividend yield,
- Percent of ranking allocation

**Output:** Total profit of each allocation

1. Ranking the stocks. The results are ranking based on the ELECTRE III method.
2. Allocating percentage of top ranking stocks.
3. Calculating total profit from each allocation.
B. Description of the Scenario

In this section, we present an application of the ELECTRE III method to select any stocks. Suppose that Somsri want to select stocks of any company. Table 2 shows all stocks that she wants to purchase. Criteria that are considered in selecting each stock are their weights, their preference threshold, their indifference index, and their veto threshold are defined for this application, as in Table 3. The criteria net profit margin and dividend yield are to be maximized. The last price and dividend yield of stocks from 2011 to 2014 are shown in Table 4 and 5 respectively. Finally, the final ranking of the ELECTRE-III methods is shown in Table 6.

<table>
<thead>
<tr>
<th>Stock alternatives</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>BTS: BTS GROUP HOLDINGS PUBLIC COMPANY LIMITED</td>
</tr>
<tr>
<td>A2</td>
<td>PTT: PTT PUBLIC COMPANY LIMITED</td>
</tr>
<tr>
<td>A3</td>
<td>SPALI: SUPALAI PUBLIC COMPANY LIMITED</td>
</tr>
<tr>
<td>A4</td>
<td>SCB: THE SIAM COMMERCIAL BANK PUBLIC COMPANY LIMITED</td>
</tr>
<tr>
<td>A5</td>
<td>AHC: AIKCHOL HOSPITAL PUBLIC COMPANY LIMITED</td>
</tr>
</tbody>
</table>

Table 3: Indifference, preference, and veto thresholds values

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
<th>Units</th>
<th>Indifference Threshold (q)</th>
<th>Preference Threshold (p)</th>
<th>Veto Threshold (q)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Net Profit Margin (%)</td>
<td>%</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>0.6</td>
</tr>
<tr>
<td>C2</td>
<td>Dividend Yield (%)</td>
<td>%</td>
<td>0.5</td>
<td>3</td>
<td>5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 4: Price of stocks of any company in any years

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Last Price(Baht)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30/12/2011</td>
</tr>
<tr>
<td>A1: BTS</td>
<td>0.7</td>
</tr>
<tr>
<td>A2: PTT</td>
<td>318</td>
</tr>
<tr>
<td>A3: SPALI</td>
<td>14.30</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>116.5</td>
</tr>
<tr>
<td>A5: AHC</td>
<td>77.50</td>
</tr>
</tbody>
</table>

Table 5: Dividend yields of stocks of the company in any years

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Dividend Yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30/12/2011</td>
</tr>
<tr>
<td>A1: BTS</td>
<td>5.03</td>
</tr>
<tr>
<td>A2: PTT</td>
<td>3.21</td>
</tr>
<tr>
<td>A3: SPALI</td>
<td>4.2</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>2.57</td>
</tr>
<tr>
<td>A5: AHC</td>
<td>3.23</td>
</tr>
</tbody>
</table>
Table 6: Final rankings of the stock alternatives

<table>
<thead>
<tr>
<th>Stock Alternative</th>
<th>ELECTRE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: BTS</td>
<td>3</td>
</tr>
<tr>
<td>A2: PTT</td>
<td>5</td>
</tr>
<tr>
<td>A3: SPALI</td>
<td>2</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>1</td>
</tr>
<tr>
<td>A5: AHC</td>
<td>4</td>
</tr>
</tbody>
</table>

Finally, we can rank stock alternatives. In ELECTRE III method, the best case is A4 and it is followed by A3, A1, A5, and A2 respectively.

IV. EMPIRICAL RESULTS AND ANALYSIS

The empirical experiment to measure the total profit of ELECTRE III algorithm is conducted in this research. Several parameters are needed to be defined when applying the ELECTRE III algorithm:

A. Experiment setting

To demonstrate the effectiveness of the proposed schema the total profits under the two scenarios (that is, the ELECTRE-III method allocation and fixed-percentage allocation) are compared.

Then, assume that a budget is equal to 100,000 Thai Bahts. The number of years that the stock is held is 4 years. The result of combination of two, three, four highest ranking stocks in the the ELECTRE-III method are shown in Tables 7, 8, and 9 below. Here, a fixed-percentage allocation of 20% has been assumed for all alternatives and are shown in Table 10.

Table 7: Results of the ELECTRE III method allocation with two highest ranking stocks (ELECTRE III (2))

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Ranking</th>
<th>Percentage</th>
<th>Budgets</th>
<th>P_purchased</th>
<th>Units</th>
<th>P_sold</th>
<th>Profits</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3: SPALI</td>
<td>2</td>
<td>50</td>
<td>50000</td>
<td>14.3</td>
<td>3496.50</td>
<td>24.1</td>
<td>9.88</td>
<td>87,762.24</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>1</td>
<td>50</td>
<td>50000</td>
<td>116.5</td>
<td>2331</td>
<td>182</td>
<td>65.5</td>
<td>32,626.61</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120,388.8</td>
</tr>
</tbody>
</table>

Table 8: Results of the ELECTRE III method allocation with three highest ranking stocks (ELECTRE III (3))

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Ranking</th>
<th>Percentage</th>
<th>Budgets</th>
<th>P_purchased</th>
<th>Units</th>
<th>P_sold</th>
<th>Profits</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: BTS</td>
<td>3</td>
<td>33.33</td>
<td>33333</td>
<td>0.7</td>
<td>47619.05</td>
<td>9.65</td>
<td>8.95</td>
<td>1,330,476</td>
</tr>
<tr>
<td>A3: SPALI</td>
<td>2</td>
<td>33.33</td>
<td>33333</td>
<td>14.3</td>
<td>2331</td>
<td>24.18</td>
<td>9.88</td>
<td>58,508.16</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>1</td>
<td>33.33</td>
<td>33333</td>
<td>116.5</td>
<td>286.12</td>
<td>182</td>
<td>65.5</td>
<td>21,751.07</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1,410,735</td>
</tr>
</tbody>
</table>

Table 9: Results of the ELECTRE III method allocation with four highest ranking stocks (ELECTRE III (4))

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Ranking</th>
<th>Percentage</th>
<th>Budgets</th>
<th>P_purchased</th>
<th>Units</th>
<th>P_sold</th>
<th>Profits</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: BTS</td>
<td>3</td>
<td>25</td>
<td>25000</td>
<td>0.7</td>
<td>35,714.29</td>
<td>9.65</td>
<td>8.95</td>
<td>997,857.1</td>
</tr>
<tr>
<td>A4: SCB</td>
<td>1</td>
<td>25</td>
<td>25000</td>
<td>116.5</td>
<td>214.59</td>
<td>182</td>
<td>65.5</td>
<td>16,313.3</td>
</tr>
<tr>
<td>A5: AHC</td>
<td>4</td>
<td>25</td>
<td>25000</td>
<td>77.5</td>
<td>322.58</td>
<td>28.5</td>
<td>-4.9</td>
<td>-12,677.4</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1,045,374</td>
</tr>
</tbody>
</table>
Table 10: Results of the fixed-percentage allocation evaluation

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Ranking</th>
<th>Percentage</th>
<th>Budgets</th>
<th>P purchased</th>
<th>Units</th>
<th>P sold</th>
<th>Profits</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>BTS</td>
<td>3</td>
<td>20</td>
<td>20000</td>
<td>0.7</td>
<td>28571</td>
<td>9.65</td>
<td>8.95</td>
<td>798285.7</td>
</tr>
<tr>
<td>AHC</td>
<td>4</td>
<td>20</td>
<td>20000</td>
<td>77.5</td>
<td>258.06</td>
<td>28.5</td>
<td>-4.9</td>
<td>-10,141.9</td>
</tr>
<tr>
<td>SCB</td>
<td>1</td>
<td>20</td>
<td>20000</td>
<td>116.5</td>
<td>171.67</td>
<td>182</td>
<td>65.5</td>
<td>13,050.64</td>
</tr>
<tr>
<td>SPALI</td>
<td>2</td>
<td>20</td>
<td>20000</td>
<td>14.3</td>
<td>1398.6</td>
<td>24.18</td>
<td>9.88</td>
<td>35,104.9</td>
</tr>
<tr>
<td>PTT</td>
<td>5</td>
<td>20</td>
<td>20000</td>
<td>318</td>
<td>62.89</td>
<td>324</td>
<td>6</td>
<td>1363.52</td>
</tr>
<tr>
<td>A4:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To evaluate the performance of the ELECTRE-III method allocation the above algorithms were run 100 times for various simulation parameters and the average values of the profits were calculated. Table 11 shows various parameters used in the experiment.

Table 11: Simulation parameters used in both scenarios

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range of values used for simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed percentages</td>
<td>20%</td>
</tr>
<tr>
<td>Budgets</td>
<td>100000 baths</td>
</tr>
<tr>
<td>Years</td>
<td>2 – 4 years</td>
</tr>
<tr>
<td>Alternatives</td>
<td>5</td>
</tr>
</tbody>
</table>

In Table 11, there are four parameters. Fixed percentage of a fixed-percentage allocation scheme is 20%. Budget means the budget for all stocks or alternatives. Years mean the number of years that the stocks are hold from 2011 to 2014. Alternatives mean the number of stocks.

B. Results

The above results (Table 7, 8, and 9) show the total profits under the proposed scheme with different top-n choices. Figure 1 compares these results with a fixed-percentage allocation scheme (Table 10). In Figure 1, the vertical axis represents mean of total profit.

In these simulations, the total profits of the alternative ELECTRE-III (3) is higher than of the fixed-percentage allocation. To determine whether a significant difference exists between the total profits of the two groups, an independent t-test and a Wilcoxon signed rank statistic used with a significance level of $\alpha = 0.05$ were applied to the results of these simulations. The test results reject the hypotheses: the total profit of the ELECTRE-III (3) is equal to of the fixed-percentage allocation. It implies that the total profit of the ELECTRE-III (3) is not equal to that of the fixed-percentage allocation comparisons. Additionally, the ELECTRE-III (4) method gives the same results as the ELECTRE-III (3) method. However, the ELECTRE-III (2) method gives the results opposite from the ELECTRE-III (3) because the number of stocks is not much to guarantee a risk from investment.

Figure 1: Results of satisfaction evaluation

V. CONCLUSION, LIMITATIONS, AND FUTURE WORKS

Portfolio selection with two significant financial ratios using the ELECTRE III method is proposed for small investors to make trading decisions. We have presented fundamental principles of the ELECTRE III method in detail. In this research, we use a veto indicator deriving from non-veto relations, weak veto relations, and strong veto relations to enhance the mechanism of similarity measure between two cases. 100 times is employed to assess ranking performance of various ELECTRE III methods. From the results of the experiment, we find that the new offer a viable approach for investment advisory ranking. Empirical results show that they offer significantly better ranking performance than the fix-
percentage allocation method. Our proposed prototype using the ELECTRE III method has been successfully validated. This was demonstrated in Figure 1. Such results illustrate that user can get not vague information from application of the ELECTRE III method allocation to help he/she in investment planning and then it could lead to a growing total profits of retail investors in Thailand. Limitations of our study is that it doesn’t considered situations with vary alternatives and percentages of ranking stocks.
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Abstract—In advanced logistic systems, there is a need for a
comprehensive optimization of the transport of goods, which
would reduce costs. During past decades, several theoretical
and practical approaches to solve vehicle routing problems
(VRP) were proposed. The problem of optimal fleet
management is often transformed to discrete optimization
problem that relies on determining the most economical
transport routes for a number of vehicles in order to deliver (or
pick up) certain amount of goods to geographically distributed
set of customers. However, real life problems generally differ
from the classical cases because they impose additional
constraints to be satisfied. Therefore, research related to
developing dedicated theoretical and technological solutions
fitted to particular real life use case are very important. In the
paper, the particular variant of the VRP problem which is an
exemplification of the real-life business case is presented.
Authors of the paper proposed an architecture of modular
system and an algorithm designed to solve the real-world
variant of the VRP which is important from the business
perspective.

I. INTRODUCTION

The fleet management support systems are becoming
important tools for various branches of logistics
industry. Currently, dedicated software information systems
provide tools for optimal resource utilization that in
consequence allows for cost reduction related to goods
transportation. Therefore, recently significant number of
R&D projects related to the problem of optimization of fleet
management is being held.

In theoretical terms, the problem of fleet management is
often transformed to discrete optimization problem that can
be included to the class of so called "NP-hard" problems,
which are generally characterized by exponential
complexity. Many theoretical approaches to solve vehicle
routing problem (VRP) since its first formulation by Dantzig
and Ramser 1959 [1] have been studied. Heuristic
approaches like Clarke and Wright algorithm [2] based on
greedy routes creations or two stages approaches like "route-
first cluster-second" (or the opposite) were considered.
While such heuristic approaches were mostly proposed for
rather simple variants of VRP, recently, local search
algorithms with metaheuristic control strategies involved
like tabu search [3] or simulated annealing are often
considered, especially for solving more complicated variants
[4]. Some bio-inspired metaheuristics, including
evolutionary approaches like memetic algorithms [5] or ant
colony optimization techniques for VRP are also under
investigation [6]. Many of the specific variants of VRP are
nowadays classical. Some more prominent are Capacitated
Vehicle Routing Problem (CVRP) or CVRP with time
Windows (CVRPTW). However, real life transportation and
logistics problems differ from such classical due to several
reasons. The structure and size of real-world input datasets,
like fleet heterogeneity, number of customers and many
others makes them differ from classical benchmarks and
therefore it forces developers to solve business scenarios
independently. Also, adding additional constraints to the
classical variants of VRP problems caused by business
background and clients' requirements is needed. Usually,
these conditions are very specific and matched to dedicated
implementation. Although many approaches for VRP have
been proposed so far, there is still a need to develop
dedicated and fitted solutions. Therefore, research and
development related VRP that arise from real-world
problems is an interesting and important direction [7].

In this paper, the specific variant of VRP is considered. It
includes additional constraints mostly related to time
windows (TW) and truck/trailer (TT) specifics. Many
variants of VRP with time windows were considered in the
literature. Relatively simple variants assume only time
window and capacity constraints [8]. More complex variants
may add additional time dependency of travel time matrix
[9] or even introduce classes of customers, e.g., pickup and
delivery [10]. The truck and trailer routing problem (TTRP)
were proposed and formalized by Chao [11], who also
proposed 21 benchmark instances for the problem which are
the classical and improved till now [12]. Even a combination
of TW and TT were recently considered by Lin et al. [13] as
TTRP with Time Windows (TTRPTW). However, even such
complicated model is not sufficient for all the real-world
demands included in business scenario considered in this
article.

In the II section real-world case study was presented. It was
performed on the basis of the data retrieved from the
existing enterprise resource planning (ERP) system, that is
actually used in leading dairy companies from northern
Poland. The existing ERP system only partially supports the
vehicle planning process for milk transport industry, so the III section presents the software architecture meant as a lightweight extension of the existing system with dedicated VRP capabilities. The proposed heuristic approach for to the specific variant of the problem and its implementation that uses constraint programming helper library (e.g., google's or-tools library) is presented in the IV section.

II. THE PROBLEM FORMULATION AND ANALYSIS

The considered variant of VRP can be considered as a generalization of the classical Truck and Trailer Routing Problem with Time Windows (TTRPTW), therefore it will be called GTTRPTW. Some of the additional restrictions related to GTTRPTW are vehicle heterogeneity and their possible re-use, three types of customers (i.e., not every trailer customer have to provide parking space), maximal vehicle and driver working time and distance as well as additional complexity issues for service time and transshipment time evaluation.

The time interval when the customer is serviced must be within the time window of this customer, and the type of the vehicle to service this particular customer (with or without the trailer) must be acceptable by the customer. Additionally, a list of customers at which it is possible to leave the trailer is given. The vehicle fleet consists of truck units and truck and trailer units. Trailers can be uncoupled en-route at some of the customers where truck sub-tours are built. The truck driving with a trailer can be disconnected, then pick up a load from clients, and then go back to the trailer left and go further. The vehicle can be assigned to an additional route (or routes) if the previous route is completed. The driver may be exchanged and the vehicle limits renewed. The algorithm should exclude solutions, for which the total time of the designated vehicle route is greater than the maximum total working time of this set or situations where total route distance exceeds specified vehicle maximum route length.

Nine test cases derived from the existing ERP system were converted into GTTRPTW instances. Currently, the system works for the region of northern Poland and allows for manual route planning, that relies on assigning points to route certain vehicles, as well as automatic planning. As specified in Tab. 1, number of clients (nodes in the graph) that goods have to be transported from in 8 of 9 cases exceeds 700, except for test case no. 5. Third row represents total amount of load to be transported in particular problem instance. In this case, it is the number of liters of the milk, since the problem is specific for the dairy transport problems. Some of the node clients allow for entrance of the vehicle with the trailers and, analogically, some of the clients allow for load transshipment at their location. This information is specified in 4th and 5th row of the table respectively. Clients of the system also specify 3 variants of time windows constraints of load pick-up, namely: 24 h windows (no TW restrictions), 6:00 AM -12:00 AM (morning windows) and all-day window (6:00 AM-18:00 PM). Statistical interpretation of the input data characteristics was presented in Tab. 2. In this case, only 30% of clients allow for entrance of the trailer to their localization, and about 25% of clients allow for transshipment. Moreover, if we take under consideration fleet of available vehicles, only 10%-20% of units is equipped with the trailer. The considered GTTRPTW is a combination of classical VRP approach with some particular constraints related to TT and TW. However, TT only applies to 15% of vehicles of the fleet. Moreover, the detail analysis of TW constraints also shows that, for most of the clients (over 80%) no time window is specified. For the rest of the clients, all day window (6AM-18PM) is the most often appearing.

<table>
<thead>
<tr>
<th>Use case no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of clients (nodes)</td>
<td>736</td>
<td>738</td>
<td>737</td>
<td>737</td>
<td>335</td>
<td>702</td>
<td>783</td>
<td>743</td>
<td>742</td>
</tr>
<tr>
<td>Total load amount</td>
<td>357438</td>
<td>576772</td>
<td>456307</td>
<td>477903</td>
<td>170775</td>
<td>579107</td>
<td>622052</td>
<td>568371</td>
<td>632789</td>
</tr>
<tr>
<td>The number of clients allowing for entrance of a vehicle with a trailer</td>
<td>218</td>
<td>234</td>
<td>240</td>
<td>212</td>
<td>98</td>
<td>212</td>
<td>237</td>
<td>218</td>
<td>231</td>
</tr>
<tr>
<td>No. of transhipment points</td>
<td>158</td>
<td>167</td>
<td>183</td>
<td>142</td>
<td>76</td>
<td>152</td>
<td>175</td>
<td>165</td>
<td>162</td>
</tr>
<tr>
<td>Total no. of vehicles</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>10</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>No. of vehicles with trailers</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>No time window (0:00-23:59)</td>
<td>596</td>
<td>585</td>
<td>596</td>
<td>585</td>
<td>266</td>
<td>702</td>
<td>783</td>
<td>743</td>
<td>742</td>
</tr>
<tr>
<td>Morning window 6:00 AM-12:00PM</td>
<td>16</td>
<td>23</td>
<td>22</td>
<td>17</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>All-day window 6:00 AM-18:00 PM</td>
<td>124</td>
<td>130</td>
<td>119</td>
<td>135</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
### III. SYSTEM ARCHITECTURE

The aim of the proposed system is to solve or validate different variants of VRP problem instances. The system may be used to find a new solution, as well as it allows to improve any previous solution when provided.

The architecture of the system, presented in Fig. 1, is modular in order to adjust to new formats and variants. The front-end layer module is handling different file formats and VRP variants for solutions and problem instances (e.g., handles proprietary JSON-based format dedicated to describe the GTTRPTW). There are also front-end modules dedicated to classical benchmarks' formats like CVRP, CVRPTW, TTRP and TTRPTW.

Data abstraction layer handles transparently different formats. It's common object-model is used by modules in the solvers' layer. The system uses different VRP solvers and the choose is up to the user. One of the solvers implemented is for GTTRPTW and is described in IV section.

The source code of the system and its modules is implemented in C/C++ language, in order to achieve high efficiency with a reasonable portability. The solvers are implemented separately and may differ from each other.

### IV. PROPOSED APPROACH

Already implemented solvers including GTTRPTW use constraint programming approach and third party libraries (e.g., or-tools constraint programming library). The proposed approach is based on the observation related to features of input considered test cases. Time windows in the real-world cases is not as restricting. We can distinguish between the time window related to the customer and the time window of the vehicle unit. Typical vehicle unit is often used two times during a single day (different drivers). It means that a single unit will be available within two separate time windows. Most of the customers (as can be seen in the Tab. 1 and Tab. 2) do not specify constraint on the time windows. Although, there is a significant set of customers which specify the time window, most often the time window corresponds to the single shift of the drivers. Therefore we may observe, that if the customer is served on a route by a specific truck and driver it can be often reordered within the route without violating the time window constraint.

### Table 2.

STATISTICAL OVERVIEW OF SPECIFIED TEST CASES FOR CONSIDERED VARIANT OF VRP PROBLEM.

<table>
<thead>
<tr>
<th>Use case no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of customers allowing a vehicle with a trailer [%]</td>
<td>30%</td>
<td>32%</td>
<td>33%</td>
<td>29%</td>
<td>29%</td>
<td>30%</td>
<td>30%</td>
<td>29%</td>
<td>31%</td>
</tr>
<tr>
<td>No. of transhipment points [%]</td>
<td>21%</td>
<td>23%</td>
<td>25%</td>
<td>19%</td>
<td>23%</td>
<td>22%</td>
<td>22%</td>
<td>22%</td>
<td>22%</td>
</tr>
<tr>
<td>No. of vehicles with trailers [%]</td>
<td>16%</td>
<td>16%</td>
<td>16%</td>
<td>16%</td>
<td>90%</td>
<td>9%</td>
<td>9%</td>
<td>9%</td>
<td>9%</td>
</tr>
<tr>
<td>No time window (0:00-23:59) [%]</td>
<td>81%</td>
<td>79%</td>
<td>81%</td>
<td>79,4%</td>
<td>79,4%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Morning window 6:00 AM-12:00PM [%]</td>
<td>2%</td>
<td>3%</td>
<td>3%</td>
<td>2,3%</td>
<td>3,3%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>All-day window 6:00 AM-18:00 PM [%]</td>
<td>17%</td>
<td>18%</td>
<td>16%</td>
<td>18,3%</td>
<td>17,3%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>
Therefore the outline of the strategy used in the GTTRPTW solver is as follows:
1. Find the solution $S$ of the relaxed variant (i.e., CVRPTW) of the problem;
2. For each route $r$ in the solution $S$:
   if the route have truck-only customers and the vehicle is truck and trailer; we need to reorder the route and chose transhipment points;
   2.1 For each transhipment customer $t$ in the route $r$ compute the route $r'$;
      2.1.1 Assume $t$ is the transhipment and compute the new route $r'$ for all the customers from the original route $r$;
      2.1.2. Start the $r'$ from depot to $t$ and then traverse all customers with only the truck, the number of cycles needed may vary between 1 to 3. Finally, go back from $t$ to the depot.
      2.1.2.1. The optimal cycles from $t$ are computed with use of homogeneous CVRPTW solver with $t$ considered to be the depot and the capacity of the fleet equal the capacity of the truck;
      2.1.2.2. Optimize the route $r'$ greedy by moving some truck and trailer customers from the truck cycle to the segment which represent the starting or ending part of the new route $r'$ (the part between original depot and the assumed transhipment $t$).
      2.1.3. Remember the route if it has smallest cost among all the previous assumptions for transhipment $t$;
   2.2. Remember the best $r$, as the new route in the solution $S'$;
3. Optimize the solution greedy by moving and exchanging some customers between routes. Must not violate other constraints.
   3.1. Find a feasible move giving biggest savings,
       3.1.1 If there is one go to 3.3;
   3.2. Find a feasible exchange giving biggest savings
       3.2.1. If there is no feasible exchange available go to 4.
   3.3. Apply the modification found
       3.3.1. If the time exceeds the available then go to 4.
makes it its generalization - GTTRPTW. The GTTRPTW was identified during demands analysis of real-life business scenarios from dairy mil companies. Authors proposed an architecture of a lightweight extension to existing ERP system designed to solve many variants of VRP including the one proposed in this paper. Dedicated modules responsible for solving simpler variants (e.g., CVRP, CVRPTW), which are also useful in simpler business scenarios, were already implemented into the system [14]. Beside the formulation, authors presented an algorithm that solves GTTRPTW. The algorithm in its first stage uses constraint programming approach, implemented with use of or-tools library, for solving relaxed variant of problem (e.g., without TT restriction). In the second stage the algorithm continue computation with TT and additional and performs
some local search improvements. Further research and
development is planned to finally compare the results
obtained by the proposed algorithm with other state of the
art approaches. Since the problem variant may be considered
as an extension of TTRPTW, the relaxation of the proposed
algorithm and its comparison to best known results, for 36
benchmarks from [13], would be valuable. An adaptation of
local search strategies like Attribute Based Hill Climbing
(ABHC) into more complicated variant of TTRPTW, is also
under consideration, especially that ABHC have revealed
promising results [15] for classical TTRPTW.
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Abstract—The following paper discusses the development of a risk-based cost estimation model for completing non-standard manufacturing orders. The model in question is a hybrid of Monte Carlo Simulation (MCS), which constitutes the main module of the applied model. Vector of order risk probability, which is the input data for the MCS module, is highly difficult to assess and is burdened to a considerable degree with subjectivity, therefore it was resolved that it should be generated with the application of artificial intelligence. Depending on the accessibility of historical data, the model incorporates fuzzy logic or artificial neural networks methods. The presented model could provide support to managers responsible for cost estimation, and moreover, after slight modification also in setting deadlines for non-standard manufacturing orders.

I. INTRODUCTION

Analysis of trends in the development and operation of modern manufacturing enterprises indicates that competitiveness of an enterprise can be improved mainly through innovation in the fields of: manufactured products, technology, management and marketing [1]. Introducing new products into the offer [2], improving manufacturing and support processes [3] is becoming increasingly hard owing to rising costs and strong market competition, particularly from big enterprises. An outstanding advantage of small and medium-sized enterprises (SME) consists in their flexibility, which enables them to compete successfully for non-standard and low-batch orders [4]. Realisation of such orders usually requires accepting a project approach, which demands scheduling times, resources and costs with every order [5]. Correct cost and order delivery estimation is imperative, as the contract with the customer must specify such arrangements as order delivery date and cost.

Non-standard manufacturing orders realised by medium-sized enterprises include, for instance:
- special tool orders for big enterprises, used in large-batch production,
- matrices and punches,
- custom machines and appliances (e.g. paper tube and core making machines, CNC nesting machines, storage systems etc).

The literature describes a range of various attempts at classification of risk, which proves it to be complex a and multidimensional phenomenon [6]. Risk modelling is a developing and ongoing process [7], which causes that risk is frequently among the major factors behind miscalculation of non-standard order costs [8]. There is a crucial necessity for cost estimation method that would cover all estimation factors. There are many proposals that lack scientific justification for the produced results, i.e. lack technical description of how the results were achieved [9].

II. CONCEPT

In the case of non-standard orders, the risk of untimely delivery or exceeding the budget increases. Efficient cost estimation for diverse manufacturing orders becomes more complicated with the increasing number of factors that remain beyond the control of the manufacturer. These factors include uncertainty of any cooperative tasks, changing currency exchange rates, strict design or material requirements or industrial accidents [10]. Missing deadlines often results in enforcing contractual fines, losing customers and tarnishing the company’s reputation, the last one being one of the key assets of any company and a critical success factor.

Given the circumstances, it becomes a matter of high importance to develop an efficient method for risk minimisation concerning time and cost estimation of non-standard manufacturing orders [11].

There are three major indicators for the effectiveness of risk-based time-cost estimation of manufacturing orders: accuracy, time effectiveness and applicability. Clearly, solving these problems would not be possible without the application of IT solutions, which can meet the aforementioned criteria. Therefore, enterprises apply expert systems oriented towards aiding the decision-making process in the field of order cost estimation. The market offers numerous software solutions integrating business and production processes, nevertheless, the analysed case is more elaborate and therefore calls for a more versatile tool. Here, the input quality data must be correlated with results of quantitative character, i.e. time and cost.

The body of literature points at several methods for estimation of project risk. The most commonly used is the Monte Carlo Simulation (MCS), along with such methods as Artificial Neural Networks (ANN), Fuzzy Logic (FL), and Support Vector Machines (SVM) [12].

What contributes to the popularity of MCS is its uncomplicated applicability. MCS is a quantitative method that consists in building probability distribution for any risk involved. The consequences of unforeseen incidents could lead to unplanned change of costs or order delivery date, which in small-batch/non-standard orders as described here, is understood as a project.

A marked disadvantage of the method is the need for deterministic estimation of particular project risks probability. It is usually carried out by a single expert or a group of experts representing vast knowledge in a given discipline or branch. Eventually, this is still a subjective evaluation of probability, which is exactly one of the key drawbacks of MCS.
One of the most popular ANN methods is multilayer perceptron (MLP). In this variation of ANN it is required that a sufficiently large quantity of suitable historical data is available, which could be then used as input in train, test and validation sets. Another problem is to find cause-and-effect relationship between suitably selected input data sets and order delivery date.

SVM resembles to a certain extent ANN/MLP, inasmuch as it requires a set of historical data to conduct the training process. One advantage over ANN is that SVM training always finds a global minimum and that it mitigates the risk of overtraining, however, the estimation with this method is quite time inefficient.

Fuzzy logic (FL) can be put to use in time-cost risk assessment, particularly when no historical data is available [13]-[14]. The method employs several heuristics, which are developed with e.g. Delphi method [15] or Brainstorming. Heuristics are recorded as reasoning rules, which in the next stage provide the core for the fuzzy inference system [16]. Apart from the reasoning rules, this method requires selection of suitable inputs, membership functions and defuzzification.

The short descriptions of each method indicate clearly that each model is burdened with certain limitations of different magnitude, which makes it difficult to apply in estimation of costs and time of individual orders, which can be treated as separate projects.

In order to eliminate the negative impact of subjective estimation, present in the classical MCS, AI can be applied in probability estimation of particular project risks.

Enterprises that do not possess historical data that could be used for training neural network or SVM controller could employ the FL method.

The proposed hypothesis for the application of a hybrid system, incorporating AI for percentage estimation of project risks in Monte Carlo method, will increase the accuracy of the MCS.

The second hypothesis states that determining the probability of project risks with the application of artificial intelligence is more reliable than the deterministic method, based on the subjective opinion of experts.

III. PROPOSED METHODOLOGY

Table 1 shows an exemplary project risk calculation of non-standard manufacturing orders carried out with Monte Carlo simulation. Column 1 contains Risk Breakdown Structure. Column 2 specifies identified risks. Column 3 shows subjectively estimated particular risk probability. Column 4 contains costs of risk that would have to be covered if the risk occurred. An analogical approach could be accepted in determining the risk of untimely delivery dates, by substituting cost with time. In such a case, the set of risks in column 2 would be different as well.

Column 5 shows an expected number of risks, which is a product of columns 4 and 5. The sum of column 5 amounts to 71.50 EUR, which would not cover the potential expenses should the risks R-1, R-2 or R-6 take place. Columns 6 and 7 enable simulation of numerous risk-related variants. Column 6 shows a function randomly generating absolute numbers from the range <0,1). Column 7 contains logical conditional formulas:

$$\text{IF (col.3) } \geq (\text{col.6}) \text{ THEN (col.4)}$$ (1)

The sum of column 7 contains the cost of risk in the simulated case. After 1000 simulations with the random number generator and formula (1) cumulative distribution function was obtained, whose part is shown in Fig. 1.

The x-axis shows costs of risk for particular scenarios, the y-axis the number of scenarios population, counted as a percentage share of probable situations. The best-case scenario estimates that the project risk amounts to 50 EUR.

Planning the budget for the realisation of order must account for two opposite goals: cost and risk minimisation. Increasing the budget by 600 EUR for the minimisation of project risk would result in a practically 100% guarantee that the project expenses will not exceed the budget. Nevertheless, excessive costs might not be covered by the customer, which is why, compromise solutions must be sought. It can be assumed that the acceptable compromise is setting the cost risk level at approx. 80%. Broken lines in Fig. 1 show the 84% level of probability, corresponding to 160 EUR of additional risk-related cost it can be observed that the majority of all analyzed scenarios are on the left of that amount.

To remove the element of subjectivity, artificial intelligence can be applied in probability selection of particular risks (Table 1, column 3).

The algorithm for the development of a hybrid system for estimation of project risks is shown in Fig. 2.

### TABLE I. QUANTITATIVE ANALYSIS OF PROJECT RISKS MONTE CARLO SIMULATION

<table>
<thead>
<tr>
<th>RBS</th>
<th>Risk description</th>
<th>Probability</th>
<th>Cost</th>
<th>Level</th>
<th>RAND()</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Subcontractors errors</td>
<td>10%</td>
<td>€ 150.00</td>
<td>€ 15.00</td>
<td>60.6%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Currency exchange rate changes</td>
<td>5%</td>
<td>€ 300.00</td>
<td>€ 15.00</td>
<td>1.0%</td>
<td>€ 300.00</td>
</tr>
<tr>
<td>3</td>
<td>Lack of resources</td>
<td>10%</td>
<td>€ 50.00</td>
<td>€ 5.00</td>
<td>85.7%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Order requirements problems</td>
<td>50%</td>
<td>€ 10.00</td>
<td>€ 5.00</td>
<td>22.3%</td>
<td>€ 10.00</td>
</tr>
<tr>
<td>5</td>
<td>Supplier’s delay [14]</td>
<td>20%</td>
<td>€ 20.00</td>
<td>€ 4.00</td>
<td>81.3%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Computer network failure</td>
<td>30%</td>
<td>€ 100.00</td>
<td>€ 30.00</td>
<td>96.0%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Supplier discount</td>
<td>5%</td>
<td>-€ 50.00</td>
<td>-€ 2.50</td>
<td>3.1%</td>
<td>-€ 50.00</td>
</tr>
</tbody>
</table>

**Sum:**

<table>
<thead>
<tr>
<th>Cost</th>
<th>71.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budget</td>
<td>€ 260.00</td>
</tr>
</tbody>
</table>
It ought to be noted that in selection of input vectors for particular modules for determining risk probability it is the historical data accessibility that plays a crucial role. It can be, for instance, assumed that risk R-1 (Subcontractor errors) is influenced by criteria shown in Table 2, corresponding to the intelligent subsystem for project risk estimation shown in the diagram in Fig. 3.

Column 3 Table 2 contains methods for R-1 module input features determination. While to determine feature I-1 is relatively simple, the situation becomes complicated in the case of I-2 and I-5 inputs.

<table>
<thead>
<tr>
<th>IBS</th>
<th>Input feature name</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>The number of tasks within the manufacturing order that require hiring subcontractors</td>
<td>[pcs]</td>
</tr>
<tr>
<td>1-2</td>
<td>The lowest rating of cooperation history for subcontractor among external service providers cooperating in realisation of order</td>
<td>[%]</td>
</tr>
<tr>
<td>1-5</td>
<td>The lowest score among external audits in situ at subcontractors</td>
<td>[1..5]</td>
</tr>
</tbody>
</table>

For instance, determination of a percentage value of feature I-2 requires a prior analysis of timeliness of all subcontractors. This can be calculated from the relationship (2).

\[
M_{1-2} = \left(1 - \frac{c}{S_o}\right) \times 100\% \quad (2)
\]

where:
- \(M_{1-2}\) – feature value I-2
- \(c\) – total number of claims from given subcontractor
- \(S_o\) – number of all orders in the past from given subcontractor

Input I-5 can take the value from 1 to 5, where 1 denotes low assessment of quality model. Input feature I-5 requires obtaining the results of audits that would cover data from quality assurance systems of each of the subcontractor. Although I-5 feature values are specified by experts, they can be considered as fully reliable. This is because they were obtained in an analysis of appropriate parameters defined as a part of subcontractor’s internal quality management system. If this is a certified system, such as ISO 9001, then evaluation based on the parameters is simple. Otherwise, the evaluation requires defining reliable methods of measurement.

Values of individual project risks probability based on the outputs of intelligent subsystems constitute input data for the system of risk cost calculation, based on Monte Carlo simulation.

Fig. 3. Shows the operation of an intelligent subsystem for project risk estimation. On the left side there is an N-element vector of identified input features, which could have an impact on \(n\)-element set of project risks; hence, \(N \geq n\).
Fig. 3. Diagram of an intelligent subsystem for estimation of project risk

Fig. 3 indicates that it is possible for a single output (e.g. I-2) to feed two or more module for R-1 risk probability evaluation.

Fig. 4 shows a diagram of a complete hybrid system for the calculation of manufacturing order risk. It can be seen that the system is composed of two major subsystems: Artificial Intelligence (AI) and Monte Carlo Simulation (MCS).

![Diagram of a hybrid system for the calculation of manufacturing order risk](image)

The functioning of AI module is shown in Fig. 3. The process of risk estimation with MCS is shown in Table 1 and Fig. 1. Fig. 4 indicates that the risk probabilities vector, which constitutes the output of AI subsystem, is simultaneously the input of MCS subsystem.

IV. CONCLUSION

This paper presents solutions for the problem of risk calculation in non-standard manufacturing orders in small and medium-sized enterprises. Highly individual character of particular orders permits treating them as separate projects. The two initially formulated, mutually complementing hypotheses stated that employing hybrid systems based on artificial intelligence produces more accurate results of project risk calculations. The truthfulness of the hypotheses was initially confirmed by introduction of logical and coherent vision of reasoning rules, which could replace the subjective, hence imperfect decisions taken by human.

The algorithm for development of a system of risk estimation for non-standard manufacturing orders was created. We proposed an improved Monte Carlo simulation method with an additional subsystem variant, employing fuzzy logic or neural networks, depending on the availability of historical data.

It should be noted that by substituting cost with time, the presented solution could be easily adapted for risk estimation of order delivery delay in single orders.
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Abstract—This paper deals with declarative decision support framework for scheduling groups of orders. All orders in a group should be delivered at the same time after processing. The authors present a novel declarative approach to modeling and solving scheduling problems as a declarative decision support framework. The proposed framework makes it possible to ask different types of questions (general, specific, logical, etc.). It also allows scheduling emerging orders or groups of orders without changing the existing schedules. To implement was used CLP (Constraint Logic Programming) environment. To increase the efficiency of the framework, particularly in the area of optimization made its integration with MP (Mathematical Programming) environment. The paper also presents the implementation of illustrative model, using the proposed framework. In addition, an efficiency analysis of the presented solution in relation to the application of mathematical programming have been conducted.

I. INTRODUCTION

The proposed research problem (scheduling groups of orders) finds many applications in industrial and services companies, including but not limited to food, textile production industries, distributions, ceramic tile, supply chain, manufacturing of complex devices, fast-foods, restaurants, postal and courier services etc. Assume that each customer has different orders. Each order has a different process function and set of resources, but all items ordered by a customer or group of customers should be delivered at the same time in one package to reduce the transportation costs, subsequent processing steps time and costs, or/and assure proper quality of the product/service and customer satisfaction. In this type scheduling problems, in addition to standard constraints such as precedence or disjunction, new constraints appear related to the given group, concurrent delivery date, etc. In practice also logical constraints may occur, resulting from business, marketing or legal conditions. Therefore the modeling and solving of various constraints in scheduling groups of orders is a key issue. Managers/Decision-makers need to have schedules with defined parameters and/or the knowledge whether the schedule meets the requirements, which may be formulated as simple questions. Good environments for the modeling of constraints, questions and logical conditions include declarative environments, CLP (Constraint Logic Programming) in particular.

Our motivation was to develop an environment for the modeling and decision support of the problem for scheduling groups of orders. The use of this framework would help obtain quick answers to key questions (Is it possible…?, What If…?, What is the minimum/maximum…?) asked by managers/decision makers.

This paper proposes the concept of a declarative decision support framework for scheduling groups of orders and presents its implementation in the CLP environment. The illustrative example shows the potential of the framework.

The remainder of the article is organized as follows. Section 2 presents problem statement, research methodology, contribution etc. The concept and implementation aspects of a declarative decision support framework are provided in Section 3. Computational examples, tests of the implementation framework and discussion are presented in Section 4. Possible extensions of the proposed approach as well as the conclusions are included in Section 5.

II. PROBLEM STATEMENT AND METHODOLOGY

Scheduling methods for optimal and simultaneous service to groups of orders are proposed most often in the flexible flow-shop system (FFS). In the FFS system, processing is divided into several stages with parallel resources/machines at least in one stage. All of the orders should pass through all stages in the same order [1,2]. The objectives of the problem [2] are minimizing the total amount of time required to complete a group of orders and minimizing the sum of differences between the completion time of a particular order in the group and the delivery time of this group containing that order (waiting period). In practical applications, flexible flow-shop system is insufficient since the sequence of operations/tasks in the orders from different users is rarely the same.

The majority of models for scheduling of group orders presented in the literature refer to a single problem and optimization according to single criterion. Fewer studies are devoted to multiple-criteria [2]. Most of them are modeled and solved by operations research (OR) methods. Declarative environments such as CLP facilitate problem...
modeling and introduction of logical and symbolic constraints [3,4,5]. Unfortunately, high complexity and the multiple types of constraints of decision-making models as well as combinatorial nature contribute to poor efficiency of modeling in OR methods and inefficient optimization in CLP. Therefore, a new approach to modeling and solving such problems was developed [6,7,8]. A declarative environment was chosen as the best structure for this approach especially in modeling [3,5,9,10]. Mathematical programming environment was used for problem optimization [11]. This integrated approach is the basis for the creation of the implementation environment to support managers. In addition to optimizing particular decision making problems connected with groups of orders, such environment allows asking various questions while processing the orders.

**A. Problem description – illustrative example**

This problem can be stated as follows. Orders \( Z_i \) for different group of product \( p \) enter the system in groups at different periods \( v \). Each order consists of a set of operations and should be processed with specific set of parallel resources. It is assumed that there are no gaps between the operations of the order. The orders in each group \( Z_i \) should be delivered at the same time. Special points \( a \) at which orders are submitted and then delivered are introduced. The problem does not cover the configuration of the points but relates to handling orders, as many orders may come from one customer. Each order may be processed by a different resource set in any order.

In this case, decision support is to respond to the questions asked, which in general can be: specific questions, general questions, logic questions etc.

Possible questions (Q) for such problem are (including but not limited to):

- What is the minimum makespan for groups of orders \( Z_{1i},...,Z_{ni} \) entering in period \( v_1,...,v_n \) at the point \( a_1,...,a_n \)? (Q1)
- Is it possible to execute the new group of orders \( Z_{1i},...,Z_{ni} \) from the period \( v_i \) with existing resources at specified period \( T_i \)? (No change orders that are in progress.) (Q2)
- Is it possible to execute group of orders \( Z_{1i},...,Z_{pi} \) in time \( T \) with use of the resource \( k=N \)? (Q3)
- What is the minimum use of resource \( k \) to execute orders \( Z_{1i},...,Z_{ni} \) in time \( T_i \)? (Q4)
- Is it possible to execute the new group of orders \( Z_{1i},...,Z_{ni} \) from the period \( v_i \) with existing resources at specified period \( T \) and the use of resource \( k=N \)? (Q5)
- What is the minimum makespan for groups of orders/tasks \( Z_{1i},...,Z_{ni} \) entering in period \( v_1,...,v_n \) at the point \( a_1,...,a_n \)? (with all the resources \( k \) reduced by \( C\% \)) (Q6)
- Is it possible to execute the groups of orders \( Z_{1i},...,Z_{ni} \) in time \( T \) entering in period \( v_1,...,v_n \) at the point \( a_1,...,a_n \) with exclusively use resources \( k_i \) and \( k_j \)? (Q7)

Decision variables of this problem are shown in Table I.

<table>
<thead>
<tr>
<th>Decision variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated number of periods ( g ) delivery of all orders for point ( a ).</td>
</tr>
<tr>
<td>( T_{kp} )</td>
</tr>
<tr>
<td>If at a given point ( a ) ordered product ( p ) then ( X_{c,p,a}=1 ), otherwise ( X_{c,p,a}=0 ).</td>
</tr>
<tr>
<td>( X_{c,p,a} )</td>
</tr>
<tr>
<td>Number of period ( g ) in which operation ( o ) can be started for product ( p ) ordered at point ( a ).</td>
</tr>
<tr>
<td>( B_{k,p,a} )</td>
</tr>
<tr>
<td>If the execution of operation ( o ) for product ( p ) ordered at point ( a ) uses resource ( k ) in period ( g ) then ( X_{d,p,k,a,g}=1 ), otherwise ( X_{d,p,k,a,g}=0 ).</td>
</tr>
<tr>
<td>( X_{d,p,k,a,g} )</td>
</tr>
<tr>
<td>If the execution of operation ( o ) for product ( p ) ordered at point ( a ) uses resource ( k ) in period ( g ) then ( X_{d,p,k,a,g}=2 ), otherwise ( X_{d,p,k,a,g}=0 ).</td>
</tr>
<tr>
<td>( X_{d,p,k,a,g} )</td>
</tr>
<tr>
<td>If ( g ) is the last period in which resource ( k ) is used in the execution of operation ( o ) for product ( p ) at point ( a ) then ( Y_{d,p,k,a,g}=1 ), otherwise ( Y_{d,p,k,a,g}=0 ).</td>
</tr>
<tr>
<td>( Y_{d,p,k,a,g} )</td>
</tr>
<tr>
<td>If ( g ) is the last period in which orders are executed for point ( a ) then ( W_{d,g}=1 ), otherwise ( W_{d,g}=0 ).</td>
</tr>
<tr>
<td>( W_{d,g} )</td>
</tr>
<tr>
<td>Number of period ( g ) from resource ( k ) can be used for operation ( o ) of product ( p ) ordered at point ( a ).</td>
</tr>
<tr>
<td>( S_{d,p,k} )</td>
</tr>
</tbody>
</table>

The set of reference constraints for the problem was created and its mathematical/formal notation is included in Appendix A.

Constraint (1) determines whether in a given point \( a \) product \( p \) has been ordered (setting the value of variable \( X_{c,p,a} \)). Constraints (2) ensures the order execution of operations for the product \( p \) (precedence constraint). Constraint (3) specifies the moment (period) from which resource \( k \) is needed to execute product \( p \). Constraint (4) states no start is possible before orders appear. The term of delivery to the point \( a \) defines the constraint (5). Constraint (6) ensures that the number of available resources \( k \) in period \( g \) is not exceeded. Constraint (7) provides resource occupancy for the time of the order execution. Operations are not interrupted during their execution (8). Simultaneous completion of orders for product \( p \) from the given point \( a \) is ensured by constraints (9,10). Constraint (11) is responsible for the binarity of selected decision variables.

**III. A DECLARATIVE DECISION SUPPORT FRAMEWORK FOR SCHEDULING GROUPS OF ORDERS-CONCEPT AND IMPLEMENTATION**

The declarative decision support framework was proposed for scheduling groups of orders. The concept is based on the declarative programming paradigm, which allows high level programming with the use of predicates and facts. Due to the character of problems in the scheduling of groups of orders, CLP (Constraint Logic Programming) was selected from among many declarative options. The implementation of the framework was performed with the use of ECL\textsuperscript{PS\textregistered} [12].

The following general assumptions were applied:

- possibility of modeling constraints of any type;
- automatic generation of implementation models in the form of MILP models;
- data recorded as facts;
• problem dynamic taken into account (possibility of introducing new orders or groups of orders).

Figure 1 presents the general concept of the framework. The framework comprises several phases: modeling, presolving, generating and solving. It has two inputs and uses the set of facts. Inputs are the set of questions and the set of constraints to the reference model of a given problem. Based on them, the primary model of the problem is generated as a CLP model, which is then presolved. The built-in CLP method (constraint propagation [13]) and the method of problem transformation designed by the authors [6,9] (Section 3A) are used for this purpose. Presolving procedure results on the transformed model CLP$. This model is the basis for the automatic generation of the MILP (Mixed Integer Linear Programming) model, which is solved in MP (with the use of an external Solver or CLP as a library). The general concept of the framework consists in modeling and presolving of a problem in the CLP environment with the final solution (including optimization) found in the MP environment. This approach is the result of experience as well as extensive research devoted to both environments [6,9,10] and their integration[6,14]. In all its phases, the framework uses the set of facts having the structure appropriate for the problem being modeled and solved (Fig. 2). The set of facts is the informational layer of the framework, which can be implemented as a relational database, XML database, etc.

In order to take into account the dynamics resulting, for example, from new orders, the MILP$ model is solved iterative way with the use of the algorithm [15]. The main characteristic of this algorithm is iterative activation of MP solver and update of resource availability [15].

A. Presolving

The presolving phase is an important element of the framework as it makes it possible to simplify the model for the problem being solved and to reduce the combinatorial search space.

For the presolving phase to be effective, unfeasible combinations of model dimensions have to occur. In practice, unfeasible combinations of the index of decision variables and/or facts occur.

The proposed framework uses constraint propagation and transformation for the presolving procedure. Constraint propagation is a concept and method that appears in constrained-based environments. Constraint propagation embeds any reasoning which consists in explicitly forbidding values from some variable domain of a problem, because all constraints can not be satisfied otherwise. Transformation transforms decision variables of the problem along with constraints and facts. The transformation method for the illustrative example is shown in Fig. 2, and the post-transformation variables are compiled in Table AII. For the problem presented, the transformation consisted in the change from the problem’s operational representation into the resource representation. This resulted in the removal of all decision variables, parameters, etc. From the operation index, thereby reducing their numbers. The new set of decision variable, constraints and facts was the basis for creating the CLP$ model.

IV. COMPUTATION EXAMPLES FOR ILLUSTRATIVE MODEL

In order to verify and evaluate the proposed framework, many numerical experiments were performed for the illustrative example. In the first phase, all the experiments relate to the system with five points (a=1..5), eight order types (products) (p=1..8), eight resource types (k=1..8), thirty time periods (g=1..30) and eleven orders zg_{a,p}. (five groups of orders Z, in three periods)

All data instances for these experiments were recorded in the form of facts and included Appendix B.

Computational experiments consisted in asking questions Q1..Q7 to illustrative example. For each question was generated and solved suitable implementation model using declarative decision support framework. Orders are placed in groups for \( v_1=1, v_2=2 \) and \( v_3=5 \) (only for Q2 and Q5) periods. The answers to these questions are shown in Table II. Figure 3 shows the implementation schedule of all group of orders for question Q1 (minimizing makespan). A proper schedule utilization of resources corresponding to the schedule of Figure 3 is shown in Figure 4. By contrast, Figure 5 shows the implementation schedule of all group of orders for question Q6 (with all the resources k reduced by
50%). In analogy to the previous question, a proper schedule utilization of resources corresponding to the schedule of Figure 5 is shown in Figure 6.

The answer to the question Q4 determines the minimum resource requirements \((k_1, k_2)\) necessary to complete all group of orders within \(T\) (Table II).

Obtained more than 400-fold reduction of time searching for solutions (Table III). This is due to the fact that the application of the framework has allowed the reduction of decision variables from 134616 to 13873 (10-fold) and constraints from 252541 to 31239 (8-fold) (Table III).

### Table II

**Answers to Question for Illustrative Example**

<table>
<thead>
<tr>
<th>Question</th>
<th>Parameters</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>---</td>
<td>C_{max}=11</td>
</tr>
<tr>
<td>Q2_2</td>
<td>T=12</td>
<td>NO</td>
</tr>
<tr>
<td>Q2_3</td>
<td>T=14</td>
<td>YES</td>
</tr>
<tr>
<td>Q3_2</td>
<td>T=12, k=12</td>
<td>NO</td>
</tr>
<tr>
<td>Q3_3</td>
<td>T=13, k=12</td>
<td>YES</td>
</tr>
<tr>
<td>Q4_2</td>
<td>T=20, k=8, k=8, k=6, k=7, k=4, k=5, k=1</td>
<td>NO</td>
</tr>
<tr>
<td>Q5_2</td>
<td>Z_{x_1=5}, k=12, T=12</td>
<td>YES</td>
</tr>
<tr>
<td>Q5_3</td>
<td>Z_{x_1=5}, k=12, T=13</td>
<td>YES</td>
</tr>
<tr>
<td>Q6_2</td>
<td>15%</td>
<td>C_{max}=11</td>
</tr>
<tr>
<td>Q6_3</td>
<td>50%</td>
<td>C_{max}=12</td>
</tr>
<tr>
<td>Q7_2</td>
<td>T=20, k_1 \land k_2</td>
<td>YES</td>
</tr>
<tr>
<td>Q7_3</td>
<td>T=20, k_1 \land k_2</td>
<td>NO</td>
</tr>
</tbody>
</table>
Fig. 4 Gantt chart for illustrative question Q1

Table III.
NUMERICAL EXPERIMENTS ON THE EFFICIENCY

<table>
<thead>
<tr>
<th>Model</th>
<th>V(Vint)</th>
<th>C</th>
<th>Answer</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILP</td>
<td>134616(134435)</td>
<td>252</td>
<td>11</td>
<td>867</td>
</tr>
<tr>
<td>MILP\textsuperscript{T}</td>
<td>13873 (13690)</td>
<td>312</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>Q6 50%</td>
<td>134616(134435)</td>
<td>252</td>
<td>12</td>
<td>856</td>
</tr>
<tr>
<td>MILP\textsuperscript{T}</td>
<td>13873 (13690)</td>
<td>312</td>
<td>12</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 5 Gantt chart for illustrative question Q6\textsubscript{50%}

Fig. 6 Gantt chart for illustrative question Q6\textsubscript{50%}

Table IV.
STRUCTURE OF THE FACTS

<table>
<thead>
<tr>
<th>Fact</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>points (#A)</td>
<td>points of ordering and delivery A – point id</td>
</tr>
<tr>
<td>products (#W)</td>
<td>products, services, etc. W – product id</td>
</tr>
<tr>
<td>operations (#O)</td>
<td>technological operations, tasks, etc. O – operation id</td>
</tr>
<tr>
<td>resources (#K,D)</td>
<td>resource id, D - the number of available resources</td>
</tr>
<tr>
<td>resource_to_operation (#O,#K,R)</td>
<td>the resources necessary to execute the operations</td>
</tr>
<tr>
<td>operations_on_route (#W,#O,T)</td>
<td>a set of operations for the product (route), W – product id, O – operation id, T – duration of the operation</td>
</tr>
<tr>
<td>sequence_operations (#W,#O,O)</td>
<td>the order of operations for the product, W – product id, O – operation id</td>
</tr>
<tr>
<td>orders (#Z,#A,#W,V,Q)</td>
<td>orders, Z – orders id, A – point id, W – product id, V – order period, Q – order size</td>
</tr>
<tr>
<td>r_in_orders (#W,#K,#Tpo,#Tk,R)</td>
<td>the allocation of resources to products, W – product id, K – resource id, Tpo – the beginning of the use of the resource, Tk – the end of the use of the resource, R – the number of resource k needed for the operation</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

Two types of questions can be asked in the proposed declarative decision support framework.

General questions may require domain solution, which in practice determines the availability of resources to execute orders, timely execution etc. The specific wh-questions will in practice define the best, fastest, cheapest, or the most
expensive of the possible solutions. To obtain answers to these questions, optimization is necessary.

Both question types can contain logical conditions relating, for example, to the disjoint use of resources, etc.

The illustrative example shows only part of potential of the framework designed to increase both the speed and the size of the problems solved.

This is particularly evident if we compare the possibilities of the framework in relation to the classical approach based on mathematical programming (Table III).

Further work will consist in the implementation of more complex models, uncertainty, product demand interdependencies [16], fuzzy logic [17,18] etc., and as a cloud internet application [19]. New questions will be implemented to broaden the scope of decision support.

APPENDIX A

TABLE A.1

SUMMARY INDICES, PARAMETERS

<table>
<thead>
<tr>
<th>Sets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of points (tables)</td>
<td>LA</td>
</tr>
<tr>
<td>Set of resources</td>
<td>LK</td>
</tr>
<tr>
<td>Number of periods</td>
<td>LG</td>
</tr>
<tr>
<td>Number of periods in which orders can be entered</td>
<td>LV</td>
</tr>
<tr>
<td>The set of operations</td>
<td>LO</td>
</tr>
<tr>
<td>The set of products (orders)</td>
<td>LP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indices</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Points (tables)</td>
<td>a=1..LA</td>
</tr>
<tr>
<td>Resources</td>
<td>k=1..LK</td>
</tr>
<tr>
<td>Period</td>
<td>g=1..LG</td>
</tr>
<tr>
<td>Period in which orders can be entered</td>
<td>v=1..LV</td>
</tr>
<tr>
<td>Operation</td>
<td>o=1..LO</td>
</tr>
<tr>
<td>Products</td>
<td>p=1..LP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number used to convert periods to moments (for connecting index g with variable)</td>
<td>PPg</td>
</tr>
<tr>
<td>The number of available resources k in the period g</td>
<td>dkkg</td>
</tr>
<tr>
<td>Duration of operation o for product p</td>
<td>tp0</td>
</tr>
<tr>
<td>Time to complete all operations o for the product p</td>
<td>tlpo</td>
</tr>
<tr>
<td>If the operation o1 precedes o2 for product p than kolb1b2=1 otherwise kolb1b2=0</td>
<td>kolb1b2</td>
</tr>
<tr>
<td>If the operation o uses resource k than zasb2k=1 otherwise zasb2k=0</td>
<td>zasb2k</td>
</tr>
<tr>
<td>Number of k resources needed for execution operation o</td>
<td>rka</td>
</tr>
<tr>
<td>How much of the product p ordered at the point a</td>
<td>Zkp</td>
</tr>
<tr>
<td>The number of period in which new orders appeared.</td>
<td>tsa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inputs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>How much of the product p ordered at the point a in the period v</td>
<td>Zgppvp</td>
</tr>
</tbody>
</table>

\[
X_{z kp}, p \cdot LG \geq Z_{kp}, p \forall a = 1..LA, p = 1..LP
\]

\[
X_{z kp}, p \leq Z_{kp}, p \forall a = 1..LA, p = 1..LP
\]

\[
B_{kg} = \text{if } a = 1..LA, p = 1..LP, o = 1..LO: ko_{l, o} = 1
\]

\[
S_{apak} = B_{ac}, p, o a = 1..LA, p = 1..LP, o = 1..LO: t_{g} \geq 0
\]

\[
S_{apak} = 0 \forall a = 1..LA, p = 1..LP, o = 1..LO: t_{g} \geq 0
\]

\[
B_{kg} = t_{g} \cdot X_{kp}, p \forall a = 1..LA, p = 1..LP, o = 1..LO: t_{g} \geq 0
\]

\[
T_{kp} = B_{ak, p, o} + (t_{p0} + t_{l0}) \cdot X_{kp}, p \forall a = 1..LA, p = 1..LP
\]

<table>
<thead>
<tr>
<th>Decision variables after transformation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated number of periods g delivery of all orders for point a</td>
<td>Tkpg</td>
</tr>
<tr>
<td>If at a given point a ordered product p then ( X_{z kp}, p = 1 ), otherwise ( X_{z kp}, p = 0 )</td>
<td>Xzkp</td>
</tr>
<tr>
<td>If the execution of product p ordered at point a uses resource k in period g then ( X_{a, p, k, g} = 1 ), otherwise ( X_{a, p, k, g} = 0 )</td>
<td>Xapkg</td>
</tr>
<tr>
<td>If the execution of product p ordered at point a uses resource k in period g then ( X_{a, p, k, g} = 2, ) otherwise ( X_{a, p, k, g} = 0 )</td>
<td>Xapkg</td>
</tr>
<tr>
<td>If g is the last period in which resource k is used in the execution of product p at point a then ( Y_{a, p, k, g} = 1, ) otherwise ( Y_{a, p, k, g} = 0 )</td>
<td>Yaapk</td>
</tr>
<tr>
<td>If g is the last period in which orders are executed for product p then ( W_{kg} = 1, ) otherwise ( W_{kg} = 0 )</td>
<td>Wkg</td>
</tr>
</tbody>
</table>

Number of period g from resource k can be used for product p ordered at point a | Sapk |

\[
\sum_{a=1}^{LA} \sum_{p=1}^{LP} (X_{a, p, k, g} \cdot r_{a}) \leq d_{kg} \forall k = 1..LO, g = 1..LG
\]

\[
\sum_{g=1}^{LG} X_{a, p, k, g} = t_{p0} \cdot X_{kp}, p \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK
\]

\[
\sum_{g=1}^{LG} X_{a, p, k, g} = t_{l0} \cdot Z_{kp}, p \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK
\]

\[
X_{a, p, k, g} = X_{a, p, k, g} \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK, g = 1..LG
\]

\[
\sum_{g=1}^{LG} Y_{a, p, k, g} \leq X_{kp}, p \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK
\]

\[
Y_{a, p, k, g} = Y_{a, p, k, g} \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK, g = 1..LG: zs_{a, kl, 1} = 1 \land zas_{a, kl, 2} = 1
\]

\[
T_{kp} = \sum_{a=1}^{LA} W_{kg} \forall a = 1..LA
\]

\[
Y_{a, p, k, g} \leq W_{kg} \forall a = 1..LA, p = 1..LP, o = 1..LO: k = 1..LK, g = 1..LG + t_{l0} \leq LG
\]
\[ X_{\text{onp}_k} \in \{0,1\} \]
\[ \forall a = 1 \rightarrow L.A, p = 1 \rightarrow L.P, o = 1 \rightarrow L.O, k = 1 \rightarrow L.K, g = 1 \rightarrow L.G \]
\[ Y_{\text{onp}_k} \in \mathbb{C} \]
\[ \forall a = 1 \rightarrow L.A, p = 1 \rightarrow L.P, o = 1 \rightarrow L.O, k = 1 \rightarrow L.K, g = 1 \rightarrow L.G \]
\[ \forall a = 1 \rightarrow L.A, p = 1 \rightarrow L.P, o = 1 \rightarrow L.O, k = 1 \rightarrow L.K, g = 1 \rightarrow L.G \]
\[ S_{\text{onp}_k} \in \mathbb{C} \forall a = 1 \rightarrow L.A, p = 1 \rightarrow L.P, o = 1 \rightarrow L.O \]
\[ W_{\text{onp}_k} \in \mathbb{C} Y_a = 1 \rightarrow L.A, p = 1 \rightarrow L.P \]
\[ X_{\text{onp}_k} \in \{0,1\} \forall a = 1 \rightarrow L.A, p = 1 \rightarrow L.P \]

**APPENDIX B**

points('A1'), points('A2'), points('A3').
points('A4'), points('A5').
products('W1'), products('W2'), products('W3').
products('W4'), products('W5'), products('W6').
products('W7'), products('W8').
operations('O1'), operations('O2'), operations('O3'), operations('O4'), operations('O5'), operations('O6'), operations('O7'), operations('O8'), operations('O9'), operations('O10').
resources('K1'), resources('K2'), resources('K3'), resources('K4'), resources('K5'), resources('K6'), resources('K7'), resources('K8').
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Abstract—The contemporary electric power system is highly dependent on Information and Communication Technologies which results in its exposure to new types of threats, such as Advanced Persistent Threats (APT) or Distributed-Denial-of-Service (DDoS) attacks. The most exposed components are Industrial Control Systems in substations and Distributed Control Systems in power plants. Therefore, it is necessary to ensure the cyber security of this critical infrastructure and develop new cyber security technologies able to protect from advanced cyber threats.

In this paper a pioneering Situation Awareness Network for the electric power system is presented together with a set of metrics for its testing.

I. INTRODUCTION

MODERN energy infrastructures aim at reducing peak demand, shifting usage to off-peak hours, lowering total energy consumption and carbon dioxide footprint [1] or enabling consumers to control their power consumption based on local needs and real-time electricity price rates [2].

To meet these requirements it is necessary to ensure the continuous exchange of data between all points of the network. Although the communication infrastructure may partially exist, it is necessary to facilitate its vast expansion by increasing bandwidth (among the others due to the introduction of two-way communication as an inherent component of the new energy infrastructure and smart grid) and connecting consumers (residential, commercial, industrial, etc.). To reduce the costs which are incurred by this process, the Internet is often used as communication backbone for the energy management systems [1].

However, such an approach exposes the power system to a great security breach. Every network layer and technology used in the new energy infrastructure represents a potential target of a cyber-attack. This in particular refers to Industrial Control Systems (including SCADA) in substations and Distributed Control Systems (DCS) in power plants. Moreover in the recent years wireless networks have been widely employed as part of many industrial communication systems, which exposes the entire network to even greater risk [3].

Advanced Persistent Threats (APT) are dedicated attacks able to persistently target a specific entity and to cause an intended effect, such as an interruption to the power supply [4], [5]. DDoS attacks, on the other hand, attempt to delay, block or corrupt the communication in the grid [6].

Stuxnet [7] was the first wide manifestation of malware that was specifically designed to attack networked industrial control systems used in the power system. Detected for the first time in 2010, Stuxnet is a cyber worm able to infect process servers and Programmable Logic Controllers (PLCs) and alter physical processes. The ultimate goal of Stuxnet is to sabotage the attacked facility by reprogramming programmable logic controllers (PLCs) to render them operating out of their specified boundaries. Later studies revealed that Stuxnet was not the first threat of that type. In fact that it had its precursor called Flame that was undetected [8]. Flame is a large complex malware designed to aggressively gather information from its target systems. Apart of conventional information stealing methods it is able to capture Skype calls and record audio [9].

Since the manifestation of Stuxnet both information security experts and hackers have shown a much greater level of interest in this area. As a result, 64 ICS vulnerabilities were discovered in 2011 and 98 additional ones were announced in the first eight months of 2012 alone – more than the total number for the preceding seven years combined [10]. In parallel sophisticated attacks have been appearing – Duqu, Red October, Gauss and Black Energy – each of them more complex and advanced than its predecessor [9], [11]. Duqu was designed to steal information in preparation for a Stuxnet-like attack and it used new techniques never previously noted [9]. Red Dragon and Gauss utilise encryption in order to effectively penetrate the infiltrated information systems [11], [9]. Black Energy is the most recently discovered malware which aims at Industrial Control Systems used in critical infrastructures [12].

Taking into account all these threats and the attacks already carried out, it is necessary to take countermeasures. Standard cyber security technologies and best practices – such as access control, anti-malware, firewalls, intrusion detection and prevention systems, defence in depth, and system hardening...
– are indispensable in protecting the power system. However, they are only a partial solution [4], [13], [14], [15].

To counter the evolved, highly sophisticated threats, advanced cyber security technologies are required, such as Security Information and Event Management (SIEM) systems, application whitelisting, and Trusted Platform Modules (TPM) [4], [13], [16] together with an efficient and effective risk assessment and management [17]. Developing and deploying Situation Awareness Networks (SANs) with SIEM software will improve situational awareness and will allow for better control and faster response to threats [18].

Such a Situation Awareness Network (SAN) has been developed in the project DEnSeK (Distributed Energy Security Knowledge) [19]. The project aimed at improving the security and resilience of the new energy infrastructure against cyber-threats by providing a platform for the security knowledge exchange between companies of the European energy sector and establishing a European Energy ISAC (Information Sharing and Analysis Centre) which enables interactive and real-time knowledge and information sharing between all involved parties [19].

In this paper the SAN architecture is presented along with the set of metrics to be used for its evaluation. To the best of authors’ knowledge such a dedicated set of metrics for Situation Awareness Networks (SANs) has not been proposed so far, most probably because the concept of SAN is relatively new. It must be underlined that evaluation of Situation Awareness Networks is an area distinct from the quantitative assessment of the level of situational awareness. For the latter several approaches exist [20].

II. SITUATIONAL AWARENESS NETWORK ARCHITECTURE

The Situational Awareness Network encompasses and combines a number of diverse network-based sensors, which facilitate network traffic and data monitoring and detection of various events. Collected and processed data sets are visualised to a SAN operator who responds to emerging threats.

The need for combining together multiple sensors stems from the observation that in the past half-decade monitoring tools have become more specialised and now they focus on specific threat vectors and/or analysis approaches. Hence, in order to offer a broad overview of network activities and potential issues, it is crucial to combine diverse monitoring engines.

The purpose of the visualization is two-fold. First, operators can spot anomalies that the automatic systems might not be able to detect or might not be configured to detect. In this case, a visualisation dashboard supports the analysis of a large amount of data as it reduces it significantly focusing on key parameters for detecting anomalies.

Secondly, once an event is reported by one of the automatic systems (for instance, a malware spread is detected), operators can leverage the visualisation dashboard to observe the way network traffic evolves and either confirm or reject the alert previously raised.

In the DEnSeK project a three-tier architecture of the Situational Awareness Network, presented in Fig. 1, was proposed. The lowest, data tier consists of sensors which collect network data. In the logic tier, Security Information and Event Management (SIEM) software processes data from sensors and transmits them to the top layer. Finally in the presentation tier, the dashboard visualises the data by a user-friendly operator interface.

![SAN three-tier architecture](image_url)

In the approach presented in this paper, SAN needs a signature-based NIDS (such as Snort [21], [22] and Suricata [23]), to detect well-known attack payloads, and several behavioural-based engines to analyse both payloads and flows for anomalies. As it relies on open-source/freely available tools, currently exist few alternatives for behavioural-based systems that can be used in production environments. One of them is Bro [24], [25], which can be used to code any type of algorithm on top of its protocol parsers.

On top of regular network monitoring tools and SIEMs that are available off-the-shelf, a visualisation dashboard is located. Its main role is to allow operators to observe the behaviour of the underlying industrial network. The dashboard provides several widgets, presented in Fig. 2 that can be instantiated to present various dimensions of network traffic (IP addresses, TCP ports, protocols, etc.) using different metrics (bytes, packets, protocol messages, etc.).

The central SIEM node is provided with Syslog (system logging) messages by various network-based sensors. This is a standard practice that enables required flexibility while providing all the necessary information. The visualisation dashboard leverages diverse software and components in order to deliver the extracted metadata to a central repository.

At the bottom of the architecture, a Linux-based computer equipped with Argos (a Linux-based SCADA alternative [26]) analyses network streams and extracts relevant metadata. Such data are sent via Apache Kafka [27] publish-subscribe messag-
End users can perform an assessment of their network through the visual analytics component to baseline network behaviour, discover misconfigurations and assess issues. After this initial assessment, end users can select key indicators that can point at operational issues or cybersecurity breaches. To provide some examples, RTUs used in the field typically exchange data with the SCADA master via long-lasting connections that could be running for weeks or months. In case an RTU loses too often connectivity and re-establishes connectivity frequently, this could indicate an issue with the device itself (for instance, end of life) or with the network infrastructure (because of a wireless link). Key indicators can be enforced by writing a specific script in Bro, or a signature in Snort and/or Suricata.

III. METRICS IN THE TESTING AND EVALUATION PROCESS

Testing is an integral part of software development process. In the document „Standard Glossary of Software Engineering Terminology” IEEE defines testing as the „process of operating a system or a component under specified conditions, observing or recording the result and making an evaluation of some aspect of the system or component” [29].

The goal of testing is to detect the difference between existing and required conditions and to evaluate the features of the software items [30]. Currently, testing is a mature and well-defined area of software engineering. Good testing process design should ensure the repeatability, manageability and measurability [31].

As a part of the development of the Situational Awareness Network for the DEnSeK project, integration tests have been carried out. Their aim was to validate a selection of SAN components and check their operational capability in a complex test environment. During the tests appropriate interaction between the components was verified.

The tests were performed in the cyber security laboratory of one of the largest European electricity companies. They proved that the architecture and system components were properly selected and the system operates as intended [32].

Despite the positive results of the tests, the lack of quantitative indicators made it difficult to objectively assess the results. It was only possible to grade binary – it works or does not work. The extent to which the requirements are met, however, could not be determined in a measurable way. As far as only integration tests are concerned, this binary evaluation is sufficient. Nevertheless the majority of evaluations require higher precision.

Thus in order to enable objective evaluation of a software product and its development process software metrics were introduced. A software metric is a „quantitative measure of the degree to which a system, component or process has given attribute” [29]. The knowledge gathered on the basis of metrics should lead to an improved process and products [33]. The metrics can be divided into two groups: product metrics and metrics for testing process [34].

Metrics from the first group are used to provide information about the quality and maturity of the tested product. They
facilitate early detection of product flaws and related problems and enable their more accurate correction or elimination. In addition, metrics provide quantitative criteria which may be used in the process of acceptance of the final product.

The latter group contains metrics that allow for monitoring of the progress of the testing process and its results after the execution. They are used on one hand, to evaluate the effectiveness of the testing process. On the other hand, they provide test termination criteria.

The use of software metrics as objective evaluation criteria is extremely important in the management of the software development process [35].

Software metrics have been developed practically for all application domains. However, to the best of authors’ knowledge the metrics for Situational Awareness Platforms have not been proposed so far. This is most probably due to the fact that the concept of Situation Awareness Network and the implementing it platforms are relatively recent.

In order to fill this gap the relevant research studies have been investigated to provide a comprehensive set of metrics for testing SANs. The metrics’ proposals in several fields have been identified and analysed, including Intrusion Detection and Prevention Systems, Security Information and Event Management systems as well as general domains such as software engineering, testing or cyber security. The data collected allowed for selecting the relevant metrics.

When choosing the metrics, the Jaquith’s [36] recommendations were taken into account. According to him, good metrics should be [36]:
- consistently measured,
- expressed as cardinal number or percentage,
- expressed using unit of measure,
- contextually specific,
- possible to obtain at reasonable cost.

In order to design the test procedure for the SAN system, a set of metrics was selected. Metrics described in Section IV regard the testing process. They facilitate the control and management of the testing process, as well as deciding when to end it.

Other metrics are related to the product. In the evaluation, the product is understood as a complete SAN system. Given the characteristics of the system the metrics are also divided into two groups. In Section V cyber security metrics are presented. They allow for evaluating the core SAN functionality answering the question of how the system copes with the detection of security threats. The last group of metrics, presented in Section VI, refer to system usability. As one of the functions of the SAN, provided by the Dashboard, is the visualisation of security threats to an operator, the quality of user interface is very important.

The main criterion taken into account when selecting the metrics was the possibility of their straightforward implementation to assess SAN platform at every stage of development. In addition, a set of metrics was chosen to cover as widely as possible all aspects of the testing process.

IV. METRICS FOR TESTING PROCESS

Testing metrics are widely used in the field of software testing. Their aim is to „provide information about the testing status of a software product” [34].

Quadri and Farooq [34] divided testing metrics into several groups. First of all they highlighted the metrics related to measuring time, such as time required to run a test, time interval between failures or number of failures in specific time interval. After that the metrics for evaluating test efficiency, source code coverage and quality were described. Finally metrics related to defect identification and fixing were presented.

Chen et al. [37] conducted an in-depth analysis of software metrics, examining the effectiveness of a set of complementary metrics for cost, time, and quality to measure the quality of test process. Based on the result they proposed four new testing metrics: two related to product improvements and two related to costs.

Kaur et al. [35] surveyed, classified and systematically analysed the metrics proposed in the previous decades. They discussed advantages or disadvantages for each product metric along with its need and purpose. The suitability, effect, data calibration and interpretation of metrics was also evaluated.

Based on the studies as well as the specificity of the DEnSeK project four testing metrics were selected.

A. Source code coverage

The source code coverage metric enables evaluating the confidence in the effectiveness of a test suite. The metric is defined as follows:

$$SC = \frac{St_t}{St}$$

where:
- $SC$ – source code coverage,
- $St_t$ – number of statements of a source code covered by test suite
- $St$ – number of statements of a source code,

The metric shows what part of the source code has been covered with tests. If the value is too low, there should be written additional test cases for uncovered source code.

B. Test case defect density

Test case defect density metric indicates whether the test cases are effective and efficient in their ability to detect a larger number of defects. It is defined as:

$$DD = \frac{F}{TE} \times 100\%$$

where:
- $DD$ – test case defect density,
- $F$ – failures detected,
- $TE$ – number of executed test cases.
C. Failures detection rate

Failures detection rate metric test indicates whether the prepared tests are time effective in terms of the number of detected defects per unit time. The metric is defined by the following formula:

\[ FD = \frac{F_T}{T} \]  

(3)

where:
- \( FD \) – failures detection rate
- \( F_T \) – failures detected in T time
- \( T \) – number of business days used for testing

D. Test improvement in product quality

Test improvement in product quality metric shows the relation between the number of weighted defects detected and the size of the product release. It is defined as:

\[ TI = \frac{W_p}{KCSI} \]  

(4)

where:
- \( TI \) – test improvement in product quality,
- \( W_p \) – number of weighted defects found in one specific test phase,
- \( KCSI \) – number of new or changed source lines of code in thousands.

The higher this number, the higher is the improvement of the quality of the product contributed during this test phase.

V. CYBER SECURITY METRICS

Cyber security metrics are strictly related to the functional operation of the Situational Awareness Network. The selection was made among the metrics defined for security systems such as Intrusion Detection Systems. One of the main problems that SAN operators would face is the reliability of the threats detection. There are two main aspects to be taken into consideration: false positives and true negatives. [38]

A true positive is when SAN informs about threat that really exists. This is the desired situation. A false positive takes place when SAN informs about threat that does not occur. A true negative refers to the situation when SAN does not inform about threat that really occurs.

Using these terms three metrics have been defined. Additionally two metrics based on the research conducted by Bayuk and Mostashari [39] were proposed.

A. Accuracy

Accuracy metric describes the proportion of true results (both true positives and true negatives) in the population of all network events. It is defined as:

\[ A = \frac{TP + TN}{TP + TN + FP + FN} \]  

(5)

where:
- \( A \) – detection accuracy
- \( TP \) – number of true positives
- \( TN \) – number of true negatives
- \( FP \) – number of false positives
- \( FN \) – number of false negatives

A higher value indicates a more reliable system operation.

B. Detection rate

Detection rate determines the effectiveness of threats’ detection. When the metric value is closer to 1, the system is more effective. A value of 1 means that each threat has been detected.

\[ DR = \frac{TP}{TP + FN} \]  

(6)

where:
- \( DR \) – detection rate
- \( TP \) – number of true positives
- \( FN \) – number of false negatives

C. False positive rate

False positives are one of SAN biggest issues. Their frequent occurrence significantly undermines the effectiveness of the SAN. Efforts should be made to the lowest value of this indicator.

\[ FPR = \frac{FP}{FP + TP} \]  

(7)

where:
- \( FPR \) – detection accuracy
- \( FP \) – number of false positives
- \( TP \) – number of true positives

D. Mean Time Between Failures

Mean time between failures (MTBF) is a standard metric that describes reliability of the system. In the case of SAN failure is defined by the occurrence of either false positive or true negative. The metric is defined as:

\[ MTBF = \frac{\sum_{n=1}^{NF} (B_n - E_{n-1})}{NF - 1} \]  

(8)

where:
- \( MTBF \) – Mean Time Between Failures
- \( B_n \) – beginning of \( n \)-th failure
- \( E_n \) – end of \( n \)-th failure
- \( NF \) – number of failures

E. Time To Protect

The metric is defined as the mean time between the detection of the threat and noticing it by the operator. In this way, both the effectiveness and efficiency of the system, as well as the legibility of the information about the threat on the dashboard, are evaluated.

\[ TTP = \frac{\sum_{n=1}^{NT} (A_n - D_n)}{NT} \]  

(9)

where:
- \( TTP \) – Time To Protect
- \( A_n \) – time of \( n \)-th threat notice
- \( D_n \) – time of \( n \)-th threat detection
- \( NT \) – number of threat detections
VI. USER EXPERIENCE METRICS

In addition to testing against the above criteria, software should be evaluated in terms of usability. This is particularly relevant to software interface, but not exclusively. As far as the DEnSeK SAN is concerned, the Dashboard requires special attention in regard to usability. Based on the metrics proposed by Tullis and Albert [40], the following metrics are proposed for evaluation of the SAN usability.

A. Task success

This metric enables measuring the extent to which a user is able to perform a given task. Task success can be measured binary (succeed/failed), or as a level of success. The tasks with a lower coefficient of success must be analysed to detect the elements of the user interface which cause problems.

B. Time-on-task

Time-on-task allows for measuring the time required to complete a specific task. The faster a user can complete a task, the experience is better. In the DEnSeK project the metric serves for evaluating the efficiency of the Dashboard.

C. Efficiency

In contrast to the previous metric, which concerned time, the efficiency metric enables measuring the amount of work required to complete a task. For instance such an effort can be expressed by means of the number of mouse clicks or keystrokes.

D. Errors

This metric allows for detecting improperly designed user interface elements that cause users’ confusion. It is measured as the number of user errors when performing a task. Errors may be related to spelling, pressing a wrong key, etc.

E. Learnability

The learnability metric supports examining whether and how user productivity increases with the better knowledge of the system. Measuring learnability requires intense studies spanning a long period of time. For this reason it is often left out.

VII. CONCLUSION

The metrics described in the paper are used to evaluate Situational Awareness Network (SAN) system developed in the DEnSeK project. The SAN was designed as a three-tier architecture. The lowest tier encompasses a number of sensors for network monitoring. In the middle tier, the SIEM software collects and processes the data from the sensors. Finally, the dashboard on the top tier visualizes information about the threats.

In order to select the appropriate set of metrics a thorough literature analysis was conducted. To the best of authors’ knowledge the metrics for SAN have not been proposed so far. Therefore software metrics developed for several related fields, including cyber security, Intrusion Detection and Prevention Systems, SIEM systems, software engineering and testing have been analysed. The study made it possible to derive a set of metrics for testing Situational Awareness Networks.

The selected metrics were divided into three groups. The first group contains metrics related to the evaluation of the testing process, the second – to the effectiveness of threat detection, and the last – to the usability of the dashboard. The metrics are used at each stage of the SAN development.

In addition they will be applied during final product evaluation and acceptance process.
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Abstract—A solar car is an electric vehicle that runs entirely on solar energy. Designing, building and racing solar cars has been a longstanding worldwide challenge for engineering and computer science students, with the overarching goal being to design devices that use sustainable energy sources. This article describes our experience and educational outcomes (the modeling and design of computer-based systems in a way that demonstrates comprehension of the trade-offs involved in design choice) attained while designing the network architecture for a solar car project. The computer science members of the University of Kentucky Solar Car Strategy Team are tasked to reliably collect and analyze car data in real-time, both to assist in the car development process, and then to provide important sensor readings to the driver during racing. The challenges in designing the architecture and protocols for the computer system that supports the solar car are to ensure that: (1) energy consumption is minimal, (2) data collection is reliable, (3) the network system is secure, and (4) the implementation of the system is not overly complex.

Our computer system supporting the telemetry tasks uses three micro-controllers to collect and send data over serial communications to a master micro-controller (the Raspberry Pi), that parses and stores data in an on-board database.

We compare three protocols: a simple USB-based protocol, and two protocols used in traditional non-solar cars: CAN and Ethernet. We analyze (1) their energy consumption over a period of time, (2) their reliability (by performing stress tests such as disconnecting devices and driving over bumpy terrain), (3) their security (by attempting to compromise the system by remotely sending data over communication lines), and (4) their complexity in terms of time and effort for implementation and development.

I. INTRODUCTION

SOLAR Car racing (see Figure 1), the competitive racing of fully electric vehicles using solar energy, has existed since 1985. Universities and businesses around the globe participate with different goals in mind. Universities typically participate in order to improve engineering and technical knowledge and skills of the students, while businesses typically participate to develop renewable energy technologies. Traditionally, a solar car requires a collaboration of electrical, mechanical, and computer engineers (see [6]). However, with data storage becoming cheaper, and micro-controllers becoming more abundant and inexpensive (such as the Arduino and Raspberry Pi) these make programming embedded systems just as easy as programming an application for a typical computer. In other words there is a growing need for computer science students to be a part of the team. Solar car teams can easily capture, store, and analyze data in order to improve the overall performance of the car.

In the context of power consumption, we analyzed a telemetry system for the solar car project. An automated communication process collected and transmitted car performance data to receiving equipment and personnel for monitoring, processing, testing and decision making. When choosing the network architecture to support telemetry to achieve the aforementioned capturing, storing, and analysis of data, we must determine trade-offs that are critical to the car’s functionality. It is also important to carefully consider and design the underlying software architecture that is the driving force behind the network architecture.

Minimizing the power consumption, and comparing various solutions and their trade-offs, are some of the contemporary challenges, addressed in many projects, including the past workshops of this conference. See for example, [1], [2], [4], and [5].

This paper reports on experimental results of a student team, for whom the Solar Car project serves as an attractive way of learning engineering topics. Clearly, tools, instruments, and methods are unequal to sophisticated, advanced, and likely expensive telemetry systems developed for professional motor racing, such as in Formula One. However, the experience with a real-life project of designing the network architecture for a solar car project, contributes to the important computer science student outcome: the modeling and design of computer-based systems in a way that demonstrates comprehension of the trade-offs involved in design choice. See also [3] for a discussion on using real-life projects for “developing skills needed for the proper formulation of system visions and requirements specifications.”

The subsequent sections describe and compare three different network solutions, the architecture of our telemetry system, and finally, provide our conclusions.

II. NETWORK COMPARISON

We now discuss the trade-offs of using USB [7], CAN [8], and Ethernet while trying to meet these four challenges: low power-consumption, reliability, security, and simplicity.

A. Low Power-Consumption

Low power-consumption is by far one of the most critical requirements in the development of a solar car. Naturally, the
architectural design of the network was not exempt. Since we are racing the car, keeping the power consumption down allows us to allocate more power towards other critical parts of the car. Saving this power for the motor has the potential to result in more mileage out of the total amount of power. We hypothesized that USB and CAN would require about the same amount of power and that Ethernet would require much more than the previous two. Consequently, we chose to compare USB and CAN first and then talk about Ethernet afterwards.

1) USB versus CAN: USB and CAN are known to be very low power networks as long as they are not being used to power a device. To accurately compare these two approaches, we chose to measure the amount of power required to power a CAN chip and a USB chip with no data being sent over them. From experiments, we found that the CAN chip required 11% less power than the USB chip. Although 11% may appear big, in practice the difference is negligible due to the measured values being low.

2) Ethernet: Compared to USB and CAN, Ethernet is known to use significantly more power. This is because of larger hardware requirements to allow for an Ethernet network. Not only would one need to put a router or switch on the car, one would also have to add more hardware on the actual micro-controllers to be able to communicate with Ethernet.

B. Reliability

The reliability of each of the protocols is important because it ultimately determines whether or not data are received. When discussing the reliability of the three network architectures, we focus on the hardware aspects.

1) USB: USB provides data integrity within the cables, meaning that there is a high degree of confidence that the data sent over the transmitting end will make it to the receiving end. Any unrecoverable errors will likely be noticed and reported to the appropriate end of the cable. Data integrity is provided through USB’s self-recovery system. This approach guarantees that a message has essentially sent a recessive level and will throw time-outs for lost or invalid packets.

Unrelated to the actual data integrity within the cable, but still considered in our evaluation, is the observation that USB has a high likelihood of becoming mechanically disconnected from its transmitting or receiving end due to jostling that occurs while the car is in motion.

2) CAN: CAN is similar to USB in that it also provides data integrity. The CAN protocol defines no less than five different ways to detect error:

- Cyclic Redundancy Check (CRC) acts similar to a checksum by doing polynomial division on the bits and comparing the end result to the 15 bit CRC field located within the packet.
- Acknowledgment (ACK) Check: The node that transmitted a message has essentially sent a recessive level and would expect to receive a dominant ACK message. If it does not, then it acts as if the previously sent message was lost and responds accordingly.
- Form Error Check: If there is a dominant bit in the CRC field delimiter, ACK field delimiter, or EOF (end of frame) then the message is re-sent because, per protocol definitions, there must not be a dominant bit in these fields.
- Bit Stuffing: If six consecutive bits with the same polarity occur between the SOF (start of frame), then the CRC field throws an error. The EOF field should be the only field with six consecutive bits of the same polarity.
- Bit error occurs when the transmitter reads a signal that is opposite of what it sent except during arbitration and in the ACK field. Arbitration is a method that provides a bitwise losslessness if all of the nodes on the CAN network are synchronized to allow for every bit on the CAN network to be sampled at the same time.

In contrast to USB, the few devices on the car that utilize CAN have never had any issues with disconnectivity due to the jostling of wires.

3) Ethernet: Ethernet in itself is not reliable. It does not support retransmission, it does not provide acknowledgment of successful frame delivery, and if a frame were to become corrupt it simply drops it without letting the transmitting or receiving end know. Due to this characteristic, we consider the use of Ethernet with TCP, Transmission Control Protocol. TCP is a protocol that is often overlaid on top of Ethernet. TCP supports detection of duplicate data, retransmission, and sequencing. Because Ethernet is usually used to send packets over long distances, and because multiple Ethernet switches are used, packets can be duplicated. TCP detects duplicate packets and drops the unnecessary ones. In conjunction with this duplication, packets can get out of order. Therefore TCP
supports sequencing - placing packets in the order that they were sent. Additionally, if a packet gets lost or corrupted, TCP provides retransmission of the affected packet.

C. Security

The UK solar car was designed just for races, and not intended for mass production. Nevertheless, network security is becoming a general concern and should always be accounted for. Especially considering the recent cyber-security incidents related to private cars being hacked ([10]). Even though our specific network application represents a minimal security threat, security was not ignored.

1) USB: From a security standpoint USB is actually a very good option. It only allows for peer-to-peer communication, so there is essentially no network to abuse. However, due to the nature of peer-to-peer, there is no form of authentication. Simply, each computer does not have a way of being completely sure who it is talking to. Given this situation, the only realistic way to attack a USB-based system would be to plug in directly to the device you wanted to lie to.

2) CAN: A CAN network is riddled with security problems stemming from the underlying protocol. Much like the IP protocol, it relies on the sender to accurately choose a message ID. From this message ID you can tell what kind of data are being sent, as well as what device is sending it. This is done by a device choosing a range of IDs, and making sure that every message it sends is inside of this range. Given this type of protocol, it is trivial to impersonate another device on the network. A person could just send a message onto the network with an ID that is not their own, and the receiving device would not know the difference. As a proof of concept, we simulated this vulnerability and were able to get the Raspberry Pi on our CAN network to tell the motor to accelerate even though the pedal was not being pressed. It is understandable why the developers of this network originally left this vulnerability, because CAN was always intended to be an internal network. Getting on to the network to abuse its security faults is not easy. This vulnerability is also why there has been so much news about cars being hacked lately; see [10]. Since CAN is the industry standard, it is not too difficult for a hacker to use a laptop with a CAN cord and plug into the network manually to break in. In some cases, where the car has an Internet access, there may be ways to get from the Internet network to the CAN network and remotely hack a car.

3) Ethernet: Ethernet has almost the same set of vulnerabilities as CAN. However, it is substantially easier to abuse a CAN network than it is to abuse the security vulnerabilities in Ethernet. Numerous protocols built on top of Ethernet reduce its vulnerability. Clearly, it is still possible for hackers to abuse Ethernet network by misrepresenting the identity and impersonating devices on the network.

D. Simplicity

Simplicity, a universal value and software development practice, is commonly used by student teams. These teams operate on schedules dictated by the academic calendar. In addition, once they graduate, the code base is picked up by future Computer Science students to continue assisting the Solar Car project; see [11] for the repository with our code.

1) USB: On the software side, USB is relatively simple. The majority of languages that would be commonly used in these type of applications (Python, Java, C, C++, etc.) support serial communications. One must simply identify the port to communicate with and open a serial connection with said port.

On the hardware side, USB actually is not native to the majority of the solar car peripherals except for the micro-controllers themselves. As a result, USB use can cause problems for the developers with the devices on the car that communicate through CAN. To alleviate this difficulty, the team utilizes CAN-to-USB converters in order to receive data.

2) CAN: Even though, communicating with CAN through software is not as common, it can be done in a relatively standard way. In fact, communication support is implemented in Python, the main language used on the Raspberry Pi. However, CAN is more complex to use rather than USB or Ethernet. In fact, even the documentation about the implementation through python-can library suggests that working with python-can is much more complex than the implementation of USB through the pyserial library. Thus, in our solution, we actually use a CAN to USB converter between the CAN network and the Raspberry Pi, to keep the software implementation as simple as possible.

The hardware side for CAN is the upside, however, with CAN being the industry standard for regular cars due to its reliability, upgradeability, performance, and cost. As the benefit of standardization, one can expect that the majority of the car peripherals communicate over CAN. Among them is the Motor Controller that drives the rear third wheel of the solar car.

3) Ethernet: Ethernet is very similar to USB when it comes to software aspects. Almost all languages have some kind of built in library that handles communication over sockets, which are the Ethernet equivalent to ports in USB. This gives Ethernet a distinct advantage over CAN when it comes to software implementations.

For the hardware side, Ethernet is in the same category as USB. Ethernet is not common among any of the car peripherals besides the micro-controllers. In effect, Ethernet switches and CAN to Ethernet converters have to be used.

Table I summarizes the above evaluation.

<table>
<thead>
<tr>
<th></th>
<th>Power usage</th>
<th>Reliability</th>
<th>Security</th>
<th>Simplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>USB</strong></td>
<td>low</td>
<td>good</td>
<td>good</td>
<td>poor hardware support</td>
</tr>
<tr>
<td><strong>CAN</strong></td>
<td>low</td>
<td>good</td>
<td>poor</td>
<td>nontrivial software support</td>
</tr>
<tr>
<td><strong>Ethernet</strong></td>
<td>high (with TCP)</td>
<td>good</td>
<td>poor</td>
<td>poor hardware support</td>
</tr>
</tbody>
</table>

Table I: Summary of the comparison for the Solar Car Project
III. SOFTWARE ARCHITECTURE

There are multiple choices for the network architecture and the final decision on whether or not CAN, USB, or Ethernet would be better choice for us is greatly influenced by the current software architecture.

Depicted in Figure 2 is a high-level overview of our software architecture. When the program is started on boot, it immediately opens the ports where data are expected, and then connects to the corresponding devices for those ports.

Rules in UDEV - a device manager for the Linux kernel - are used so that each device is assigned a unique identifier based off of the product id on the USB chip.

The flow of control is as follows. The program starts off by initially searching for any connected devices and opening up a connection to them. After this point four threads are started up and read from a global state containing of a list with each device. The threads run concurrently, and access the global state, but do not communicate directly with one another. The first thread, the logging thread, starts off by ensuring that the device has been identified. Then it logs the device buffer to the database on the car, and stores the raw data logs for the post mortem analysis.

The second thread, error correcting thread, iterates through all of the devices and identifies their kind. Then, this thread looks at the statistics of each device to determine whether the device is in an error state.

The third thread, update driver display, sends the vehicle speed and battery current measurements to the attached Arduino. The Arduino then takes these values and displays them on two seven segment displays.

The last thread, update calculations, does the calculations that would otherwise require too much bandwidth to send the sufficient amount of information for the other end of the telemetry system to calculate.

The responsibilities of the threads described above, and presented in Figure 2, are:

1) Thread Data Logging: This thread loops through every device (port), logs any data that have been saved up in the device buffer, pushes the data to the SQL database and writes the data to raw text files as a backup.

2) Thread - Port Fixing: This thread also loops through every device, but instead of logging data it checking to ensure that the device is still connected and that we are receiving data. If the device is in an error state then this thread will attempt to fix it until it attains a stable state again. This thread is also the only thread with the capabilities to significantly change the global state, so its actions are heavily synchronized with the other threads.

3) Thread - Updating Driver Display: This thread updates the driver display with the current car speed and voltage usage.

4) Thread - Update Calculations: This thread updates any calculations that are being sent over the radio telemetry system in the trail (chase) car. As an alternative solution, these calculations could be moved to the Java application on the receiving end to lessen the amount of work that the program on the Raspberry Pi has to do. The tradeoff would be in using more bandwidth to send the data.

The diagram in Figure 3 shows the general layout for the current USB based telemetry system for our solar car. There are multiple devices that are plugged into a powered hub: two battery boxes, the motor CAN network, an Arduino, and a telemetry box. Also you may note that the Arduino controls many devices: two seven-segment displays (used to show speed and current), gyro, accelerometer, and GPS. These extra devices data are eventually sent on to the Raspberry Pi for processing. There is also a small CAN network between the drivers control box and motor controller that must be there regardless of the choice of architecture. Regarding the powered hub, on the other end there is a Raspberry Pi micro-computer that uses this powered hub to create separate connections to each device and manage each of them individually. The micro-computer then reads and interprets data from each device, and then sends them to the telemetry box; a matching telemetry box in the chase car receives these data. During the interpretation of data on the Raspberry...
Pi that data are permanently stored in an on-board MySQL database.

IV. CONCLUSION

By analyzing various network solutions, we have determined trade-offs in Solar Car network architectures that try to meet the four challenges: low power consumption, reliability, security, and simplicity. In comparing these solutions, we have found that USB and Ethernet are very respectable options. USB provides a quick starting point. For example, if a project involves a micro-controller then it is very likely that the micro-controller contains, at the least, a USB port. Furthermore, communications over a serial connection, which is what USB is, are very easy to implement. On the other hand, Ethernet, being a class D network, can handle very high data rates (up to 100 mb/s). If the Solar car needed to transfer this much data then Ethernet high energy usage could be countered by the trade-off for high data rates and easy implementation. Even with USB and Ethernet being respectable options, CAN still has been found to be the best overall option. The hardware is easy to implement, cheap, and upgradeable. It uses a low amount of energy, which is highly critical to our application, and although it is not as common to implement in software, there exists workarounds. Working on a solar car design, along with implementing and testing solutions, has provided us with incomparable learning outcomes in networking, security and teamwork, and have allowed all the participating students to clearly see design trade-offs, even when some of them are subtle.
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Abstract—The main topics of the Cyber-Physical Systems (CPSs) cover the specification, modeling, control, design, verification and testing. The CPSs implementation consists of reactive programs conceived using models that are capable to sustain the mentioned activities. Component diagrams (introduced by Unified Modeling Language) are used here for the architecture design, with the goal to split the CPS complexity into smaller entities that are easier to tackle. All the components are modeled by Fuzzy Logic Enhanced Time Petri Nets (FLETPNs) that can simultaneously describe the discrete event and the time discrete features. This unique and compact approach facilitates the control synthesis, the software design, the verification and the testing.

An example of application to the control of a system composed of a wind turbine generator, a photo-voltaic generator and loads is used to show the model utilization and its benefits.

I. APPROACHES OF THE CYBER-PHYSICAL SYSTEMS

CPSs integrate the dynamics of the physical processes with those of the software and communication. There are some surveys that present the main characteristics, the main domains where they are applied and the main topics of the CPSs [10], [11], [12]. The main topics of the CPSs cover the specification, the modeling, the control, the design, the verification and the testing. The CPSs implementation consists of reactive programs that are based on models that are capable to support the mentioned activities.

The main goal of the current research is to conceive a control system that concurrently reacts to discrete events and continuous modifications of plant state. The target is a set of interacting dynamic models capable to approach the following specification:

- the reaction to synchronous and asynchronous (plant) events that are signaled by continuous variables (instead of single level events)
- the continuous time reaction to modification of some (plant output) variables
- the reaction control signals that belong to continuous domains (the discrete domains, as the binary set, should be particular cases)

Some reactions require the execution of activities involving non-ignorable durations and could have real-time constraints that have to be fulfilled. This requirement leads to the conclusion that the target model has to be capable to describe concurrent behavior.

A relevant issue is to conceive a model that is capable to describe the controller behavior and its structure. A practical goal is to make possible the verification that the implemented model fulfills the specified requirements.

The implementation of controllers on digital computers supposes that the information of continuous variables can be represented with a limited and tolerated accuracy (due to the limited length of the number representation) and the calculus can add other losses of the precision. On the other hand, the continuous time reactions are not possible to be implemented on digital computers. For this reason, instead of continuous time models, the discrete time models are used. The loss of accuracy due to the conversion of the continuous time models into discrete time models is supposed to be tolerated too.

The OMG (Object Management Group) Unified Modeling Language could successfully fulfill the requirements using a set of state machines, but these dynamic models have to be endowed with many variables, equations and condition expressions to completely describe the desired behavior [1]. The verification that the obtained models fulfill the requirements needs the use of other complex methods (such as different kinds of Petri nets) or simulation tools.

Many authors emphasize that CPSs are hybrid systems [2], [10], [11]. A hybrid system is composed of a discrete event side and a continuous time side in an interaction that provides a complex behavior. The control of a hybrid system is a challenge due to the requirements of asynchronous reactions to the discrete events as well as to the continuous adjustment of some controlled outputs. The CPSs involve interdependencies between physical behavior and digital control [13]. The control system implementation should be based on asynchronous interrupts and synchronous discrete time reactions.

The controller asynchronous reaction involves the execution of rules of the form:

\[
\text{ON event IF condition THEN action}_1 \land action_2 \land \cdots \land action_k
\]  

(1)

The ordinary Petri nets can model the handling of events, the binary conditions, the concurrency and the controller structure. These models are not capable to model the cases when the
involved reactions require input of continuous variables and outputs that signal continuous variables. These models are not appropriate to model continuous type operations.

The fuzzy logic controller (FLC) based on fuzzy logic provides a means of converting a linguistic control strategy based on expert knowledge into automatic control strategies. This approach was chosen (in the current research) for its capability to conceive controllers that tackle, beside the synchronous reactions (i.e. the periodic discrete time feature), the asynchronous reactions for the cases that require variable output control signals.

An overview of the possibility of implementing the fuzzy control systems as fuzzy rule-base systems is contained in [6]. Here it is justified that the conventional methods are good for simpler problems, while the fuzzy systems are suitable for complex problems or control applications that involve human descriptions or intuitive thinking. Lee presents a survey of the general methodology for constructing an FLC and the assessing of its performance [7].

In [9] another model that links the Petri nets with FLC is introduced.

II. Fuzzy Logic Enhanced Time Petri Net Models

A. Low Level Petri Nets

As it is well known, a Petri Net (PN) is a directed graph with two kinds of nodes. An ordinary PN is a 5-tuple

\[ PN = (P, T, pre, post, M) \]  

with:

- a finite place set \( P = \{p_1, p_2, ..., p_m\}, (m \geq 0) \)
- a finite transition set \( T = \{t_1, t_2, ..., t_n\}, (n \geq 0) \)
- \( pre : P \times T \rightarrow N \) (natural number set) is the backward incidence function:
- \( post : P \times T \rightarrow N \) is the forward incidence function

In the current approach

- \( pre(p, t) = 0 \), if there is not an arc from \( p \) to \( t \)
- \( pre(p, t) = 1 \), if there is an arc from \( p \) to \( t \)
- \( post(p, t) = 0 \), if there is not an arc from \( t \) to \( p \)
- \( post(p, t) = 1 \), if there is an arc from \( t \) to \( p \)

\( N = (P, T, pre, post) \) describes the structure without marking.

\( PN = (N, M_0) \) is the structure with a marking \( M \) where \( M : P \rightarrow N \) is the marking specifying the number of tokens of each place. The marking \( M = [M(p_1), M(p_2), ..., M(p_m)]^T \) describes the PN state.

The lack of the PN capability to handle the time is removed in the models Time Petri Nets (TPNs). The TPNs are suited for modeling the time-dependent systems with timing constraints [3] A timed Petri net can be defined with delayed transitions, or delayed tokens [4],[5]. The current approach uses the timed transitions. A TPN is a PN with each transition \( t_i \) delayed by an assigned delay \( d_i \) from a set of non-negative integers \( D = \{d_1, d_2, ..., d_m\} \). That means, each transition \( t_i \) is delayed with \( d_i \) time units from the moment of time when it becomes enabled.

The definition of TPN is:

\[ TPN = (P, T, pre, post, D, M) \]  

where \( P, T, pre, post \) and \( M \) have the previous meanings. \( D : T \rightarrow N \) is a mapping that assigns to each transition a delay.

An Enhanced Time Petri Net (ETPN) is a TPN endowed with an input place set \( Inp \) and an output place set \( Out \) [5]. In ETPN only the transitions with single input places can be delayed. The input places (Inp) are loaded with tokens by the plant. The ETPN injects tokens in the output places (Out) and these tokens are extracted immediately by the plant.

All these kinds of Petri nets have a single type of tokens.

B. High Level Petri Nets

Unlike the above defined Petri nets, the high level Petri nets have distinct tokens. The current approach is based on a particular case of high level Petri nets. There are some kinds of Petri Nets endowed with fuzzy features. A relevant review of fuzzy Petri nets and industrial applications can be found in [8].

A FLETPN is an ETPN extended with fuzzy logic rules that is capable of processing fuzzy information. Each place has a distinct token and its capacity is equal to one. Each place of the ETPN is assigned a variable and each transition has assigned a fuzzy logic rule set, but one fuzzy logic rule set could be assigned to more than one transition. A token injected into a place expresses the membership degrees of the (assigned) variable to the fuzzy sets. Figure 1 shows a FLETPN that has a transition with two input places and two output places. Each place \( p_i \) has assigned a variable \( x_i \).

The definition of a FLETPN is:

\[ FLETPN = (P, T, pre, post, D, W, X, EFS, FLRS, \alpha, \beta, M) \]

where \( P, T, pre, post \) and \( D \) have the previous meanings. \( X = \{x_1, x_2, \ldots, x_m\} \) is a set of variables with \( x_i \in \mathbb{R} \) (with \( \mathbb{R} \) a domain in the real number set). \( \alpha \) is a bijective mapping \( \alpha : P \rightarrow X \) that assigns to each place a variable from the set \( X \). EFS is an extended fuzzy set of the fuzzy set \( FS = \{A_1, A_2, \ldots, A_k\} \) \( EFS = FS \cup \Phi \). The statement \( x \in \Phi \) means there is no information about the value of the variable \( x \) at the current moment of time.

The marking \( M(p_i) \) of a place \( p_i \) is the vector of the membership degrees of the assigned variable to the fuzzy set
TABLE I

Fuzzy logic rules FLRS\textsubscript{x}, y in Fig. 4

<table>
<thead>
<tr>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Φ</td>
<td>Φ</td>
<td>PL</td>
<td>PL</td>
<td>PL</td>
</tr>
</tbody>
</table>

Fig. 3. Selection by expressions.

Fig. 4. Selection by FLRS.

FS. Any distinct token of the form
\[
\mu = < \mu_1, \mu_2, \cdots, \mu_k > \tag{5}
\]
inserted into a place \( p_i \) expresses the membership degree of the variable \( x_i \) to the fuzzy set \( FS \). In the current case, a place corresponds to a set of statements and the information is available only when a token \( \mu \) is contained.

Each input arc of a transition is endowed with a weighting coefficient: \( W : P \times T \rightarrow R \) (with \( R \) a domain in the real number set), \( W(p_i, t_j) = w_{ij} \in R \).

**FLRS** is a set of fuzzy rule sets, \( \beta \) is a mapping that assigns to each transition a fuzzy logic rule set \( \beta : T \rightarrow FLRS \). The fuzzy logic rules considered here have the form:

\[
IF \ x_1 \ is A_1 \ \land \ x_2 \ is A_2 \ \land \ \cdots \ \land \ x_k \ is A_k \ \THEN \ x_1' \ is A_1' \ \land \ x_2' \ is A_2' \ \land \ \cdots \ \land \ x_k' \ is A_k' \tag{6}
\]

with \( x_1', x_2', \cdots, x_k' \) belonging to the same set \( X \) and representing the consequences of the inference rules.

An example is \( FS = \{ NL, NM, ZR, PM, PL \} \) where the elements mean negative large, negative medium, zero, positive medium and positive large respectively. For simplicity reasons, the membership functions used for fuzzification and defuzzification are those presented in Figure 2. For practical reasons the values of the variables \( x_i \) in \( X \) were bounded to the real number set \([-1,1]\).

An example of rule using FS is:

\[
IF \ x_1 \ is ZR \ \land \ x_2 \ is NM \ \THEN \ x_3 \ is PM \ \land \ x_4 \ is PL \tag{7}
\]

In an earlier release of FLETPN model (see [9]) the selection of alternatives was implemented based on logical expressions assigned to transitions. For example, the selection to continue the execution with transitions \( t_1 \) or \( t_2 \) included in the partial FLETPN model represented in Figure 3 was chosen using the expressions \( expr_3 \) and \( expr_4 \). In the current release the logical expressions were removed and the selection is performed by appropriately conceiving the \( FLRS_{x,y} \), as shown in Figure 4 and in Table I.

Supposing that all the rules have the same two inputs and two outputs (i. e. consequences) the fuzzy logic rule set can be described in a table such as Table II. There are represented the following rules:

\[
IF \ x_1 \ is NL \ \land \ x_2 \ is NL \ \THEN \ x_3 \ is NL \tag{8}
\]

\[
IF \ x_1 \ is PL \ \land \ x_2 \ is PL \ \THEN \ x_3 \ is PM \tag{9}
\]

The consequence of rule (7) injects a token into the place \( p_3 \) and another one into the place \( p_4 \). The consequence of rule (8) means that if only this rule is activated, the execution of the transition leads to a token in the place \( p_3 \) and no token in the place \( p_4 \). Unlike rule (8), rule (9) leads to a token in the place \( p_4 \) and no token in the place \( p_3 \). This manner allows the selection to continue the execution from the place \( p_3 \), the place \( p_4 \) or from the both of them.

An input \( x_i \) can belong to the fuzzy set \( A_j \) with a membership degree \( \mu_j(x_i) \). For the given example, if the variable \( x_i \) is assigned to a place \( p_j \) a token injected into this place can be \( < \mu_{NL}, \mu_{NM}, \mu_{ZR}, \mu_{PM}, \mu_{PL} > \) and it describes the membership degree of the variable \( x_i \) to the fuzzy set \( FS \). All the rules included into a fuzzy rule set have the same inputs and outputs. The dimension (cardinal) of a fuzzy rule set of a transition \( t_i \) is \( |FS| \) where \( |FS| \) is the cardinal of the fuzzy set and \( l \) the number of the input places of the current transition.

The fuzzy rule set provides an output vector of the dimension equal to the cardinal of the transition output place set. The elements of this output vector are fuzzy sets.

The execution of an enabled transition \( t_j \) involves:

- the extracting of the tokens from the transition input places (denoted by \( o_{i} \));

<table>
<thead>
<tr>
<th>( x_1 \times x_2 )</th>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>( NL, \phi )</td>
<td>( NL, \phi )</td>
<td>NL,PL</td>
<td>ZR,PL</td>
<td>PL,PL</td>
</tr>
<tr>
<td>NM</td>
<td>( NM, \Phi )</td>
<td>( PL, \Phi )</td>
<td>PL,PL</td>
<td>PL,PL</td>
<td>NL,PL</td>
</tr>
<tr>
<td>ZR</td>
<td>PM,PL</td>
<td>PM,PL</td>
<td>ZR,PL</td>
<td>NL,PL</td>
<td>PM,PL</td>
</tr>
<tr>
<td>PM</td>
<td>ZR,PL</td>
<td>PL,PL</td>
<td>NL,PL</td>
<td>( \phi, NM )</td>
<td>( \phi, PL )</td>
</tr>
<tr>
<td>PL</td>
<td>NL,PL</td>
<td>ZR,PL</td>
<td>ZR,PL</td>
<td>( \phi, PM )</td>
<td>( \phi, PM )</td>
</tr>
</tbody>
</table>
• the defuzzification of all input variables \( x_i \);
• the multiplication of the variables with the corresponding weighting coefficients \( x'_i = w_{ij} x_i \);
• the fuzzification of the variables \( x'_i \);
• the use of the FLRS with \( x'_i \) as inputs;
• the normalization operation that reduces the previous consequences to a single one and leads to injection of a single token into the output places;
• the injecting of the resulted tokens into the transition output places (denoted by \( t'_o \)) when the delay elapses.

Due to the fact that a variable number of rules can be involved (activated) for a transition execution, this could inject a variable number of tokens into the output places. To avoid this, a normalization operation is required. Let \( r_l, l = 1, \cdots \) be the rules that are activated. The strength \( s_l \) of a rule is calculated with \( s_l = \mu_1 \cdots \mu_k \) where \( \mu_i \) is the membership of the input variable. Let \( z_l \) be the crude value provided as a consequence by the rule \( r_l \). The value of the transition output variable \( x' \) is:

\[
x' = \sum_{l} z_l \cdot s_l \sum_{l} s_l
\]

The regular fuzzification of the variable \( x \) provides the token that is injected into the output place. As a consequence, the execution of every transition leads to a single token or no token in each output place. The result of the normalization operation leads to a token that fulfills the relation:

\[
\sum_{l} \mu_i = 1
\]

A FLETPN can model the synchronous and asynchronous reaction to a signal belonging to a continuous domain. The handling of the discrete events can be implemented by constraining the membership degree. For example, if a variable \( x_i \) assigned to a place \( p_i \) is of the discrete event type, the variable belongs (by convention) to PL set. That means all the tokens injected into the place \( p_i \) have the form \( < 0, 0, 0, 0, 0, 1 > \).

A discrete event variable is a particular case of a continuous variable. All the discrete event variables belong to the same set (could be a fuzzy set) with a membership degree \( \mu = 1 \). A transition could have input places corresponding to discrete event variables and places corresponding to continuous variables. The assigned fuzzy rule set has to be constructed according to this structure.

In conclusion, a FLETPN model can mix the continuous type tokens with the discrete event type tokens, but every place can contain only one type tokens. Using Petri nets with tokens integratings higher complex information simplifies the program structure, while the program functionality is moved to the associated FLRSs. A program with a simpler structure is easier to be synthesized and to be tested for fulfilling the real-time features. The FLRSs have to be found such that the program fulfills the functional requirements.

The FLETPN model should be free of conflicts. If conflicts exist in the ETPN model, the executor grants the execution to the transitions with shorter delays, and if multiple transitions with the same delays are simultaneously enabled, the transitions with lower indexes are chosen for fire. Even if an ETPN model has conflicts, these can be removed by the appropriate conceiving of the FLRSs using the method shown in Figure 4 and Table I.

According to [8] the reasoning process by using fuzzy PN can be implemented by algorithms involving reachability trees, algebra forms and high level PNs. The current approach concerns the modeling of dynamic control systems implemented by reactive programs. The TPNs describe the program structures, while the FLRSs implement their functionalities.

C. FLRS construction

For practical reasons it is convenient to have transitions with maximum two input places. In this case all the fuzzy logic rules have maximum two premises. If there are requirements to have transitions with more than two input places, each of them can be replaced by two transitions as shown in Figure 5. Consequently, all the FLRSs have maximum two premises, but the number of consequences of a rule is not limited.

Supposing that the control system synthesizer constructed the FLETPN, a remained relevant task for the current method consists of the construction of the fuzzy logic rule sets that are assigned to transitions. The proposed method uses the Genetic Algorithm (GA) to search a FLRS that is capable to control the given plant with a specified competence. The control system fulfills the competence requirements if the assessment of the system behavior exceeds a specified threshold. The control system synthesizer has to provide the set of relevant tests used for system evaluation.

The genome is composed of genes coding (by non-negative integers) the consequences of the all FLRSs and genes coding (by real numbers) the weighting coefficients. Table III shows
TABLE III
Example of a genotype.

<table>
<thead>
<tr>
<th>c1.1</th>
<th>c1.2</th>
<th>...</th>
<th>c4.5</th>
<th>c5.5</th>
<th>w11</th>
<th>w21</th>
</tr>
</thead>
<tbody>
<tr>
<td>000010</td>
<td>001100</td>
<td>...</td>
<td>100100</td>
<td>001100</td>
<td>2.35</td>
<td>−3, 28</td>
</tr>
</tbody>
</table>

Fig. 6. Example of CPS component diagram.

an example of a genotype for the FLETPN presented in Figure 1. The notations $c_{i,j}(i = 1, \ldots, 5; j = 1, \ldots, 5)$ represent the pairs of consequences included in a table (e.g. Table II) considered as matrix.

Two kinds of mutation operators were used: one acting on the integer number part and another on the real number part. The synthesizer has to provide the domains of the parameters $w_{ij}$. The crossover operator splits the genotypes in one point. The selections are performed using the classical performance functions taking into account the plant set points and the constraints.

III. CPS COMPONENT DIAGRAM

The design of a control system is based on a set of components that contain discrete event, discrete time or hybrid models. They are included into a component diagram. The models of the current approach are FLETPN.

Fig. 6 shows an example of a CPS component diagram. The two components Comp.1 and Comp.2 are connected through the ports represented on the frontiers. The component ports on the frontiers contain transitions and places. The transitions on the frontier describe outgoing actions (send tokens), and the places receive the tokens.

All the components have input and output ports implementing interfaces. In the given example the component Comp. 1 has the interfaces $Out = \{t_{11}\}$ and $Inp = \{p_{11}\}$. In a well designed component diagram the transitions of a set $Out$ have input places only from the places included in the FLETPN model of the current component, and the places of a set $Inp$ have output transitions only from the current component.

Each component has its own thread of execution. An interface $Inp$ is implemented by an input port and an interface $Out$ by an output port. When a transition of the set $Out$ is executed, the component (output port) sends the corresponding tokens to the components that have in their input interfaces places of the current transition output set via linked component ports. This is denoted by $send(t_{i}^{o}, X_{i, out})$ where $X_{i, out}$ corresponds to the tokens (i.e. the variable values of the marking) that have to be sent and included in the transition output places. The destination component executes $receive(Inp, X_i)$ and updates its marking.

The component thread is executed cyclically or when an external event is signaled. The thread is awoke by the input port when a new token arrives or when the clock tic occurs. If the signaled event is tic, the delays of the activated transitions are decreased. If the signaled event is new token, the cycle of the thread starts with updating the information of its input place set. The FLETPN marking is updated with the newly received information.

Complex applications can be conceived including components in other components. The links between a component and its included components implement the same protocol outgoing port-incoming port based on the transition-place connection. The proposed models partition the program structure and functionality at the component level in a compact manner.

IV. FLETPN EXECUTOR

The executor algorithm of FLETPN is executed with the period of 1 time unit (t.u.) or when an external event is signaled loading an input place with a token. The algorithm updates the places of the input set and determines the transitions that are enabled taking into account the markings of the transition’s input place set. If a transition is chosen to be executed, the tokens from its input place set are removed and injected into a temporal marking vector $M$. A time counter $Delay[t_i]$ is loaded with the transition assigned delay if it has any or zero. If the time counter is zero or it reaches the value 0 (after decreasing), the execution of the transition is finished. If a transition belongs to the output set $Out$, its execution is signaled to the linked output place and the corresponding token is loaded.

The counters of all the started transitions are decreased after each sample period.

FLETPN executor algorithm:

Input: $Pre, Post, X, M_0, P, T, D, FLRS$, Out, Inp;
Initialization: $M = M_0, execList = empty$;

* reorder the transition set $T$ according to their delays;

repeat

wait(event);
if event is tic then
  * decrease the Delays of the transitions in execList;
else
  receive(Inp, X_i);
  * update M;
end if;

repeat

for all $t_i \in T$ do
  if all $p \in o_{t_i}, M(p) \neq \Phi$ then
    * move the tokens of $o_{t_i}$ from M to $M_i$;
    * add $t_i$ to execList;
    $Delay[t_i] = d_i$;
  end if;
end for;

for all $t_i$ in execList do
  if $Delay[t_i]$ is 0 then
    * remove $t_i$ from execList;
    * calculate and inject the tokens in M for all $t_i^o$;
end for;

end repeat;
A. Energy microgrid specifications

The plant represented in Fig. 7 concerns an energy microgrid composed of a solar cell, a wind turbine, a battery and two loads. The plant has to be controlled according to the specification. The control system has to maintain the voltage \( u_{g} \) of the main bus between \( u_{m} \) and \( u_{M} \). The turbine and solar generators asynchronously inject energy into the system. The consumers asynchronously demand the use of the energy as well. When the produced energy exceeds the demands, the surplus has to be discharged on the battery. If the level of the generated energy is lower than the demand, the battery should be used to increase the voltage to guarantee that the bus voltage level remains between the specified limits. The control system is composed of load controller (L-Controller), turbine controller (T-Controller), solar cell controller (S-Controller) and battery controller (B-Controller) as can be seen in Fig. 8.

The following notations are used:

- \( u_{t} \) the turbine output voltage
- \( u_{w} \) the wind force applied to the turbine
- \( u_{n} \) the main bus nominal voltage
- \( u_{g} \) the voltage of the grid main bus
- \( u_{s} \) the solar cell output voltage
- \( u_{lu} \) the luminosity on the solar cell

\( \text{on}_{s}/\text{off}_{s} \) control signal to connect or disconnect the solar cell
\( \text{on}_{t}/\text{off}_{t} \) control signal to connect or disconnect the turbine
\( d_{s} \) control signal to connect the battery to increase the voltage
\( c_{s} \) control signal to connect the battery to charge it
\( u_{b} \) the battery level
\( \text{on}_{l1} \) control signal to connect the first load
\( \text{on}_{l2} \) control signal to connect the second load

The control system requirements are:

\[
\text{repeat} \\
\quad u_{g} = \text{read}(u_{bus}); \\
\quad \text{if } (u_{g} \geq u_{M}) \text{ then } \\
\quad \quad \ast \text{ connect the battery to discharge energy}; \\
\quad \text{end if}; \\
\quad \text{if } (u_{g} \leq u_{m}) \text{ then } \\
\quad \quad u_{b} = \text{read}(u_{battery}); \\
\quad \quad \text{if } u_{b} > u_{\text{min}} \text{ then } \\
\quad \quad \quad \ast \text{ connect the battery to increase the voltage}; \\
\quad \text{end if}; \\
\quad \text{end if}; \\
\quad \text{if } (u_{m} \leq u_{g} \leq u_{M}) \text{ then } \\
\quad \quad \ast \text{ disconnect the battery}; \\
\quad \text{end if}; \\
\quad u_{t} = \text{read}(u_{w}); \\
\quad \text{if } (u_{t} < u_{n}) \text{ then } \\
\quad \quad \ast \text{stop(turbine)}; \\
\quad \text{else } \\
\quad \quad \ast \text{start(turbine)}; \\
\quad \text{end if}; \\
\quad u_{s} = \text{read}(u_{lu}); \\
\quad \text{if } (u_{s} < u_{n}) \text{ then } \\
\quad \quad \ast \text{stop(solarCell)}; \\
\quad \text{else } \\
\quad \quad \ast \text{start(solarCell)}; \\
\quad \text{end if}; \\
\quad \text{wait(1 t.u.)}; \\
\quad u_{g} = \text{read}(u_{bus}); \\
\quad \text{if } (u_{g} < u_{m}) \text{ then } \\
\quad \quad \ast \text{stop(load 2)}; \\
\quad \text{else } \\
\quad \quad \ast \text{allow(load 2)}; \\
\quad \text{end if}; \\
\quad \text{wait(1 t.u.)}; \\
\quad u_{g} = \text{read}(u_{bus}); \\
\quad \text{if } (u_{g} < u_{m}) \text{ then } \\
\quad \quad \ast \text{stop(load 1)}; \\
\quad \text{else } \\
\quad \quad \ast \text{allow(load 1)}; \\
\quad \text{end if}; \\
\quad \text{wait(1 t.u.)}; \\
\text{until } (\text{the time horizon});
\]

V. EXAMPLES OF APPLICATION
B. Plant model

The loads are considered pure resistances. The photo voltaic solar cells produce energy proportionally with the environment luminosity. The most complex is the wind turbine model.

The discretization (by approximation) of the wind turbine model constructed of differential equations [14] leads to:

\[
X_1(k+1) = A_1 \cdot X_1(k) + B_1 \cdot u_t(k) \quad (12)
\]

\[
Y_1(k+1) = C_1 \cdot X_1(k) \quad (13)
\]

\[
U(k) = u_w(k) \cdot \cos(Y_1(k)) \quad (14)
\]

\[
X_2(k+1) = A_2 \cdot X_2(k) + B_2 \cdot U(k) \quad (15)
\]

\[
u_t(k+1) = C_2 \cdot X_2(k) \quad (16)
\]

The notations are:

- \( X_1 \) and \( X_2 \) are 3 dimensional state vectors,
- \( Y_1 \) is a mono dimensional output vector,
- \( u_t \) is the input control signal used for the positioning of the turbine,
- \( U \) is a combination of the output \( Y_1 \) and the wind force \( u_w \).
- \( u_t \) is the turbine output voltage.

The corresponding matrix are:

\[
A_1 = \begin{pmatrix}
0.050558 & 2.6079e-10 & 5.9355e-05 \\
0.029825 & 1 & 0.77505 \\
0.034992 & -4.1333e-06 & 0.58666
\end{pmatrix}
\]

\[
B_1 = \begin{pmatrix}
0.052746 \\
0.020924 \\
0.004953
\end{pmatrix}
\]

\[
C_1 = \begin{pmatrix}
0 & 1 & 0
\end{pmatrix}
\]

\[
A_2 = \begin{pmatrix}
0.0021802 & -5.8872e-08 & 0.0062 \\
0.029825 & 1 & 0.77505 \\
0.034992 & -4.1333e-06 & 0.58666
\end{pmatrix}
\]

\[
B_2 = \begin{pmatrix}
0.0019624 \\
0.010389 \\
0.18356
\end{pmatrix}
\]

\[
C_2 = \begin{pmatrix}
300 & 0 & 0
\end{pmatrix}
\]

The discretization of the continuous model of the wind turbine was performed for the aim of reducing the calculus volume involved by the GA.

C. Control system architecture

The control system can be conceived as:

- independent controllers
- coordinated controllers or
- cooperative controllers.

Figure 8 shows the proposed Control component diagram for the control system. The component T-Controller solves the control problem related to the turbine, the component S-Controller concerns the solar cell and the component B-Controller connects or disconnects the battery. The L-Controller has the role to receive the user demands to connect load 1 and load 2. The L-Controller decides to perform these actions taking into account the current energy produced and accumulated. The L-Controller can work independently, to coordinate the other controllers, or to cooperate with them according to the specifications.

D. Wind turbine control component

Figure 9 shows the FLETPN model synthesized for the turbine control. The zero delays of the transitions are not represented on the FLETPN for simplicity reason. The coefficients of the FLETPN are given in Table IV. Some transitions have associated FLRSs as they are mentioned in Tables V, VI, VII, VIII and IX. Other transitions perform simple transformations or store operations.

The T-Controller achieves a kind of fuzzy logic PID (Proportional Integrative Derivative) control function. The place \( p_0 \) is loaded with a token corresponding to \( u_n \) (nominal voltage, i.e. set point) and the place \( p_1 \) with a token corresponding to \( u_t \) (turbine output voltage; when it works, it is equally to the main bus voltage). The transition \( t_0 \) calculates (using the FLRS assigned to the current transition) the error \( e(k) = u_w(k) - u_t(k) \). The resulted tokens are injected into the places
TABLE V
Fuzzy logic rules of transition t₄ in Fig. 9

<table>
<thead>
<tr>
<th>xᵦ</th>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>NL.PM</td>
<td>NM.PM</td>
<td>ZR.PM</td>
<td>PM.NM</td>
<td>PL.NM</td>
</tr>
<tr>
<td>NM</td>
<td>NL.NM</td>
<td>NM.NM</td>
<td>ZR.NM</td>
<td>PM.PL</td>
<td>PL.PL</td>
</tr>
<tr>
<td>ZR</td>
<td>NL.ZR</td>
<td>NM.ZR</td>
<td>ZR.ZR</td>
<td>PM.ZR</td>
<td>PL.ZR</td>
</tr>
<tr>
<td>PM</td>
<td>ZR.NM</td>
<td>NM.NM</td>
<td>ZR.NM</td>
<td>PM.PL</td>
<td>PL.PL</td>
</tr>
<tr>
<td>PL</td>
<td>NL.NL</td>
<td>NL.NM</td>
<td>ZR.NM</td>
<td>NL.NM</td>
<td>ZR.NM</td>
</tr>
</tbody>
</table>

TABLE VI
Fuzzy logic rules of transition t₅ in Fig. 9

<table>
<thead>
<tr>
<th>xᵧ</th>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>PM.ZR</td>
<td>PL.ZR</td>
<td>ZR.PL</td>
<td>ZR.NM</td>
<td>PM.PL</td>
</tr>
<tr>
<td>NM</td>
<td>PL.NL</td>
<td>NM.NM</td>
<td>ZR.PM</td>
<td>PL.NL</td>
<td>ZR.PM</td>
</tr>
<tr>
<td>ZR</td>
<td>NL.ZR</td>
<td>NL.NM</td>
<td>ZR.NM</td>
<td>PL.NL</td>
<td>ZR.NM</td>
</tr>
<tr>
<td>PM</td>
<td>ZR.NM</td>
<td>NL.PM</td>
<td>PM.PL</td>
<td>ZR.PM</td>
<td>PL.PM</td>
</tr>
<tr>
<td>PL</td>
<td>NL.NL</td>
<td>NL.NM</td>
<td>ZR.NL</td>
<td>NL.NM</td>
<td>ZR.NL</td>
</tr>
</tbody>
</table>

TABLE VII
Fuzzy logic rules of transition t₁₀ in Fig. 9

<table>
<thead>
<tr>
<th>x₁₁</th>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>ZR.NL</td>
<td>ZR.NL</td>
<td>ZR.NL</td>
<td>ZR.NL</td>
<td>ZR.NL</td>
</tr>
<tr>
<td>NM</td>
<td>ZR.NM</td>
<td>ZR.NM</td>
<td>ZR.NM</td>
<td>ZR.NM</td>
<td>ZR.NM</td>
</tr>
<tr>
<td>ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
</tr>
<tr>
<td>PM</td>
<td>ZR.PM</td>
<td>ZR.PM</td>
<td>ZR.PM</td>
<td>ZR.PM</td>
<td>ZR.PM</td>
</tr>
<tr>
<td>PL</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
<td>ZR.ZR</td>
</tr>
</tbody>
</table>

TABLE VIII
Fuzzy logic rules of transition t₁₁ in Fig. 9

<table>
<thead>
<tr>
<th>x₁₉</th>
<th>NL</th>
<th>NM</th>
<th>ZR</th>
<th>PM</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
</tr>
<tr>
<td>NM</td>
<td>NL</td>
<td>NM</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
</tr>
<tr>
<td>ZR</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
</tr>
<tr>
<td>PM</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
</tr>
<tr>
<td>PL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
<td>NL</td>
</tr>
</tbody>
</table>

p₂ and p₃. The transition t₁ injects tokens corresponding to the variable e(k-1) into the places p₉ and p₈ after 1 t.u. (time unit) delay. Similar injection performs the transition t₂ for the value e(k-2) into the place p₅. The transition t₃ calculates if the wind turbine can work properly and inject into the output places p₇ the token onₑ. The transition t₄ calculates a function of the type f(wₑ(k), wₑ(k-1)) using the FLRS₄ presented in the Table V. A similar function is performed by the transition t₅ using the FLRS₅ given in Table VI. The place p₁₀ contains the current variation ∆u(k) of the control signal. The transition t₆ calculates the current control signal, using the values wₑ(k) and wₑ(k-1), and injects it into the places p₁₃ and p₁₄. The transition t₇ sends the control signal uₑ to the turbine. The transition t₈ reloads the place p₁₂ with the previous value of the control signal and permits a new execution loading the place p₁₁.

The input place p₁₉ is loaded with the wind force uₑ (speed). If the uₑ is lower than a specified value, the turbine is stopped by injecting a token off₁ into the place p₁₈. This allows the execution of the transition t₉. If the turbine was stopped (p₁₈ has a token) and the wind speed is according to specification, the transition t₁₁ allows the turbine to start injecting a token into the place p₁₁. The FLRS₁₁ assigned to the transition t₁₁ discards the wind speed if the wind turbine can work properly injecting a token into the place p₁₅ or not and as a consequence it injects a token into the place p₁₈. Table IX contains the FLRS₁₁ assigned to transition t₁₁.

E. Load control component

Figure 10 presents the FLETPN model of an independent L-Controller component. This receives in place p₃ as a continuous variable the bus voltage uₛ and transforms it into a fuzzy logic value. The L-Controller receives the user’s demand d₁ to connect load 1 as a discrete input < 0, 0, 0, 0, 1 > or disconnect as the value < 1, 0, 0, 0, 0 >. The controller uses these two pieces of information to accept or not the demand using the FLRS₁ and signals this by the port (transition) t₄ with the values < 0, 0, 0, 1, 0 > or < 1, 0, 0, 0, 0 >. The information is passed further to the place p₄. The transition t₂ takes the user demand d₃ to connect or not load 2, calculates the controller behavior using the FLRS₂ and signals this by the transition t₅.

Figure 11 presents a FLETPN that corresponds to a cooperative L-Controller. It added the information on₃ and on₄ to determine the connection or disconnection of the load 1 and load 2. The L-Controller also sets the reference point uₑ for the T-Controller to a better adjustment of the bus voltage uₛ. Unlike the previous L-controller, the cooperative controller uses the information E(k) denoting the current power (energy)
introduced into the system. $E(k-1)$ stores the power available at the previous clock tick. The input place $p_2$ is injected with a token $on/off_1$ signaling the event that the wind turbine is working or not working respectively. The transition $t_1$ is used to increase or decrease the information about the current power level. Similar function performs the transition $t_2$ for the solar cell using the token $on/off_2$ for that purpose. The demand for connecting load 1 or load 2 is granted according to the current available power and the voltage $u_g$. The transitions $t_5$ and $t_6$ permit or not the connections and modify the power level. The transitions $t_1$, $t_2$, ..., $t_6$ have assigned the necessary FLRSs.

Table X shows FLRSs and FLRSs assigned to transitions $t_5$ and $t_6$.

### VI. Tests and Results

All the tests were performed by simulations using standard Java language. Figure 12 presents the test results for the turbine generator. The weighting coefficients $w_i$, $i = 1, 2, \cdots, 6$ and the FLRSs are calculated using a genetic algorithm. The function assesses the response to perturbations as shown in Figure 12. The searching process was stopped when a competent solution was obtained, that is the control performances exceed the specified values. The FLRSs obtained by GA are given in Table V, Table VI, ... and Table IX.

Adding the empty set $\Phi$ to the fuzzy logic set permits the deterministic selection of the execution on the different paths as can be seen in the FLETPN presented in Figure 9. The conflict between the transitions $t_8$ and $t_9$ was solved by the rule execute the earliest possible transition. The conflict between the transitions $t_9$ and $t_{10}$ is solved by transition $t_{11}$ injecting tokens into the places $p_{15}$ or $p_{18}$ according to the token introduced into the input place $p_{19}$.

In Figure 11 the conflict between the transitions $t_3$ and $t_4$ is solved by the rule execute the transition with the lowest index. The conflict between $t_5$ and $t_6$ is solved by the previous selection.

### VII. Conclusions

The proposed method can be easily used to conceive the hybrid control system for different kinds of hybrid plants. It needs the use of knowledge from the same field combining the Petri nets capabilities to implement the discrete event systems.
requirements with fuzzy logic models suitable for continuous systems.

There are some benefits of the proposed method: Constructing the tokens with the membership degrees of a variable to all the fuzzy set and assigning to any transition an entire fuzzy rule set leads to a smaller Petri net, and this increases the capability of the model to be used in more complex applications.

The FLETPN models are capable to include the discrete event part and discrete time part. The distinct tokens injected into the corresponding discrete event type places and continuous type places make possible to comprise in the same model the discrete event and discrete time behavior. The FLETPN models can describe the concurrent, synchronous and asynchronous behavior. The reactions to asynchronous events are taken into account when the event occur. These models can easily be implemented, and if a TPN executor is used, the need of a real-time operating system can be avoided.

The structure of the model can be verified using the TPN analyses methods. The proposed method can be used for the verification of the discrete event behavior.

The verification (i.e. the performance evaluation) of the continuous side behavior can be performed by simulation. The weighting coefficients added to input arcs increase the continuous control capabilities enhancing the fuzzy logic rules with the possibility to amplify the relative significance of some variables.
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Abstract—Decentralized Critical infrastructure management systems will play a key role in reducing costs and improving the quality of service of industrial processes, such as electricity production. The recent malwares (e.g. Stuxnet) revealed several vulnerabilities in today’s Distributed Control Systems (DCS), but most importantly they highlighted the lack of an efficient scientific approach to conduct experiments that measure the impact of cyber threats on both the physical and the cyber parts of Networked Critical Infrastructures (NCIs). The study of those complex systems, either physical or cyber, could be carried out by experimenting with real systems, software simulators or emulators. Experimentation with production systems suffers from the inability to control the experiment environment. On the other hand the development of a dedicated experimentation infrastructure with real components is often economically prohibitive and disruptive experiments on top of it could be a risk to safety. In this paper, we focus on the implementation of a Cyber-Physical (CP) testbed which includes physical equipment. We illustrate and the cyber security issues on the communication channel between the Critical Infrastructures(CIs), such as a power grid, a nuclear plant and the energy market. We simulate the power grid network (including nuclear plant), but we emulate the Information and Communications Technology (ICT) part which is the focus of our work. Within this context we assume that we are able to implement scenarios, which produce consequences on the normal operation of the power power grid and the financial area.

Index Terms—Networked Industrial Control Systems; Cyber security; Cyber physical system; power grid; power market; Nuclear plant;

I. INTRODUCTION

EUROPEAN security, both physical and economic, rests upon a foundation of highly interdependent critical infrastructures. A critical infrastructure [1] refers to an asset, system or part thereof located in Member States that is essential for the maintenance of vital societal functions, such as health, safety, security, economic or social well-being of people. The disruption or destruction of such infrastructures would have a significant impact on a Member State as a result of the failure to maintain these functions. The damage to a critical infrastructure, its destruction or disruption by natural disasters, terrorism, criminal activity or malicious behaviour, may have a significant negative impact on the security of the EU and the well-being of its citizens [2].

Given the lack of practical experience with massive infrastructure failures, modeling a multi-CI testbed is highly crucial. Interdependencies between CIs are similarly highlighted in numerous technical publications [3][4][9][20]. The underlying technical theme is that modeling and designing of critical infrastructures must take a holistic, systemic perspective and incorporate interdependencies. In this paper, we examine the complexity of the infrastructure interdependency and highlight the relevant cyber security impact.

In the past, CIs were isolated environments and used proprietary hardware and protocols, thus limiting the threats that could affect them. Nowadays, CIs or more accurately Distributed Control Systems (DCS) are exposed to significant cyber-threats; a fact that has been highlighted by many studies on the security of Supervisory Control And Data Acquisition (SCADA) systems [5], [6], [7].

In this paper, we explore the complexity of the infrastructure interdependency security issues and we design a testbed (Fig. 1), which combines:

- simulated physical infrastructures (e.g. power grid and nuclear plant),
- simulated power stock market,
- emulated ICT controlling infrastructure, and
- real physical equipments, i.e. Programmable Logical Controllers (PLCs).

Based on this implementation, the Network & Information Security Laboratory (NIS Lab) created a cyber-physical system/prototype in order to underline and motivate the need for modeling multiple interconnected critical infrastructures, since the behavior of an interconnected one can be propagated. We discuss the implementation of the testbed and illustrate a possible attack scenario, which shows that network anomalies can produce financial and power disturbances.

The paper is structured as follows. Our study is presented in the context of other related approaches in Section II. In section III we show in detail our experimentation infrastructure and its elements. The experimental scenarios and setup are presented in Section IV. Conclusions are presented in Section V.

II. RELATED WORK

Recent events such as Stuxnet [8], Duqu [9] and Flame [10], caused the scientific community to address cyber security concerns regarding CP systems. In this section we provide a brief presentation of the most relevant approaches addressing
The resilience of cyber physical systems, which take into consideration both the communication infrastructure and the control of physical processes.

Nai Fovino et al. [18] proposed an experimental platform to study the effects of cyber attacks against NICS. In their paper the authors described several attack scenarios, including DoS attacks and worm infections that send Modbus packets to control hardware. Although the authors provided a wide range of countermeasures, they did not however identify communication parameters that affect the outcome of the attacks. They took into consideration the skills and efforts required by the attacker, as was the case of Stuxnet, where developers also had knowledge of the PLC code, OS and hardware details.

An approach where a cyber physical system is tested for cyber events, has been proposed by Hahn et al. [12]. They offer a high level overview of testbed functionality, including its control, communication, and physical components along with a mapping of components to research requirements. Additionally, Yardley et al. [13] propose that complex cyber-physical systems like the ones found in the smart grid require a combination of methodology, quantification, and testbed environments to drive tool creation to assist in the evaluation of the systems under test. They present an approach to security testing methodology and illustrate the use of testbeds in developing tools for cutting-edge systems. Both papers highlight the issue but they do not integrate additional infrastructures in order to show the interdependency issues.

Finally, a similar experiment has also been documented by Davis, et al. [14] that used the PowerWorld server to study the effects of communication delays between the physical process and human operators.

III. EXPERIMENTATION FRAMEWORK OVERVIEW

The experimentation framework developed in our previous work [16] follows a hybrid approach, where the Emulab-based testbed recreates the control and process network of NICS, including Programmable Logical Controllers (PLCs) and SCADA servers, and a software simulation reproduces the physical processes. The main two elements of our laboratory are:

- an experimental platform for resilience, security and stability research, called Experimental Platform for Internet Contingencies (EPIC) [11], which supports the security assessment of cyber-physical systems. The EPIC test-bed can efficiently recreate realistic network topologies and conditions (e.g. delay and loss characteristics of Wide Area Network - WAN links) of the Internet infrastructure.
- a physical system simulator, called the Assessment platform for Multiple Interdependent Critical Infrastructures (AMICI)[16], which can simulate in real time critical physical infrastructures, e.g. a power grid, and can interact with the emulated network test-bed.

The architecture of EPIC suggests the use of an emulation testbed based on the Emulab software [11] in order to recreate the cyber part of NCLs, e.g., servers and corporate network, and the use of software simulation (AMICI) for the physical components, e.g., power grid and nuclear plant.

A. The controlling ICT network

The cyber layer is recreated by an emulation testbed that uses the Emulab architecture and software [17] to automatically and dynamically map physical components (e.g. servers, switches) to a virtual topology. In other words, the Emulab software configures the physical topology in a way that it emulates the virtual topology as transparently as possible. This way we gain significant advantages in terms of repeatability, scalability and controllability of our experiments.

Besides the process network, the cyber layer also includes the control logic code, that in the real world is implemented by PLCs. The control code can be run sequentially or in parallel to the physical model. In the sequential case, a tightly coupled code (TCC) is used, i.e. code that is running in the same memory space with the model, within the SC unit. In the parallel case, a loosely coupled code (LCC) is used, i.e. code that is running in another address space, possibly on another host, within the R-PLC unit (Remote PLC). The cyber-physical layer incorporates the PLC memory, seen as a set of registers typical to PLCs, and the communication interfaces that glue together the other two layers.

In Fig. 2, we illustrate the emulated cyber-part of our experimental setup. Each simulation of the physical processes runs at a different host. Moreover, in conjunction with Fig. 1 (i) the simulation of the main power grid is running on the lower right part of the network, (ii) the PLC is connected on the upper right, (iii) the power market on the upper left, and (iv) the nuclear plant on the left lower part. All these simulated infrastructures communicate though the ICT network.
B. Description of Nuclear Plant

In this section we present our simplified Pressurized Water Reactor (PWR). PWRs constitute the most established and diffuse types of operational Nuclear Power Plants (NPPs), so they have been included in this study to represent the nuclear topology of the generating capacity of the power grid [25].

The proposed reactor model serves as an example to illustrate the concept behind the framework of analysis of cyber-attacks on ICT communicating infrastructure of a power grid including nuclear power plants: it is admittedly simplified in its technical features and strong assumptions are made to keep the focus on the methodological framework.

In a PWR, the energy generated by the fission of atoms heats water, which is pumped under high pressure from the primary circuit to the reactor core. The heated water then flows through a heat exchanger, where it transfers its thermal energy to a secondary circuit, where steam is generated and flows to turbines, which in turn spin an electric generator [26]. The model presented here concentrates on the primary circuit. In the reactor, water, which acts as the moderator and the coolant, passes through the core with upward flow and removes the heat, which the fuel contained in the fuel bars has generated through fission (Fig. 3).

Water enters the bottom of the reactor core at about 275 °C ($T_{IN}$) is heated and flows upwards through the reactor core at a temperature of about 315 °C ($T_{OUT}$). Despite the high temperature, water remains liquid due to the high pressure in the primary coolant loop, usually around 155 bar.

Within the hypothesis of a thermal power $P_{TH}$ uniformly distributed along the core, the dynamics of the reactor can be modeled considering the variation of the power generated by the fuel and the power absorbed by the moderator [26]:

$$M_F C_F \frac{dT_F}{dt} = P_{TH} - k (T_F - T_M)$$  

where

- $M_F$ and $M_M$ are respectively, the fuel and moderator masses,
- $C_F$ and $C_M$ are the fuel and moderator thermal coefficients,
- $k$ is the global thermal coefficient, which accounts for the thermal exchange between fuel and water,
- $\Gamma$ is the moderator flow and it can vary within the range of 104-105 tonn/h, and
- $T_F$ and $T_M$ are the fuel and the moderator temperatures.

In particular, $T_M$ is computed as the average between the inflow ($T_{IN}$) and the outflow ($T_{OUT}$) temperature of the water.

The equations (1), (2) present energetic balances on fuel and moderator respectively. On the fuel side (first equation), the change in the produced energy is given by a source term $P_{TH}$, the produced thermal power, subtracted by the energy exchanged with the moderator. On the moderator side (second equation), the change in the absorbed energy is given by the difference between the energy exchanged and absorbed by the moderator. The equation (3) represents the assumed tie between the inflow and the outflow temperature of the water.

In the model, the demanded power $P_{TH}$ and the inflow temperature $T_{IN}$ of the moderator are the inputs. When an increase of 1kW of power and of 1 °C is given to the input variables, the step response of the system (Fig. 4) evidences that temperature rises by a factor of $P/(M_F C_F) \approx 0.2$. Since power acts mostly on the fuel temperature, the effects on the moderator temperature are negligible (Fig. 4). It is noteworthy that if the power is considered uniformly distributed inside the core, the thermal exchange between fuel and moderator is slow (Fig. 4).
Fig. 4: Step response of the system. Thermal power $P_{TH}$ and inflow temperature $T_{IN}$ have been given respectively a raise of 1 kW and 1 °C.

C. Power market

Since more than one decade, a political change of mind has led to the liberalization of the power markets. Its goal: the creation of an internal European market that achieves security of supply and competitive prices and services for the customers. In this market, a growing variety of enterprises organizes the production, the trading, the marketing, the transmission and the supply of electricity, respecting appropriate regulation.

Producers compete to sell energy at the best possible price. The suppliers which deliver electricity to the final consumers buy the energy on the wholesale market from the producers or the trading companies. Power markets or spot markets offer trading platforms [21][22][23][24] to allow members to exchange information on values and prices and to submit bids for buying and selling power. Therefore a possible interruption between the communication of the power grid and the power market can lead to financial disturbances and even to market/prices manipulation.

In our testbed we have implemented a spot market, which provides automatically the prices on the requested quantity. If the requested energy quantity is not able to be provided by the lowest price energy producer, then the rest is obtained by the next one. For example, if the requested quantity is 100 KW and the lowest price producer is able to provide only 70 KW, the remaining 30 are going to be obtained by the second lowest one.

D. The power grid model

The IEEE electrical grid models [15] are extensively used by the scientific community since they are known to accurately encapsulate the basic characteristics of real infrastructures. As such, AMICI provides a broad range of grid models to experiment with, including the Western System Coordinating Council’s (WSCC) 3-machine 9-bus system, and the 30-bus, 39-bus and 118-bus test cases, which represent a portion of the American Electric Power System as of early 1960. These constitute realistic models which are well-established within the power systems community and provide a wide range of power system configurations. An example graphical “bus-view” of the IEEE 30-bus power grid test system is given in Fig. 5. The IEEE 30 Bus Test Case represents a portion of the American Electric Power System (in the Midwestern US). Apart from the connecting buses, it consists of 6 generators and 20 load consuming buses. This is the main IEEE power grid we are going to use for our testbed.

E. Integration into AMICI

We have developed a generic approach to integrate a wide range of IEEE electrical grid models into Simulink and to prepare them for real-time simulation. This way AMICI [16] facilitates the timely integration of other models and eliminates manual, error-prone operations, which are mainly due to the large number of vectors and matrices that must be set-up.

The physical processes are implemented into AMICI by creating the Simulink models via the mathematical functions, but from a technical point of view real-time simulation of IEEE grid models in AMICI is enabled through a combination of two Matlab open-source libraries: MatPower [27] and MatDyn [28]. MatPower is an open-source Matlab package for solving power flow and optimal power flow problems. It is a simulation tool that includes several built-in IEEE test systems, which are already prepared for analysis. Since MatPower only provides static analysis of power systems, it needs to be coupled with MatDyn in order to benefit from its support for dynamic analysis, i.e., real-time simulation.
IV. DESCRIPTION OF THE EXPERIMENTAL SETUP

A. Experimental Setup

The following experimental setup was implemented in the Joint Research Centre’s (JRC) EPIC laboratory. The Emulab testbed included nodes with the following configuration: FreeBSD OS 8, Intel Xeon E5606 @2.1GHz and 2GB of RAM.

As shown in Fig. 2 the experimental setup consisted of 2 Routers (Cisco 6503), which have four Gigabit experimental interfaces and one control interface, and 22 hosts:
- one (1) host runs the power grid unit (AMICI model),
- one (1) host runs the nuclear plant (AMICI model),
- two (2) hosts for running the R-PLC units for the interconnection between power grid, nuclear plant and network,
- one (1) host for running the power market unit, and
- the rest of the hosts to produce normal traffic.

The reason to use such a large testbed is to try replicate the attack from various hosts and verify the results. Within the Emulab testbed we emulated packet losses and background traffic (potentially DoS attack) in order to recreate a dynamic and unpredictable environment such as the Internet. For the background traffic we used UDP packets generated with both PathTest and Iperf. We have installed those tools in all the attacker nodes.

Additionally, we adjusted our networks in order to emulate the bandwidth limitations (10Mb/s) not only for the Internet but also for the communication to PLC. The communication between R-PLCs and the power grid model was implemented with a 100Mb/s to provide maximal performances for the interaction between R-PLC units. Finally, we should state that there is a synchronization algorithm between the models execution time and the system clocks ensuring reliable exchange of data.

B. Scenarios

The implemented scenarios are two, the first one affects the nuclear plant and the second one the real PLC, which is connected to the power grid.

1) Attack against a nuclear plant’s PLC: In the implemented scenario the attacker interacts with PLCs by sending legitimate Modbus packets. This scenario assumes an attacker is able to access an internal network by bypassing the security of either the control center or substation networks. By doing so, it is possible to compromise the PLC, produce different values, and hide the fact that the plant produces approximately 30MWh less without having any specific alarm. Since, the additional power is produced by the rest of the power grid, this means that the additional cost is around 793 euros/h, taking into account the average price for 30MW provided by the spot market (section III-C).

In Fig. 6 we see the minimal change of the temperature on the two different stages with normal and compromised PLC.

It should be stated that the graph considers a timeframe of 10 hours: every hour the system registers a different level of energy demand and reacts accordingly. Since power acts mostly on the fuel temperature $T_{\text{fuel}}$, the effects on the moderator temperature $T_{\text{mod}}$ are negligible. When the system experiences a constant increase in the power demand, it reacts accordingly by varying the fuel temperature $T_{\text{fuel2}}$ and the moderator temperature $T_{\text{mod2}}$.

2) Attack against a generator’s PLC: The DDoS attacks were implemented in different bandwidths up to 100Mbit/s, but we minimize our attacks till 20Mbit/s in order to be more realistic. We did not target the attack against a specific equipment because then the attack would be "extremely" successful. We aimed to minimize the network bandwidth between the physical equipment and the power market. Therefore there may be partial loss of communication between those entities.

In this scenario we have a dedicated router connecting the main elements. The router is not reachable through the Internet, but is used to pass communication for other services, such as web services, etc. This means that a DDoS attack cannot be aimed directly at the PLC, but by attacking a specific other service the network bandwidth is going to be limited. When the DDoS attack takes place, additional energy is needed by the consumers of the grid. So following the power market auction procedure, the producers place their bid and the power market decides on who has the best offer. During the scenario the needed load is constant 100MW split over various consumers. Moreover, the real PLC is connected to various simulated generators (each time to a different one) in order to identify any deviations based on the power grid topology.

The parameters we considered for the following experiments are packet losses and background traffic. For packet losses

1PathTest, Free Network Capacity Test tool, 2015
2Iperf: The TCP/UDP Bandwidth Measurement Tool, 2015
we used 3 rates: 0%, 10% and 20%. Finally, for the attack’s background traffic we used: 5Mb/s, 10Mb/s and 20Mb/s. For each configuration setting, representing a combination of packet loss rate and background traffic we executed a separate experiment.

Within this context we measured a maximal success rate of 77% and a minimal success rate of 28%. The results show that even for 15% packet losses and 20 Mb/s the attack success rate is not 100%. More specifically, this means that from 100 attempts, an average of less than 50 will fail to produce some financial gain for the attacker or loss for the consumer. It should not come as a surprise that we measured a higher success rate for a larger loss rate. An explanation for this behavior is that the reduced number of packets does not assist the power market to verify that the offers need confirmation. These results are depicted in Tab. I. The cost is calculated by taking into account the success rate and the average price provided by the spot market for 100 MW.

**TABLE I: Attack success rate and additional cost**

<table>
<thead>
<tr>
<th>DDoS success rate</th>
<th>2.5Mb/s traffic</th>
<th>5Mb/s traffic</th>
<th>10Mb/s traffic</th>
<th>Packet loss (%)</th>
<th>max Cost (euros/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28%</td>
<td>32%</td>
<td>60%</td>
<td>0%</td>
<td>1586.58</td>
<td></td>
</tr>
<tr>
<td>29%</td>
<td>35%</td>
<td>68%</td>
<td>10%</td>
<td>1798.12</td>
<td></td>
</tr>
<tr>
<td>28%</td>
<td>37%</td>
<td>77%</td>
<td>20%</td>
<td>2036.11</td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSIONS AND FURTHER RESEARCH

Cyber-physical systems are engineered systems that are built from, and depend upon, the seamless integration of computational algorithms and physical components. In this paper we present the implementation of a cyber-physical testbed including multiple Critical Infrastructures (CIs):
- two simulated interconnected infrastructures, power grid and nuclear plant,
- a simulated power market for providing the cost for the provided energy,
- a real PLC which is interconnected with a specific bus of the power network,
- an emulated cyber network which interconnects and controls all the aforementioned elements.

To the best of our knowledge, this is the first time that those elements were presented interconnected in a prototype and provides a step forward towards understanding the cyber security vulnerabilities of the current cyber-physical systems. In this paper we have analyzed the effects of network parameters on coordinated attacks and we show that they could be significant.

Based on this implementation, more advanced experiments will be created at the Network & Information Security Laboratory (NIS Lab) in order to show the effect of cyber-attacks against real infrastructure including the actions of real human actors (e.g. human operators) in the cyber-physical testing/simulation process. Moreover, we plan to propose and implement a set of countermeasures to tackle and mitigate the attacks, based on the exchanging signals and their statistical analysis for detecting anomalies [29][30].
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Abstract—In this paper the problem of segmentation of volumetric medical images is considered. The fast and effective segmentation is obtained by applying the proposed approach which combines the idea of supervoxels and the Fuzzy C-Means algorithm. In particular, Fuzzy C-Means is used to cluster supervoxels produced by the fast 3D region growing. Additional acceleration of the method is achieved with the support of graphical processor (GPU). The detailed description of the proposed approach is given. The results of applying the method to volumetric CT and MRI brain images and CT images of various phantoms are presented, analysed and discussed. The issues related to accuracy of the method, memory workload and the running time are also considered.

I. INTRODUCTION

One of the main challenges of recent medical image processing is the development of 3D image segmentation algorithms. These algorithms should be fast, efficient and accurate. Additionally, they should be easy to use and thus diminish the amount of user interaction required to extract the region of interest.

Although the problem of 3D image segmentation have been widely considered and numerous dedicated segmentation approaches have been proposed (e.g. [1], [2], [3]), it is still far from the satisfactory solution. This is caused mainly by the constant increase of the resolution of volumetric images acquired by computed tomography (CT) and magnetic resonance imaging (MRI) scanners. This manifests itself both, by the increase of the spatial resolution of single slices as well as the number of slices included into a scan. This in turn translates into the significant increase of the time and the memory workload required to perform segmentation of volumetric medical data.

Because of these reasons the existing approaches to image segmentation often cannot be directly used in everyday clinical routine. Therefore, recently a lot of effort have been put into the optimization and adaptation of popular segmentation approaches to fast and efficient processing of high resolution 3D medical images. This problem is also considered in this paper where Fuzzy C-Means (FCM) algorithm [4], [5] is adapted to segmentation of three dimensional images of brain. This is obtained by processing so called supervoxels (i.e. blocks of connected voxels of similar intensity) instead of single voxels. In particular, the input image is firstly divided into a number of supervoxels which are next clustered using FCM approach. This kind of processing significantly reduces the memory workload required to perform image segmentation.

It should be also mentioned, that supervoxels used in this paper extend the idea of superpixels, which has been known for few last years. However, the existing approaches to image division into blocks of pixels of similar intensity (e.g. watersheds [6], mean-shift [7], SLIC superpixels [8], Turbopixels [9] or FH superpixels [10]) are mainly dedicated to 2D images and their extension into the third dimension is not explicit or significantly increases time and memory workload and thus reduces benefit obtained due to processing blocks of pixels instead of single pixels. The method incorporated in this paper for creation of supervoxels is simple and straightforward. It is based on the fast and efficient region growing and thus can be directly adapted to three dimensional images [11].

Additionally, the graphical processor (GPU) support is also proposed to diminish the running time of both image division into supervoxels and FCM segmentation. What is more, the proposed approach reduces a user interaction to minimum, since only indication of one point is required to select the region of interest.

The following part of this paper is organised as follows. Firstly, in Section II the proposed approach is described in details. This is followed in Section III by the presentation and discussion of the results provided by the introduced method. These include both: the test performed on the CT and MRI brain scans, as well as the tests performed on various phantoms. Finally, Section IV concludes the paper.
II. THE PROPOSED APPROACH

A. Building supervoxels in the image space

The main idea behind the introduced approach is to use Fuzzy C-Means algorithm to cluster supervoxels produced by the fast region growing [11], [12]. The supervoxels divide an image into blocks of similar intensity. Each of the supervoxels is built starting from a randomly selected seed voxel still not assigned to any region. The growing is performed with regard to the allowable difference in pixel intensities $\Delta I_{\text{MAX}}$ and the maximum size $V_{\text{MAX}}$ limiting the supervoxel size.

Procedure 1

```
Input: I, lb, V_{\text{MAX}}, \Delta I_{\text{MAX}}
Output: L
```

1. $Q_S \leftarrow p$, $Q_C \leftarrow \emptyset$
2. $V_R \leftarrow 0$
3. while $Q_S \neq \emptyset$
   4. $p \leftarrow Q_S$
   5. foreach $q \in N_B(p)$
      6. if $\Delta I < \Delta I_{\text{MAX}}$
         7. $L(q) \leftarrow lb$
         8. $Q_C \leftarrow q$
         9. $V_R = V_R + 1$
      end if
   end foreach
   10. end if
11. if $V_R \geq V_{\text{MAX}}$
12. return
13. end if
14. end while
15. $Q_S \leftarrow Q_C$
16. end

The results of image division into supervoxels are shown in Figure 2, where different colours represent different supervoxels. In particular, Figure 2a presents a sample CT brain slice, while the remaining subfigures show the corresponding slice after CT volume division into supervoxels of the increasing size $V_{\text{MAX}}$. All the results were obtained for the constant allowable difference in voxels intensity $\Delta I_{\text{MAX}}$ equal to 20. Due to the limited number of colours, they repeat for different supervoxels.

B. Fuzzy C-means specific solution

The segmentation of CT or MRI images with Fuzzy C-means (FCM) method [4] allows to assign any voxel with the intensity $v_i$, $i \in [1, N_V]$ to a certain post-segmentation class (region) with the membership degree $u_{ij}$, $j \in [1, N_C]$. The final deterministic assignment selects the class of the highest membership degree (probability) for each voxel $v_i$. FCM segmentation can be understood as an optimisation method minimizing the objective function $G_m$ given in Equation (1).

$$G_m = \sum_{i=1}^{N_V} \sum_{j=1}^{N_C} u_{ij} \| v_i - c_j \|^2,$$  \hspace{1cm} (1)

where $m > 1$, $N_V$ is the image vector size, $N_C$ is the given number of clusters (regions) of different intensities, $u_{ij}$ is the membership degree of the voxel $v_i$ to the region $j$, $c_j$ denotes the intensity of $j$-th cluster centre and $\| \cdot \|$ represents the distance between the voxel $v_i$ and the cluster centre $c_j$. 

Fig. 1. Algorithm creating the label image $L$ of three dimensional regions from the input intensity image $I$. $L(p)$ - the label assigned to the voxel $p \in (0, S)$, $lb$ - the currently used label number. 

The algorithm of image division into supervoxels shown in Figure 1 initially shuffles the voxel linear indices $p_i$ - the label assigned to the voxel $p \in (0, S)$, $lb$ - the currently used label number. 

It uses the queue $Q_S$ of the next seed pixels and the queue $Q_C$ of seed candidates $Q_C$. The queue $Q_S$ is initially loaded with the primary seed pixel $p$, selected as shown in Figure 1.

For each pixel from $Q_S$ the queue $Q_C$ is created from its nearest 6 neighbours, assuming that their intensities fit in the range $I(p) \pm \Delta I$. Labelling the $Q_C$ voxels increases the cumulated region volume $V_R$, explicitly limited to the value $V_{\text{MAX}}$. Exceeding volume limit $V_{\text{MAX}}$ and empty voxel queue $Q_S$ stops the region labelling process. Supervoxels are assigned label numbers as consecutive non negative integers. The supervoxel intensities are computed after the labelling process as the means of all original voxel intensities in the region.

![Algorithm of limited region growing around the randomly selected non-labelled image pixel](image-url)
Fig. 2. The result of image division into supervoxels shown on a sample CT brain slice; a) original slice; b) $\Delta I_{\text{MAX}} = 20$, $V_{\text{MAX}} = 5000$; c) $\Delta I_{\text{MAX}} = 20$, $V_{\text{MAX}} = 10000$; d) $\Delta I_{\text{MAX}} = 20$, $V_{\text{MAX}} = 100000$.

The execution of the FCM algorithm relies on the interactive correction of the class centres $c_j$ based on the memberships $u_{ij}$. Next iteration class centres imply further modifications of $u_{ij}$ until stopping $u_{ij}$ changes or achieving the limit of iterations. Assuming the array of class centres $C = [c_j]$, $U = [u_{ij}]$ - the array of membership degrees and $m = 2$ the following computations are applied iteratively:

$$c_j^{(k)} = \frac{\sum_{i=1}^{N_V} u_{ij}^m v_i}{\sum_{i=1}^{N_V} u_{ij}^m}, \quad (2)$$

$$u_{ij}^{(k)} = \left( \sum_{c=1}^{N_C} \left[ \frac{||v_i - c_j||^2}{||v_t - c_k||^2} \right]^{\frac{1}{m-1}} \right)^{-1}, \quad (3)$$

The iteration stops when $||U^{(k)} - U^{(k-1)}||_\infty < \varepsilon_{\text{MAX}}$. The number of intensity classes $N_C$ must be defined a priori.

In the case of 3D CT or MRI images including tens of millions of voxels the FCM clustering process may be unacceptable slow. Therefore the authors proposed its acceleration in two ways:

- by using smaller number of supervoxels,
- by applying parallel computations with GPU.

The pseudocode of FCM algorithm with CUDA GPU computing [13], [14] is presented in Algorithm 2. The command $par$ foreach built inside means a for loop executed in parallel by GPU processors. Capital letter symbols in the code refer to host data buffers, bold font of capital letters denotes arrays.

**Algorithm 2 FCM segmentation algorithm using GPU parallel computing.** $N_V$ – the number of supervoxels, $N_B$ – the number of GPU memory blocks, $N_t$ – the number of GPU threads per block, $N_C$ – the number of classes, $b$ – the current block number, $t$ – the thread number in a block, $\text{sync}()$ – the thread synchronization.

**Input:** $V[N_V], N_C, \varepsilon_{\text{MAX}}, k_{\text{MAX}}$

**Output:** $C[N_C], U[N_V \times N_C]$

1. $V \leftarrow V$
2. $U_\_ \leftarrow \text{random}([N_V \times N_C])$
3. $U[N_V \times N_C] \leftarrow \{0\}$
4. $\text{alloc}\ P[N_B \times N_C], \ Q[N_B \times N_C]$
5. $\text{alloc}\ C[N_C]$
6. $k \leftarrow 0$

7. repeat
8. $\text{swap_addresses}(U, U_\_)$
9. $\triangleright \text{kernel function \#1}$
10. $\text{par$\text{foreach } i \in [0, N_V]}$
11. $\text{alloc}\ S[N_t \times N_C]$
12. $\forall j \in [0, N_C], S(t, j) \leftarrow U(i, j)^2 \cdot V(i)$
13. $\text{sync}()$
14. $\forall j \in [0, N_C], P(b, j) \leftarrow \text{reduction}(S(t, j))$
15. $\text{sync}()$
16. $\forall j \in [0, N_C], Q(b, j) \leftarrow \text{reduction}(S(t, j))$
17. $\text{end$\text{foreach}$}$
18. $\triangleright \text{kernel function \#2}$
19. $\text{par$\text{foreach } j \in [0, N_C]}$
20. $C(j) \leftarrow \sum_{b \in [0, N_B]} (P(b, j))/ \sum_{b \in [0, N_B]} (Q(b, j))$
21. $\text{end$\text{foreach}$}$
22. $\triangleright \text{kernel function \#3}$
23. $\text{par$\text{foreach } i \in [0, N_V]}$
24. $w \leftarrow V(i)$
25. $\text{foreach } j \in [0, N_C]$
26. $s \leftarrow 0$
27. $\forall k \in [0, N_C]$ $s \leftarrow s + ||v - C(k)||^2$
28. $U(i, j) \leftarrow 1/(w \cdot s)$
29. $\text{end$\text{foreach}$}$
30. $\triangleright \text{kernel function \#4}$
31. $e \leftarrow ||U - U_\||_\infty$
32. $k \leftarrow k + 1$
33. until $(e < \varepsilon_{\text{MAX}}) \lor (k \geq k_{\text{MAX}})$
34. $C \leftarrow C$
35. $U \leftarrow U$
allocated in the GPU memory, double stroked font symbols represent GPU shared memory arrays.

The algorithm input data are: the supervoxel vector image \( V[N_V] \), the assumed number of intensity classes \( N_C \), the norm \( e_{\text{MAX}} \) of maximum acceptable error and \( k_{\text{MAX}} \) – the maximum number of iterations for Equation (2) and Equation (3). The output data consists of the host vector \( C[N_C] \) of output class centres and the host array of each supervoxel membership degree \( U[N_V \times N_C] \). The \( U \) array is at first allocated in the graphic card memory and randomly initialized in the probability range of \([0, 1]\). The GPU memory also includes local temporal arrays \( P \) and \( Q \) to store component parts of the numerator and denominator in Equation (2) corresponding to \( N_B \) blocks, each of the size \( N_I = 256 \) GPU threads.

The kernel function \#1 for each thread computes the monomials in the numerator of Equation (2) and copies them to the GPU shared memory \( S \) to later evaluate partial sums \( P \) and \( Q \) by the process of reduction.

The kernel function \#2 adds the partial sums and computes for each thread the values \( c_j \) given in Equation (2).

The kernel function \#3 completely fulfills the formula in Equation (3), because it sums the relatively small number \( N_C \) of intensity classes.

The segmentation error \( e \) in a current computing cycle is evaluated as the maximum distance norm of supervoxel membership degrees in two successive iterations. The error value is copied to the host memory to make the decision of stopping iterations.

The array of membership degrees is allocated in the GPU memory in two copies \( U \) and \( U_{\perp} \), which addresses are swapped instead of copying data between \( U \) and \( U_{\perp} \) in every iteration cycle (Algorithm 2, line 8).

The FCM output array \( V \) includes \( N_C \) column images of the degrees of membership to a particular class. The class of the highest membership in each row of \( V \) is assigned to the output vector of intensity supervoxel classes as in Equation (4).

\[
V(i) = \max_j (U(i, j)), \quad i \in [0, N_V], \quad j \in [0, N_C]. \tag{4}
\]

This output vector image \( V[N_V] \) is then reshaped to the original matrix form \( I[Y \times X \times Z] \) after its reverse mapping from supervoxels to voxels. In the image \( I \) of \( N_C \) intensity classes (labels) only a single region is identified, which belongs to a certain class determined by the voxel marker that was selected interactively. The identification can be fulfilled by the flood fill spatial expansion covering the whole region around the marked voxel.

The complete algorithm sequence of brain image segmentation starts with GPU averaging lowpass filter to reduce data noise coming from the CT or MRI acquisition systems. The noise is gained in particular when setting low doses of radiation during brain examinations in children. The filter fulfills the formula given in Equation (5).

\[
J(x, y, z) = \frac{1}{U^{VW}} \sum_{u=-\frac{V}{2}}^{\frac{V}{2}} \sum_{v=-\frac{W}{2}}^{\frac{W}{2}} \sum_{w=-\frac{W}{2}}^{\frac{W}{2}} I(x + u, y + v, z + w), \tag{5}
\]

where \([V \times U \times W]\) – the cube of image data averaging with the odd numbers \( U, V, W \). The segmentation is finalized with the operation of morphological opening (Equation (6)).

\[
J_B = (I_B \odot S(R_X, R_Y, R_Z)) \odot S(R_X, R_Y, R_Z), \tag{6}
\]

where \( S(R_X, R_Y, R_Z) \) denotes an ellipsoidal structuring element with the radii \( R_X, R_Y, R_Z \) in the particular space directions, \( I_B \) and \( J_B \) are the input and output binary images of a selected region in the original brain image. The ellipsoidal structuring element \( S \) represents an ellipsoid mask mapped into the discrete space of image voxels with the radii \( R_X, R_Y, R_Z \) respectively in \( X, Y, Z \) space directions. Using the ellipsoid instead of the ball shape enables mapping different image resolutions in space directions into the voxel space (in particular, the spacing between slices). Post processing morphological operations allow controlled smoothing of the borders in the extracted brain region.

III. RESULTS

A. Tests on brain images

The results of applying the proposed segmentation approach to sample volumetric CT and MRI brain images are shown in Figures 3 and 4 respectively. In both figures the top panel shows the original brain slices with the region of interest indicated by the green square marker. In the middle panel the corresponding segmentation results overlaid on the input slice are presented. Finally, the segmentation results are visualised in 3D in the bottom panel. In both figures, cases are numbered from the left to the right. In the case of CT images the image division into supervoxels was performed for the maximal volume of supervoxel equal \( V_{\text{MAX}} = 7500 \) and maximal intensity difference \( \Delta I_{\text{MAX}} = 40 \). For FCM segmentation the number of classes was set to \( N_C = 6 \), while maximal number of iterations \( k_{\text{MAX}} \) was set to 400 (with \( e_{\text{MAX}} = 0.001 \)). In the case of MRI images image division into supervoxels was performed for \( V_{\text{MAX}} = 5000 \) and \( \Delta I_{\text{MAX}} = 40 \). The number of classes \( N_C \) ranged from 8 (for case 1) to 6 (for the remaining cases). As previously, the maximal number of iterations \( k_{\text{MAX}} \) was set to 400 (with \( e_{\text{MAX}} = 0.001 \)). In both cases the parameters were tuned manually, to obtain the subjectively best results. Prior to segmentation all images were subjected to preprocessing (Gaussian filtration).

The time and memory workload required to perform image segmentation in the considered CT and MRI datasets is summarised in Table I and Table II respectively. In both tables the first column indicates the case ID. This is followed by image resolution given in the second column. The third
column shows the level of data reduction $r$ due to image division into supervoxels. In particular, it means that the number of supervoxels was $r\%$ lower than the number of voxels. The fourth column shows the GPU memory workload given in MB, while columns five, six and seven present time $T_0$ of preprocessing (filtration), time $T_1$ of image division into supervoxels and time $T_2$ of FCM execution respectively. All times are given in milliseconds. The tests were performed on a computer with Intel Core i7 3.6 GHz processor, 32 GB RAM memory and graphical card Nvidia GeForce Titan (6 GB).

From the Figures 3 and 4 it can be seen that the proposed approach was successful in segmenting indicated regions of interest both CT and MRI images. Based on visual assessment it can be concluded that the borders of ventricular fluid and cysts were properly determined and details of its shape were captured by the image segmentation algorithm. The accuracy of object shape determination is sufficient for further quantitative analysis.

In the case of CT images it was possible to run the algorithm with a uniform setting of parameters, especially the number of classes $N_C$ considered during FCM segmentation. In the case of MRI images, to obtain better quality results it was necessary
to tune the number of classes in the case of one considered dataset. Additionally, in cases 1 and 5 preprocessing was not applied since it deteriorated segmentation results.

From the Tables I and II it can be seen, that the proposed approach is fast and efficient. For all the considered cases the running time of the method wasn’t longer than 20 seconds including preprocessing, image division into supervoxels and FCM segmentation. This is a very good result, regarding that the considered datasets consisted of up to 220 slices of resolution 512x512 pixels each. The corresponding time of FCM segmentation performed with respect to single voxels last hours. This acceleration is obtained due to significant reduction of clustered data. In the considered cases, processing of supervoxels instead of voxels diminished the number of data points clustered by FCM by on average 96.6% for CT images and 88.7% in the case of MRI images.

The memory workload of the proposed approach was also significantly reduced due to application of supervoxels. When run on the original datasets the FCM required several gigabytes of RAM memory to cluster all the voxels. As it can be seen from Tables I and II the improved method in the worst case used less than 350 MB of GPU RAM memory. In the case of volumetric images this is a very good results which makes the method available for a common use on a standard PC computer.

In tables III and IV different variants of FCM segmentation times are compared for CT and MRI images respectively. The column T2 refers to the proposed method applying both supervoxels and parallel GPU computing. Two next columns describe the same cases omitting supervoxel creation (T2') and also GPU computing (T2''). The exclusion of supervoxels increases CT segmentation time 17 ÷ 27 times (on average
TABLE IV
THE INFLUENCE OF SUPERVOXELS AND GPU COMPUTING ON THE FCM SEGMENTATION TIME IN MRI DATASETS. T2 - THE EXECUTION TIME WITH SUPERVOXELS AND GPU, T2' - NO SUPERVOXELS, T2'' - NO SUPERVOXELS OR GPU.

<table>
<thead>
<tr>
<th>ID</th>
<th>Image size [px.]</th>
<th>T2 [ms]</th>
<th>T2' [ms]</th>
<th>T2'' [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>512×448×25</td>
<td>446.5</td>
<td>9813</td>
<td>84817</td>
</tr>
<tr>
<td>2</td>
<td>512×512×22</td>
<td>406.4</td>
<td>11576</td>
<td>90933</td>
</tr>
<tr>
<td>3</td>
<td>512×512×23</td>
<td>403.5</td>
<td>9126</td>
<td>11980</td>
</tr>
<tr>
<td>4</td>
<td>256×256×23</td>
<td>101.9</td>
<td>2652</td>
<td>26286</td>
</tr>
<tr>
<td>5</td>
<td>256×256×20</td>
<td>89.1</td>
<td>3198</td>
<td>28595</td>
</tr>
</tbody>
</table>

\( \approx 22 \) times) and additional removing of GPU computing extends it up to \( 330 \div 600 \) times (on average \( \approx 510 \) times). For the MRI images the FCM execution is slowed down on average 27 and 258 times in the two algorithm variants with \( T2' \) and \( T2'' \). The acceleration with supervoxels is achieved at the expense of their preparation time. Therefore real speed-up of the algorithm in this approach is only 1.2 and 28 times for the tested CT images or respectively 6 and 56 times for MRI cases. The example CT images of larger size than the example MRI require more effort to prepare supervoxels. Hence, their use only gives less profit on time, which can be still enhanced during subsequent parallel computations.

**B. Tests on phantoms**

The accuracy of the introduced supervoxels based FCM segmentation approach was assessed using three different physical phantoms including: phantom of head, phantom CIRS 045 of prostate [15] and phantom CIRS 062 [16] used for calibration of computed tomography scanners. All these phantoms were scanned using a CT scanner. The resulting images were next subjected to segmentation using the proposed approach. The aim of the segmentation was to extract characteristic objects contained within phantoms. Finally, the volumes of these objects were determined based on segmentation results and compared with the volumes given in phantom specification.

The phantom of head was prepared using the 3D printing technique. The phantom consists of two main parts: the skull made from a material of the density 2.1-2.3 g/cm\(^3\) and the brain made from a material of the density 1.02-1.04 g/cm\(^3\). In the brain there is a hole of a shape similar to ventricular system and volume equal to 41.69 cm\(^3\). The hole was filled with water imitating the cerebrospinal fluid. The head phantom is presented in Figure 5. In particular, Figure 5a shows the general view of the phantom, while Figure 5b presents a sample CT slice. Additionally, in Figure 6 the shape of the ventricular system of the phantom is presented.

The phantom CIRS 045 is dedicated to prostate brachytherapy. Inside it contains three cysts of the increasing volumes (namely: 4 cm\(^3\), 9 cm\(^3\) and 20 cm\(^3\)). The general view of the phantom is shown in Figure 7a, while a sample CT scan is presented in Figure 7b.

Finally, the phantom CIRS 062 is shown in Figure 8. The phantom consists of two rings with inclusions of equal size.

Each inclusion corresponds with different tissue and thus exhibit different attenuation of X-rays (see Fig. 8b).

The results of applying the introduced segmentation approach to images of phantoms are shown in Figure 9. In the case of head phantom, the proposed approach was used to extract the ventricular system (see Fig. 9a). From prostate phantom CIRS 045 the largest cyst was extracted (see Fig. 9b). Finally, from the phantom CIRS 062 a randomly selected inclusion was extracted using the proposed approach (see Fig. 9c). For each case, the segmentation result is both: shown in 3D and overlaid on a sample slice.

The results of comparison between the real and the determined volumes of the considered regions are summarised in Table V. In particular, the considered phantom is indicated in the first column. The real region volume \( V_0 \) is given in the fifth column, and followed by the determined volume \( V' \) in the sixth column. The corresponding relative error of volume
Fig. 8. Phantom CIRS 062; a) the general view (©CIRS Tissue Simulation & Phantom Technology); b) a sample slice from CT scan.

Fig. 9. The results of supervoxel based FCM segmentation applied to the considered phantoms; a) brain phantom; b) CIRS 045; c) CIRS 062.

determination is shown in the last column. Additionally, for each phantom image resolution, time of image division into supervoxels $T_0$ and time of FCM segmentation $T$ are given in columns two, three and four respectively.

<table>
<thead>
<tr>
<th>phantom</th>
<th>Image size [px.]</th>
<th>$T_0$ [s]</th>
<th>$T$ [s]</th>
<th>$V_0$ [cm$^3$]</th>
<th>$V$ [cm$^3$]</th>
<th>$dV$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>head</td>
<td>512×512×515</td>
<td>36.88</td>
<td>1.66</td>
<td>41.69</td>
<td>40.77</td>
<td>-2.20</td>
</tr>
<tr>
<td>CIRS 045</td>
<td>512×512×61</td>
<td>3.85</td>
<td>0.42</td>
<td>20.00</td>
<td>17.44</td>
<td>-12.80</td>
</tr>
<tr>
<td>CIRS 062</td>
<td>512×512×55</td>
<td>3.46</td>
<td>0.41</td>
<td>42.44</td>
<td>53.75</td>
<td>1.41</td>
</tr>
</tbody>
</table>

From Figure 9 it can be easily seen that the proposed segmentation approach successfully extracted objects of interest from the considered phantoms. The shape of the segmented objects correspond with the real one. This is especially visible in the case of the ventricular system segmented from the phantom of head (see Fig. 9a). In this case all important anatomical details are clearly visible in object after segmentation. The shape of objects extracted from the CIRS phantoms also correspond with the description given in phantoms specification.

The relative error of volume determination equals on average 5.5% (see Tab. V). It is worth highlighting, that in the case of the ventricular system extracted from the phantom of head the error is only -2.2%. This is a very good result, especially having in mind the complex shape of the ventricular object.

IV. CONCLUSIONS

In this paper the fuzzy C-means method FCM) was specifically adapted to the segmentation of volumetric brain images. In particular CT images include from tens to hundreds of millions of voxels to analyse within a reasonable time. Although the FCM method has the advantage of the same functionality in two and three dimensions, the algorithm execution time is proportional to the number of image voxels and can exceed large values for hundreds of CT slices. The proposed reduction of input data size based on supervoxels varies from 85% to 95% in the tested examples at the expense of several seconds for creating supervoxel regions. For the assumed parameters the segmentation accuracy of about 2% tested for the head phantom still remains acceptable. The above data compression and GPU parallel computing limit processing time to single seconds, practically without any extra cost for hardware equipment. Standard CUDA compatible NVIDIA graphic card of computing capability 3 ÷ 3.5% will be sufficient in this case, because the GPU memory workload falls below 0.5 GB for 200 CT slices. The bottle neck of such graphic computing is the maximum acceptable size of shared memory per block (up to 8 kB) implying the limited class number to preserve the parallel computation efficiency. Additionally in some medical cases establishing a priori the number of segmentation classes to extract desired objects is a very intuitive task. Nevertheless the proposed approach make the modified FCM method very promising for its very fast processing of bulk data and dimensionality independence.
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Abstract—In this paper research on a compact deep convolutional neural network (DCNN) architecture for age and gender estimation from facial images has been presented. The proposed solution was tested on the FERET and the Adience Benchmark databases. In the first case a 98.6% accuracy for gender and 86.4% for age estimation was obtained. For the Adience database, which contains images recorded in unconstrained conditions and is much more demanding, a 62.0% for gender and 42.0% for age accuracy was obtained. When compared to the reference results on a much larger network, the performance should be considered as satisfactory. The research shows that a compact DCNN with small input images can provide quite good classification results.

I. INTRODUCTION

A VISION system which allows the estimation of age and gender of a person using a face image can have a number of important practical applications in biometric and statistics systems, as well as advanced human-computer interfaces (HCI) and so-called smart advertising (with personalized content). It typically consists of a face detection [1] and the actual estimation module. The designed vision system must be resistant to changes in face appearance (facial expressions, hairstyle, presence of beard or moustache, glasses and to some extent also make-up), different lightening conditions, inaccurate face localization in the image, face orientation (frontal, from profile and also rotated), size of the input image and its quality (presence of noise, blur caused by movement of the person, underexposure, overexposure, shadows, etc.).

Deep convolutional neural networks (DCNN) are one of the most interesting tool available for the image processing and machine learning community in recent years. It is worth noting that the approach in not new – the first concepts were already proposed in the 70’s of the last century [2]. However, due to limited performance of the available computing platforms, these solution were not used. The breakthrough came with the emergence of programmable graphic processing units (GPU). They proved to be an almost perfect platform for neural networks implementation, mainly because of the massive parallelization possibility and floating point support. At the same time learning methods for such complex structures were developed and refined. In addition, the dynamic growth of social networks services like Facebook, Flickr or Instagram allowed to obtain quite easy access to huge image databases. Currently DCNNs are used for almost all machine learning tasks – from speech recognition through image recognition to information about social networks users categorization. Only in computer vision the following applications should be mentioned: face detection, pedestrian detection, road sign detection and recognition and object tracking. What is more, the DCNN based approaches usually significantly outperform the “classic” (i.e. feature extraction and classification – e.g. HOG + SVM) ones.

In this paper, a compact DCNN for age and gender estimation from facial images is presented. The obtained results indicate, that it is possible to use a quite small, energy and resource efficient architecture, without much loss on classification performance. Moreover, all experiments were performed on a typical PC computer, without a powerful GPU accelerator.

The reminder of this paper is organized as follows. In Section II a brief review of age and gender estimation algorithms is presented. The proposed solution is described in Section III. Then, in Section IV the evaluation results are presented and discussed. The paper ends with a summary and indication of future research directions.

II. AGE AND GENDER ESTIMATION SYSTEMS

Age and gender estimation is a quite popular topic in the computer vision community. An in-depth review is far beyond the scope of this article and therefore only selected works directly related to DCNNs are presented.

A. DCNN based solutions

One of the earlier works on gender recognition using CNNs was presented in paper [3]. The solution consisted of a face detection and gender recognition module – both using neural networks. The architecture involved three layers (two hidden and output). Input images had a 32 × 32 pixels resolution. The reported accuracy on the FERET dataset was 97.2%.

Most of the work related to the DCNNs appeared in 2015 and later. In the article [4] two approaches were compared: “classic” and DCNN based. In the first case the following
features were considered: HOG (Histogram of Oriented Gradients), LBP (Local Binary Patterns) and SURF (Speeded Up Robust Features). As regression the CCA (Canonical Correlation Analysis) was applied. In the second, many different variants of network architectures were examined (the Caffe library was used). The best result were obtained for two convolutional and one fully connected layer. Input images had $50 \times 50$ pixels size. The authors noted a significant disproportion between the time required for learning and actual operation in both cases. Finally, for the MORPH database, the “classic” solution obtained 4.25 and DCNN 3.88 mean absolute error (MAE) value.

In the work [5] a DCNN for age and gender estimation was proposed. The network had three convolutional and two fully connected layers. Input images of size $256 \times 256$ were cropped to $227 \times 227$. The authors did not use a pre-trained network model – in contrast to many other approaches. On the Adience dataset this solution achieved $86.8\% \pm 1.4$ accuracy for gender and $50.5\% \pm 5.1$ for age estimation. In the latter case 8 age categories were used. If an “off by one” error is allowed, the performance increases to $84.7 \pm 2.2$. In this study the Caffe library and GPU with 1,536 CUDA cores and 4 GB of RAM were used.

In 2015, at the IEEE International Conference on Computer Vision Workshop (ICCVW) a competition on age estimation (ChalLearn) was conducted. The Looking at People 2015 (LAP) dataset with 4,961 images was used [6]. The DEX system from ETH Zurich, Switzerland obtained the best results [7]. In the first step the face was detected. Then, it was rescaled to $256 \times 256$ pixel size. The authors used a pre-trained DCNN on the ImageNet dataset. In addition, it was fine-trained on the IMDB-WIKI database (260,282 images) and finally on the LAP set. In total 20 separate networks were used. This allowed to achieve 3.21 MAE value. The Caffe framework and NVIDIA Tesla K40C GPU were used. Learning a single network lasted 5 days, fine-learning 3 hours and processing a single image about 200 ms.

This short (compared to the available material) overview can be concluded with the following statement: “age and gender estimation with DCNNs is very accurate (sometimes even better than human), however the used network architectures are very complex”. Therefore, their training and usage requires a lot of computing resources – most authors used specialized and expensive GPU accelerators like NVIDIA K40.

B. Our previous solution

During our earlier work [8], a “classical” age, gender and race estimation system was created. In the pre-processing stage the face was detected (Viola-Jones method), eyes and mouth were detected (also by the Viola-Jones approach) and image alignment was performed – an affine transform was used to assure that eyes and mouth are at predefined locations for every considered image. The local binary patterns (LBP) were used as features. After their computation, the image was divided into non-overlapping blocks in which histograms were computed – their concatenation formed the feature vector. The support vector machine (SVM) with radial basis functions (RBF) was used as classifier. In case of non-binary problems (race, age) multiple SVMs were used – one for each class.

In the experiments on the FERET database quite good performance ($94.0\%$ for gender, $86.7\%$ for race and $69.5\%$ for age in 10 years interval) was obtained. Unfortunately, real-life tests in unconstrained conditions on images acquired with a standard USB webcam revealed the weakness of this solution. Actually, even for gender determination it was quite difficult to get a proper result. This was a direct motivation to improve the vision system and use the DCNN approach.

III. The proposed solution

In this work the impact of simplifying the network structure, especially the size of the input image, on the overall accuracy of age and gender recognition was evaluated. Also the computing resources and single image processing time were considered. The ultimate goal of the ongoing research is to implement DCNN solutions in embedded devices and support real-time video stream processing.

A. The used datasets

In the experiments two databases were used: FERET [9] and Adience [10]. The first was chosen to compare the obtained results with our previous work [8]. It includes 2,413 images of 856 individuals. Examples are shown in Figure 1a. The biggest drawback is that these pictures were taken under controlled conditions. This results in poor generalization of the trained classifier, especially for cases registered under real-life conditions. In addition modern methods obtain almost 100% accuracy for this set, which indicates that it is not longer an appropriate challenge.

The Adience set was used because it is considered as challenging and the images were registered in unconstrained environment. It contains 26,580 annotated images of 2,284 people. Samples are shown in Figure 1b.

B. The used hardware and software

All experiments were performed on mid-range laptop – Intel Core i5-2410M (2.3 GHz up to 2.9 GHz), 4 GB DDR3 RAM, NVIDIA GeForce GT 540M with 2 GB DDR3 RAM, 96 CUDA cores and 672 MHz core frequency. There are several computing libraries for DCNNs – eg. Caffe, Torch and Google Tensor Flow. After a preliminary analysis, Torch (http://torch.ch/) was selected, mainly due to easier installation and configuration (in comparison to Caffe), as...
well as a more convenient to manage network model and the whole project (LUA language). Additionally, in our opinion the available documentation is very extensive and there are many resources on the Internet (ready scripts and educational materials). It is also possible to import models from the Caffe library.

C. Image preprocessing

In the first stage, the images from the FERET and Adience databases were rescaled to $32 \times 32$ pixels. Unfortunately, on the used hardware, experiments for higher resolution lasted too long (several hours) and for larger models were even impossible. Then, the original RGB colour space was transformed to YUV, which allowed to separate luminance and chrominance information and slightly improve the performance.

In the next step the input data was normalized using the well known scheme with mean and standard deviation. First, this two values were computed for each colour component separately. Then, from all pixel in the input image the mean value was subtracted and the result was divided by the standard deviation.

D. Network architecture

As stated earlier, the main assumption of the presented work was to design a simple and computationally efficient network architecture. Therefore, it was decided to use $32 \times 32$ pixels input images. It should be emphasized that usually larger images are considered (cf. Section II-A).

The used network architecture was essentially based on the one described in [5]. However, many simplifications were introduced. The scheme is presented in Figure 2. It consists of the following components: two convolutional layers (Convolution 64), three ReLU transfer layers (in-place operation – $f(x) = \max(0, x)$), two subsampling layers with a max operator (Pooling), data reshape, two fully connected layers (FCL), in-place dropout with 0.5 probability and LogSoftMax operation ($f(x) = \log\left(\frac{1}{e^x + e^y}\right)$).

E. Network training

In the experiments the following labels were used. For gender: 1 – man, 2 – woman. For age: 0 – 9, as the range [0, 100] was divided into 10 intervals (we used the value 10 due to compatibility with our previous research). Some solutions allow to determine the age with one year accuracy – for example [7]. However, this increases the complexity of the network structure and for a lot of applications this precision is not required.

After creation of the network model, the weights were initialized (in this work random values were used). Then, during an iterative learning process (using stochastic gradient descent (SDG) method) the weights were modified to reduce the classification error.

IV. EVALUATION

For the FERET database 9 experiments were carried out. Their main aim was to examine how the size of used convolutional filters and sizes of the training and test sets, as well as the number of iterations (epochs) affected the classification performance. The obtained results are summarized in Table I (upper part). As the training times for both networks (age, gender) were similar, only the mean value is presented.

Like expected, increasing the number of training samples had a positive effect on the recognition efficiency – using 2,000 images allowed to obtain a 98.6% gender recognition accuracy. It is worth noting, that this is 4% better than the “classic” solution described in Section II-B and work [8].

Age estimation is a more complex issue. In addition, it was not easy to provide enough training and test samples for each of the 10 classes. Again, the best results were obtained for
the largest network – 86.4%. It is over 15% better than the “classical” solution and slightly better than reported in [3].

Using different filter sizes (3 × 3, 5 × 5 and 7 × 7) had only a minor impact on the final classification performance (not more than 1% difference). A small 3 × 3 filter allowed to achieve best age estimation – 86.4%.

For the Adience dataset 4 test were conducted. Their results are summarized in Table I (bottom part). Images of size 32 × 32 were used. In the first test 50% for gender and 42% for age accuracy was obtained. This is much worse than on the FERET base, but the reference DCNN from [5] on this demanding set allowed for approx. 87% for gender and 50.7% for age accuracy. Because the size of the input image could not be increased, two optimizations proposed in the work [5] were evaluated on the compact DCNN. In the third test, the input image was restricted only to the centre part of the original image. In the fourth test, 5 images were passed to network – one centre and 4 from corners. This allowed to compensate the incorrect alignment of faces in the input images. Especially the second modification had a positive impact on the final solution – 62% for gender and 42% for age accuracy. Some sample gender classification results are presented in Figure 3. It should be noted that the unsuccessful cases (bottom row) are quite difficult.

V. CONCLUSION

In this paper the use of a compact DCNN architecture for age and gender estimation was proposed. The input image size was defined as 32 × 32 pixels. This allowed to obtain 98.6% accuracy for gender and 85.34% for age in 10 years intervals on the FERET database. When compared to our previous solution based on LBP and SVM, respectively a 4% and 15% improvement was obtained.

For a much more demanding Adience database 62% gender and 42% age accuracy was measured. These are results respectively 25% and 8% worse than for the large DCNN with input image size 227 × 227. It is worth to emphasize that the measured classification time was 16 ms (vs 200 ms) and this despite of the used computing platform (mid-range notebook).

The obtained results are interesting due to at least three reasons. Firstly, the access to powerful GPU platforms or even clusters in not common. Especially nowadays, where most personal computers are notebooks which are being slowly replaced by advanced smartphones. Secondly, the “didactic” aspect should not be missed. It seems that deep learning and convolutional neural networks should be introduced for graduate students of electrical engineering and computer science faculties. For an effective teaching process, students should be able to carry out simple experiments on their own hardware. In addition, the network training should not take too long (e.g. not several hours) and the classification result should be “decent” (reasonable when compared to large DCNNs). Thirdly, the use of a compact DCNN in an embedded vision system allows to reduce costs (less computing resources required), minimize the energy consumption and perform real-time video stream processing.

In the near future our research will concentrate on analysing the use of reprogrammable FPGA devices, heterogeneous ZyX SoC (which both are proven platforms for embedded real-time vision systems), as well as the recently proposed solutions like NVIDIA Jetson FX-1 for implementing compact, energy efficient but also accurate DCNN based classifiers and vision systems.
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Abstract—Shadow rendering is one of the most important aspects of rendering 3D environments, yet, the problem is far from trivial. A number of shadow rendering algorithms exist, with various degrees of rendering quality, fidelity and performance. Additionally, many of such algorithms offer high degrees of flexibility when it comes to fine tuning. This paper proposes a new method of measurement of quality of shadows produced by rendering algorithms, which method can be used for automation of algorithm choice and fine-tuning of such algorithms to specific data sets and use cases.

I. INTRODUCTION

ONE of the most important aspects of rendering virtual objects and environments is rendering of shadows [1]. While a great number of shadow rendering algorithms was developed, all of them require some degree of compromise between image quality, fidelity and rendering performance. With ray-tracing allowing very high shadow fidelity at the cost of rendering performance, and shadow map techniques offering real-time performance even on low-end devices at the cost of image quality, the choice of shadow rendering algorithms is often one of key decision taken during development of rendering applications. Many of such algorithms offer further parametrization, which allows fine-tuning to given purpose. To simplify the task of such choices and enable some degree of automation in this matter an automated shadow rendering quality measurement algorithm is required. This paper presents a proposal of such an algorithm.

II. RELATED WORK

While a lot of research has already been done in the area of image quality assessment, it is surprising that we couldn’t find any proposal of a complete metric fit to measure and compare quality of rendered shadows. The proposed NoRM No-Reference Image Quality Metric [3] was capable of detecting certain type of shadow rendering artifacts (shadow map aliasing), but because the method was heavily based on machine learning, it was impossible to be easily reproduced in our environment. Another study [4] evaluates existing full-reference image quality metrics in the context of detection and measurement of two certain types of shadow artifacts (acne and peter panning) showing that SSIM [5] and MSSIM [6] metrics outperform other evaluated methods. Still, in our research of existing works we were unable to find a quality metric that would focus on all aspects of evaluating quality of shadow rendering algorithms.

III. PROPOSED MODEL

The proposed quality metric is capable of quality assessment of shadow rendered for a single light source (for any type of such light source) as seen from a single view point. The model is based on weighted average of several submetrics, each focusing on a key aspect of rendered shadow quality:

- shadow fidelity
- aesthetics
- detail
- rendering performance

The weighted average of the above aspects allows tuning the metric itself to given purpose and expectations. For example, while rendering performance will be much more important in the real-time applications than absolute shadow fidelity, the exact opposite will be true for offline rendering in cinematography.

Because the proposed metric was developed mostly for use in comparing shadow rendering algorithms, the metric computation itself does not need to be real-time. Therefore, we allowed ourselves to use full-reference, white-box methods for simplicity. The reference images were generated using ray-tracing algorithm with accurate soft-shadow simulation and high sample count (1024 samples per pixel). White-box approach allows easy separation of the shadow information from the rest of the scene by use of shadow masks. The shadow mask is an additional output from a renderer, which represents only the geometry term (the visibility factor) for a given light. The example of shadow mask image generated for our test scene can be seen on Figure 1.

IV. SHADOW FIDELITY MEASUREMENT

The purpose of the shadow fidelity metric component is measurement of how closely the shadow under evaluation matches the expected physical shadow. This component includes assessment of correct shadow placement and topology, as well as correct representation of fully shadowed and fully unshadowed area, but does not include noise errors, which will be included in the shadow aesthetics component of the metric. Such separation was implemented in order to enable fine-tuning the final metric by specifying the weights for each submetric separately to adjust the importance factors to specific needs.

The shadow fidelity submetric is, just like the main metric, a weighted average of several components:
The method for extracting shadow contour lines is identical for all contour line values. First, the shadow mask image is blurred to reduce impact of noise on the shadow line. In our tests we used 11x11 blur kernel for images with 1024x768 pixel resolution. Then, the isoline is extracted by comparing each pixel of the blurred mask with its right, lower and lower-right neighbors. The pixel is marked if and only if a region consisting of the pixel and the neighbors contains shadow mask value transition across the contour value. As a corner case, if the region has all pixel values equal to the contour line threshold, the pixel is still marked in order to guarantee continuity of the contour line. The above operation (blurring and contour line extraction) is carried on both the test and the reference images. In the final step, for each contour pixel in reference image a contour pixel in test image is found, and quadratic mean of distances to such pixels is computed. The final score of the given contour line match submetric is computed as:

$$CM = 1 - \frac{D_{RMS}}{D_{MAX}}$$  \hspace{1cm} (1)

where:

- $CM$ – is the contour line submetric score,
- $D_{RMS}$ – is the quadratic mean of contour distances,
- $D_{MAX}$ – is the worst-case maximum contour distance

Ideally, the mean would equal zero, which means perfect match, yielding a perfect score of 1. A worst-case scenario, yielding a score of 0, is assumed to be a scenario in which the quadratic mean of contour distance is equal to $D_{MAX}$ – an arbitrarily chosen maximum contour distance. In our implementation, that distance was set as a 20% of image size (a geometric mean of image width and height in pixels). The choice of that parameter can be arbitrary, because the metric is intended to be a comparative one, and any fine-tuning is meant to be done by choosing the weights of the submetrics.

V. SHADOW AESTHETICS MEASUREMENT

With the aesthetic submetric score we aim to detect two types of shadow rendering artifacts: the shadow acne and shadow noise in the shadowed region. While the aesthetic quality of shadow can be hard to measure, we decided to focus on shadow noise in this metric, as image noise is one of the most frequent and typical image rendering errors. The shadow aesthetics submetric is, again just like the main met-
ric, a weighted average of several (in this case: two) components:

- shadow ACNE value
- shadow noise value

With both components scaled to yield a value of 1 in case of perfect shadow image and a worst-case value of 0.

A. Shadow Acne Detection

The shadow acne rendering artifacts are typical to shadow map rendering algorithms and are characterized by appearance of high frequency noise within the fully lit regions of the shadow mask. Therefore, to detect such errors we need to measure the noise level within the lit portion of the shadow mask. To compute that level, we first process the shadow mask image using the Roberts cross operator to isolate high-frequency image noise [7]. Then we compute the quadratic mean of computed noise values within the lit region of the shadow mask. The lit region is considered to be the light region computed during measurement of the light area coverage in one of the earlier submetrics. Both the test shadow mask and the reference shadow mask images are processed in the above manner and the final acne detection score is computed as:

$$ AV = \min \left( 1 - \frac{T_{RMS}}{1 - R_{RMS}}, 1 \right) $$

where:
- $AV$ is the score of acne detection,
- $T_{RMS}$ is the quadratic mean of noise detected within the lit region on the test image,
- $R_{RMS}$ is the quadratic mean of noise detected within the lit region on the reference image.

The above equation normalizes the acne score of the test image to the acne score of the reference image because some features of the reference image (such as penumbra edges) can be falsely detected as acne, therefore making ideal score of 1 impossible to reach. The final value is limited to 1 to prevent the score from going above that value if test image lacks features, present on the reference image, that would otherwise be falsely detected as acne.

B. Shadow Noise Detection

The shadow noise is detected in a manner identical to the acne detection method outlined above, with the exception that now only the dark region is considered. The dark region is the region detected as a dark portion of the shadow mask during dark region coverage measurement. The rest of the noise detection algorithm remains the same as in acne detection algorithm.

VI. Shadow Detail Measurement

The insufficient shadow detail comes in most cases from the low shadow map resolution, as compared to its projection on the screen. To measure the quality of shadow detail as a shadow resolution compared to image resolution, we have to utilize white-box testing method and produce yet another image output from our shadow rendering algorithms: the shadow map texels projection on the scene. Such texel projection image is prepared first by assigning each shadow map texel an unique color index, then projecting such shadow map directly on the scene. To limit further computations to region of interest where shadow map detail can possibly affect rendering, in such projection we ignore any geometry that is not facing the light for which shadow quality is measured, as well as any regions that don't contain any geometry (e.g. sky). The example of texel projection image generated for low resolution shadow map (for the purpose of readability) can be seen on Figure 2.

To compute the shadow detail submetric score the following method is used. For each pixel of interest within the shadow map texel projection image we count the number of pixels, that share the same texel index. Then this count is averaged using quadratic mean. Then the final score of shadow detail submetric is computed as:

$$ SD = \frac{1}{S_{ratio}} $$

where:
- $SD$ is shadow detail submetric score,
- $S_{ratio}$ is share ratio computed using the quadratic mean.

Because we consider only pixels that have any shadow texels projected on them, the share ratio can never drop below 1. Therefore, the perfect score, when each pixel has its own shadow map texel assigned, is 1. Note that the shadow map resolution exceeding the pixel resolution across any portion of the scene does not further increase the score.

In the event the given shadow rendering technique does not rely on intermediate projected texture maps and has infinite detail resolution (like raytracing or shadow volume techniques), the shadow detail metric is skipped entirely assuming perfect score of 1.

VII. Rendering Performance Score

The rendering performance submetric score is computed basing on shadow rendering time and is computed as:
where:

\[ RP = \frac{1}{1 + \frac{T_{\text{shadowed}} - T_{\text{unshadowed}}}{T_{\text{ref}}}} \]  \hspace{1cm} (5)

- \( RP \) – is the rendering performance score,
- \( T_{\text{shadowed}} \) – is the rendering time of the scene with the shadow rendering algorithm enabled,
- \( T_{\text{unshadowed}} \) – is the rendering time of the scene with the shadow rendering algorithm disabled,
- \( T_{\text{ref}} \) – is the reference time value, scaling the score distribution.

We suggest using value of \( T_{\text{ref}} \) equal to the inverse of the minimum final target frame rate (maximum time of rendering allowed for a complete single frame). With rendering performance score specified this way, the score assumes value of 1 in ideal case of shadow rendering not taking any time. When shadow rendering time rises to maximum time allowed for rendering the whole frame (making the shadow algorithm impossible to use), the performance score drops to value of 0.5. Further increase in shadow rendering causes the score to drop further towards 0 as the rendering time rises towards infinity.

During our tests we did not use performance measurement submetric, as our implementations of shadowing algorithms were not fully optimized. Therefore, any performance comparisons would not produce any meaningful results.

VIII. Example Results

To test our quality metric on real data sets we have implemented four different shadowing techniques, in addition to raytracing, which was used as reference. All of the implemented test techniques were based on the shadow mapping technique for point light shadows. The most widely used for such cases Cube Shadow Map technique (CSM) was implemented, as well as slightly modified Tetrahedral Shadow Map technique introduced by [8]. Additionally, both Cube Shadow Map and Tetrahedral Shadow Map variants were implemented with Variance Shadow Map variants (CVSM and TVSM, respectively). The four techniques were tested with various shadow map texture resolutions using a simple synthetic test scene with a single point light. The test case is named after the technique being tested and shadow map resolution being used (e.g. CSM 1024). For cube shadow maps, the resolution is specified as edge length of the shadow map cube, in texels. For tetrahedral shadow maps the resolution is specified as edge length of a cube map, which would have a number of map texels closest to the number of texels in the tetrahedral map, thus making the resolution specification comparable to the cube shadow maps.

The reference shadow mask image for our data set can be seen on Figure 3. The shadow mask images used for each test variant are presented on Figure 4. The quality measurement results are presented in Table I, separately for each submetric component. As expected, the lower resolution shadow map variants achieve lower scores, with score changes most noticeable for really low resolution shadow maps. The tetrahedral shadow mapping techniques score on average worse than cube shadow map techniques, as the map shape distortions are more prominent in the tetrahedral maps, resulting in uneven distribution of shadow map texels over the lit scene. The Variance Shadow Mapping variants perform comparably to the non-VSM variants, with noticeable improvement within the lit region at the cost of degradation of shadow region coverage, resulting from softening the shadow edge across the region transitions. It can be seen, that this also slightly influences acne and noise measurements, as this influence was limited, but not completely removed from the metric.

IX. Conclusion

In this article we presented a quality metric proposal for quality measurements of shadow rendering algorithms. We presented several components of such metric, which were designed to measure quality of various characteristics of the shadow mask images. While there is still room for improvements when it comes to the methods and algorithms used, the quality measurement metric presented can already be useful in comparison of shadow rendering algorithms, detecting common rendering artifacts and yielding stable and comparable results.

References

TABLE I.
QUALITY SUBMETRICS VALUES FOR DIFFERENT SHADOW RENDERING TECHNIQUES FOR THE TEST SCENE

<table>
<thead>
<tr>
<th>Shadow rendering method</th>
<th>10% contour score</th>
<th>50% contour score</th>
<th>90% contour score</th>
<th>Dark area coverage</th>
<th>Lit area coverage</th>
<th>ACNE score</th>
<th>Shadow noise</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ray-tracing</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>CSM 128</td>
<td>0.909</td>
<td>0.909</td>
<td>0.907</td>
<td>0.920</td>
<td>0.764</td>
<td>0.995</td>
<td>0.994</td>
<td>0.000</td>
</tr>
<tr>
<td>CSM 256</td>
<td>0.935</td>
<td>0.931</td>
<td>0.925</td>
<td>0.952</td>
<td>0.776</td>
<td>0.996</td>
<td>0.992</td>
<td>0.002</td>
</tr>
<tr>
<td>CSM 512</td>
<td>0.945</td>
<td>0.940</td>
<td>0.937</td>
<td>0.973</td>
<td>0.803</td>
<td>0.995</td>
<td>0.991</td>
<td>0.006</td>
</tr>
<tr>
<td>CSM 1024</td>
<td>0.952</td>
<td>0.948</td>
<td>0.944</td>
<td>0.985</td>
<td>0.858</td>
<td>0.990</td>
<td>0.994</td>
<td>0.021</td>
</tr>
<tr>
<td>CVSM 128</td>
<td>0.848</td>
<td>0.890</td>
<td>0.901</td>
<td>0.851</td>
<td>0.790</td>
<td>0.986</td>
<td>0.992</td>
<td>0.000</td>
</tr>
<tr>
<td>CVSM 256</td>
<td>0.911</td>
<td>0.913</td>
<td>0.925</td>
<td>0.913</td>
<td>0.802</td>
<td>0.985</td>
<td>0.993</td>
<td>0.002</td>
</tr>
<tr>
<td>CVSM 512</td>
<td>0.942</td>
<td>0.943</td>
<td>0.940</td>
<td>0.953</td>
<td>0.830</td>
<td>0.988</td>
<td>0.994</td>
<td>0.006</td>
</tr>
<tr>
<td>CVSM 1024</td>
<td>0.948</td>
<td>0.948</td>
<td>0.945</td>
<td>0.975</td>
<td>0.865</td>
<td>0.994</td>
<td>0.995</td>
<td>0.021</td>
</tr>
<tr>
<td>TSM 128</td>
<td>0.871</td>
<td>0.866</td>
<td>0.864</td>
<td>0.953</td>
<td>0.596</td>
<td>0.989</td>
<td>0.987</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM 256</td>
<td>0.882</td>
<td>0.879</td>
<td>0.862</td>
<td>0.969</td>
<td>0.630</td>
<td>0.991</td>
<td>0.988</td>
<td>0.000</td>
</tr>
<tr>
<td>TSM 512</td>
<td>0.925</td>
<td>0.908</td>
<td>0.894</td>
<td>0.975</td>
<td>0.730</td>
<td>0.995</td>
<td>0.986</td>
<td>0.001</td>
</tr>
<tr>
<td>TSM 1024</td>
<td>0.950</td>
<td>0.937</td>
<td>0.932</td>
<td>0.985</td>
<td>0.829</td>
<td>0.993</td>
<td>0.988</td>
<td>0.005</td>
</tr>
<tr>
<td>TVSM 128</td>
<td>0.858</td>
<td>0.894</td>
<td>0.901</td>
<td>0.842</td>
<td>0.713</td>
<td>0.985</td>
<td>0.993</td>
<td>0.000</td>
</tr>
<tr>
<td>TVSM 256</td>
<td>0.902</td>
<td>0.921</td>
<td>0.915</td>
<td>0.887</td>
<td>0.761</td>
<td>0.982</td>
<td>0.992</td>
<td>0.000</td>
</tr>
<tr>
<td>TVSM 512</td>
<td>0.926</td>
<td>0.936</td>
<td>0.935</td>
<td>0.934</td>
<td>0.837</td>
<td>0.987</td>
<td>0.993</td>
<td>0.001</td>
</tr>
<tr>
<td>TVSM 1024</td>
<td>0.949</td>
<td>0.948</td>
<td>0.945</td>
<td>0.965</td>
<td>0.862</td>
<td>0.991</td>
<td>0.994</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Fig 3. The reference shadow mask image generated using a commercial ray-tracer
Fig 4. Shadow mask images used in our tests; techniques in rows: CSM, CVSM, TSM and TVSM; resolutions in columns: 128, 256, 512, 1024
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Abstract—The paper considers increasing the precision of detection of words in unsupervised keyword spotting method. The method is based on examining signal similarity of two analyzed media description: registered voice and a word (textual query) synthesized by using Text-to-Speech tools. The descriptions of media were given by a sequence of Mel-Frequency Cepstral Coefficients or Human-Factor Cepstral Coefficients. Dynamic Time Warping algorithm has been applied to provide time alignment of the given media descriptions. The detection involved classification method based on cost function, calculated upon signal similarity and alignment path. Potential false matches were eliminated in the algorithm by applying two-staged verification, using the Longest Common Subsequence algorithm and analyzing formant frequencies of eleven English monophthongs. The use of formant frequencies at the stage of verification increased overall detection precision by about 10% as compared to original algorithm.

Index Terms—keyword spotting, formant frequency analysis, pattern matching, audio information retrieval

I. INTRODUCTION

Increasing use of digital sound processing methods to simple daily tasks is currently very popular due to widespread availability of mobile devices having implemented this type of methods. Regarding this trend [1] considers an approach that could be used to detect words in recorded speech of unknown language without training, by using publicly available, free of charge online translation services with Text-To-Speech support e.g.: Google Translate, Bing Translator, Yandex Translate.

The problem of word detection consists in searching for given words in a speech medium, which is either solid container or a stream. The detection is usually given by the two coupled values [2]: time code of the beginning of the word and a quality ratio. This problem in contemporary literature is usually called “keyword spotting” (shorten as KWS) [3], [4].

This work was supported by Cybernetics Faculty (Military University of Technology, Warsaw, Poland) under the grant no. RMN/765/2015

1 Names of the products have been presented in this paper only in relation to the contemporary, publicly available technology, not for marketing purposes.

2 Also „spoken term detection” (shorten as STD).

Classical solutions to this problem address supervised approach where models such as hidden Markov model (HMM) or support-vector machine (SVM) are trained like in a typical automatic speech recognition (ASR) system, using Large Vocabulary Continuous Speech Recognition (LVCSR) methods [5]. In consequence the speech signal is divided into segments of equal-size, from which speech features are extracted. Next, an appropriate algorithm is employed to determine the type of signal in each segment. As a result, recognized words, together with the corresponding indexes are stored in a database. Then, a text query is performed within the indexed data [6].

Based on the fact that for some applications it is not possible to have model trained, either due to lack of relevant training data or due to time-specific limitations, different unsupervised approaches to the problem have been developed [2], [7].

Under the concept of unsupervised matching lay suitable speech features and a classification strategy. The approach presented in [1] employs cepstrum-based features: Mel-Frequency Cepstral Coefficients (MFCC) and Human-Factor Cepstral Coefficients (HFCC). As for classification strategy that approach points Dynamic Time Warping (DTW) algorithm.

However results of applying the method shows relatively high overall rate of false positives: 13,51% for MFCC and 14,86% for HFCC.

In this paper, the author propose an approach to minimize this insufficiency, by adding additional verification stage, based on the analysis of formant frequencies. The motivation for this came from [12]. Using formant frequencies analysis, as shown below, has a positive influence on the results, but limits the versatility of the KWS method to specific language only. Different improvement techniques used for KWS could involve combining of multiple features, like described by Mitra et al. in [5].

II. PROBLEM STATEMENT

A. Method background

This paper considers the same use case as in [1]. In this approach the KWS method supports human operator in searching for specific words in a given speech medium. For
this scenario, the sound queries are synthesized directly from text. The method gives coarse detection, prior to involving precise detecting methods or just hearing by the operator.

B. Speech features model

The approach assumes at this point the choice of appropriate speech signal features. In the research two types of feature vectors have been used: Mel-Frequency Cepstral Coefficients (MFCC) and Human-Factor Cepstral Coefficients (HFCC). MFCCs have been computed according to the following algorithm:

1) given signal $S$ has been windowed by Hamming window resulting in $N$ segments, $s_1,...,s_N$;

2) each segment has been processed by short-time Fourier transform (STFT) with length of 51 ms and step size of 10 ms;

3) then the triangular filter bank has been developed with 40 equally spaced mel-scale center frequencies $f_i$, $i=1,...,40$ and with uniform bands controlled by the neighbor center frequencies $f_{i,a}$;

4) next, the actual filtering has been done, by multiplication of each STFT segment (representing magnitude spectrum) with magnitude spectrum of bands for MFCC;

5) finally, the result has been decorrelated using Discrete Cosinus Transform (DCT), keeping only 15 the most decorrelated vectors (MFCC coefficients).

The same model has been applied to Human-Factor Cepstral Coefficients, with a change in point 3). In HFCC, center frequencies are still equally spaced in mel frequency scale, but unlike MFCC filter bandwidth is treated as a parameter, which determines filter bands’ cut-off frequencies, using measure called Equivalent Rectangular Bandwidth (ERB) [8]:

$$ERB(f) = 6.23 f^2 + 93.39 f + 28.52 \text{ Hz}$$

(1)

where $f$ states for filter center frequency, expressed in kHz.

C. Textual query

In the presented method Text-to-Speech (TTS) system is exploited to generate synthetic voice from a text query. Next, the query (pattern) is transformed to chosen speech feature space. Then a chunk of speech signal from a given source is read. This chunk is transform to the same speech feature space. Then a classification strategy is applied. In case of the pattern matched, time code of the corresponding sound segment is registered.

Using textual query and TTS make it easy to extend the approach to reflect language variations assumed in the scenario, to search for the same word translated to several languages [1].

D. Similarity and time alignment

DTW is used in the method to compare two feature vectors of different length (analyzed voice and the reference pattern) and to find an optimal alignment path $P$ of both. $P$ is usually calculated upon the local distance matrix (similarity matrix) from the minimal indexes (usually lower left corner) to maximal indexes (usually upper right corner) of the matrix. Optimal means here the lowest cost path $P$ for passing from one point of matrix to another, within given constraints. For details of applying DTW to exemplary speech features vectors, see [1].

Building similarity matrix $D_{A,R}$ where $A$ stands for analyzed voice feature vector and $R$ stands for reference pattern feature vector, is the first step considered in speech classification. Feature vector consists of either MFCC or HFCC coefficients computed for segments $s_1,...,s_N$.

Individual element $d(a,r)$ of similarity matrix, where $a,r$ stands for specific element of vector $A$ and vector $R$ respectively, is given by inner product:

$$d(a,r) = \frac{\langle A_a, R_r \rangle}{\|A_a\| \|R_r\|}$$

(2)

Next, the two-staged cost path algorithm is executed. The first stage stands for the calculation of an accumulator $C_{A,R}$ (where $C$ is of size $D$). The resulting structure contains at each of its element $c(a,r)$ the value of accumulated lowest transition cost to this element from its neighbors, including the cost of lowest transition to the neighbors from theirs consequent neighbors until the starting element $c(1,1)$. The computation retains directional constraints, according to the recursion:

$$c(a+1,r+1) = d(a+1,r+1) + \min \{ c(a-1,r), c(a,r), c(a,r-1) \}$$

(3)

where: $a,r \geq 1$ and $c(1,1) = d(1,1)$.

The second stage stands for an optimal aligning of analyzed voice and the reference pattern. In this stage the path $P$ is created. Its creation is based on the accumulator traceback, starting from its last point $c(N_A,N_R)$ and ending in point $c(1,1)$ recursively by searching across all allowable predecessors to each point. Because each point holds the value of the lowest transition cost to itself, the actual calculation of the path is based on choosing the next point upon the minimal value.

E. Classification and verification

After applying DTW, to proper classification an additional matching procedure is proposed in the method, see Fig. 1.

This procedure assigns weight values $v$ based on referring points of matrix $D_{A,R}$ and a path threshold $T_P$ to the path $P$, satisfying inequality (4).
The number of possible word reoccurrence was controlled by sequence threshold value, which restricted the minimal cumulative cost for a subsequence. As a result of matching procedure, assuming only one occurrence of the searched word, the best match is projected to the analyzed voice time domain (e.g. white strips in the bottom images of Fig. 1).

\[ T_p \leq v := 1 - d \leq 1 \]  

where \( T_p \) controls the number of points suspected to indicate detected words.

Assuming, that several possible word could occur, which is indicated by subsequences: \( p_{k_1}^{l_1} \cdots p_{x_x}^{l_x} \), \( l = 1, 2, \ldots \), the verification step is executed.

Originally this step consisted of applying Longest Common Subsequence (LCS) with maximization criterion of cumulative weights of subsequences, i.e. the longest subsequence with the highest sum of weights wins.

The number of possible word reoccurrence was controlled by sequence threshold value, which restricted the minimal cumulative cost for a subsequence.

As a result of matching procedure, assuming only one occurrence of the searched word, the best match is projected to the analyzed voice time domain (e.g. white strips in the bottom images of Fig. 1).

\[ F. \text{ Formant frequencies analysis} \]

Conclusions from experiments described in [1] indicate that relatively high level of false positive results could be minimized after applying less speaker-dependent speech features. By following that suggestion and motivated by [12], in this paper the author propose to extend verification step with formant frequencies analysis. Formant frequencies are defined either as an acoustic resonance of the human vocal tract or more technically as local maxima of the envelope of the signal spectrum. As stated in [12] they are important in determining phonetic content of speech sounds, but they are not quite good speech features. This is because of, on one hand: their little speaker dependency (assuming the same speakers gender) and existence of cataloged form for specific language (usually including frequency range for a specific phonetic unit). On the other hand: their strict connection with high signal energy of phonetic units, like vowels, and unreliable measure of purely defined signals (silence, weak fricatives, etc).

Nevertheless in this paper it was hypothesized that knowledge of at least a part of speech segment will positively influence the quality of detection.

\[ \text{III. KWS SUPPORTED BY FORMANT FREQUENCIES ANALYSIS} \]

\[ A. \text{ Formants estimation} \]

In the described research formant frequencies have been estimated only for English vowels, as for all other phones such frequencies either do not exist or are difficult to be identified. The following phonetic convention of the vowels has been adopted (see table 1) in the presented research.

\[ \text{TABLE 1. PHONETIC CONVENTION OF ENGLISH VOWELS SELECTED FOR THE RESEARCH} \]

<table>
<thead>
<tr>
<th>Classificatio n</th>
<th>IPA(^{+}) notation</th>
<th>Own(^{6}) notation</th>
<th>Example</th>
<th>Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>long vowels</td>
<td>/æ:/</td>
<td>/\æ/</td>
<td>/æ/</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>/i:/</td>
<td>/\i/</td>
<td>/i/</td>
<td>u</td>
</tr>
<tr>
<td></td>
<td>/ʊ:/</td>
<td>/\ʊ/</td>
<td>/ʊ/</td>
<td>u</td>
</tr>
<tr>
<td>short vowels</td>
<td>/æ/</td>
<td>/\æ/</td>
<td>/æ/</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>/ɛ/</td>
<td>/\ɛ/</td>
<td>/ɛ/</td>
<td>e</td>
</tr>
<tr>
<td></td>
<td>/ɪ:/</td>
<td>/\ɪ/</td>
<td>/ɪ/</td>
<td>i</td>
</tr>
</tbody>
</table>

In English language, there are 5 vowels: <a, e, i, o, u>, but their pronunciation depends on a variety of factors, resulting in several distinguishable monophthongs\(^6\). Usually for phonetic analysis from 8 to 13 monophthongs are chosen [9]. According to [10] for further analysis 11 monophthongs have been chosen, the choice is marked in table 1, in the far right column\(^7\).

\[ \text{TABLE 2. AVERAGE VALUES OF F}_1, \text{ F}_2 \text{ AND F}_3 \text{ IN Hz} [10]. \]

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>/i:/</td>
<td>280</td>
<td>2249</td>
<td>2765</td>
<td>303</td>
<td>2654</td>
<td>3203</td>
<td></td>
</tr>
<tr>
<td>/ɪ:/</td>
<td>367</td>
<td>1757</td>
<td>2556</td>
<td>384</td>
<td>2174</td>
<td>2962</td>
<td></td>
</tr>
<tr>
<td>/ɛ:/</td>
<td>494</td>
<td>1650</td>
<td>2547</td>
<td>719</td>
<td>2063</td>
<td>2997</td>
<td></td>
</tr>
<tr>
<td>/æ:/</td>
<td>690</td>
<td>1550</td>
<td>2463</td>
<td>1018</td>
<td>1799</td>
<td>2869</td>
<td></td>
</tr>
<tr>
<td>/ʊ:/</td>
<td>644</td>
<td>1259</td>
<td>2551</td>
<td>914</td>
<td>1459</td>
<td>2831</td>
<td></td>
</tr>
<tr>
<td>/ʊ:/</td>
<td>646</td>
<td>1155</td>
<td>2490</td>
<td>910</td>
<td>1316</td>
<td>2841</td>
<td></td>
</tr>
<tr>
<td>/ɜ:/</td>
<td>558</td>
<td>1047</td>
<td>2481</td>
<td>751</td>
<td>1215</td>
<td>2790</td>
<td></td>
</tr>
<tr>
<td>/ʌ:/</td>
<td>415</td>
<td>828</td>
<td>2619</td>
<td>389</td>
<td>888</td>
<td>2790</td>
<td></td>
</tr>
<tr>
<td>/ɑ:/</td>
<td>379</td>
<td>1173</td>
<td>2445</td>
<td>410</td>
<td>1340</td>
<td>2697</td>
<td></td>
</tr>
<tr>
<td>/æ:/</td>
<td>316</td>
<td>1191</td>
<td>2408</td>
<td>328</td>
<td>1437</td>
<td>2674</td>
<td></td>
</tr>
</tbody>
</table>

\(^{3}\) Own work based on [9] as well as other materials available at official IPA website: https://www.internationalphoneticassociation.org/

\(^{4}\) International Phonetic Alphabet

\(^{5}\) Own notation was used because of programming and results presentation reasons.

\(^{6}\) Single and the smallest phonetic unit; pure vowel sound.

\(^{7}\) The choice was caused by the most recent research found in this area, which published a comprehensive list of results.
B. Algorithm

In general overview the KWS algorithm discussed in this paper is presented in Fig. 2. Description of presented processing blocks can be found in [1], but the verification stage is described in details below. The input to the verification stage is given from the LCS algorithm, resulting in a few best matches (e.g. in the bottom images of Fig. 1 there is one best match colored white, the other stripes, colored gray, present remaining matches).

Let’s assume there is only one best match and the verification stage is to decide if this match is a true detection or a false positive detection. Then the resultant match is subjected to verification, which is based on the analysis of formant frequencies: the reference pattern vector of formant frequencies and the analyzed voice vector of formant frequencies. It is worth noting that these two signals are after the whole procedure time-aligned, thus could be extracted and analyzed separately. Then for these excerpts the algorithm described in [11] is carried out to estimate formant frequencies.

As for the reference pattern excerpt the resultant formant sequences (exactly two formant frequencies F₁, F₂ have been chosen) are averaged and compared with the values described in table 2 to estimate appropriate monophthong. The estimation of monophthong is performed by comparison of averaged estimated frequency F₁ from the excerpt, to all F₁ values from the table 2. The difference between the values (its absolute value), measured in the sense of Euclidean, is treated as the quality of the detection (monophthong cost). The smaller the difference the better the detection. The same estimation is done for F₂. As a result of this procedure monophthongs are detected (if any) for the reference pattern. From the collection of all detected monophthongs only the one with the smallest cost is chosen. The example of detection of /u:/ monophthong for the reference pattern is presented in the Fig. 4. on the vertical axis.

This estimation is carried out in an analogous manner to the analyzed voice excerpt. Finally, if the estimated monophthong for reference pattern matches analyzed voice monophthong, then according to the scenario assumed in the research, the excerpt with analyzed voice is played back to the human operator.

C. Experiments

A series of preliminary experiments have been conducted with regard to the presented algorithm. The target was to determine the influence of the proposed verification stage based on formant frequencies analysis to the quality of detection.

The experiments have been conducted on the same research material as the original method [1], but only male voices have been chosen. Therefore the material consisted of five short (from 1 – 5 seconds) sentences in English language: spoken by one man (natural speech) and synthesized by six TTS systems with fourteen men voices. This material has been stored on a hard drive in the WAV containers.

The queries have been produced online by one chosen TTS system, different from these used in prepared research material. The TTS was accessed through the World Wide Web via HTTP protocol.

During examination all used sounds were resampled to 8000 Hz. The model (Fig. 2) was configured according to the same guidelines as in the original examinations.

Experiments have been conducted according to the following strategy: selected word to find (textual query) has been sent to the TTS system to obtain speech signal, the signal then has been read by program and compared with the entire research material according to the algorithm (Fig. 2).

D. Results

A series of preliminary results were obtained. They were compared to the results of the original method [1]. This allowed to determine the influence of the new verification approach on the quality of word detection. These results are shown in Table 3.

As it was hypothesized the percentage of false positives decreased. The decrease is about 40%. Surprisingly this had also positive effect to the percentage of detected words and had no negative effect on misses (“No detection”). The results showed that the unsupervised detection of word in a given set is possible with relatively high detection rate. Moreover, new verification method has given satisfactory results, approaching the method to industry
standards. Comparing the actual results with the original results of the method (MFCC: 82.43%, HFCC: 85.14%), it can be concluded, that MFCC recorded an increase of 8.32 percentage points, and HFCC recorded an increase of 8.66 percentage points. This gives an overall increase in precision of about 10% for both MFCC and HFCC features.

However taking into account small research material involved in the examination, these results do not allow for general statements.

<table>
<thead>
<tr>
<th></th>
<th>Detected words</th>
<th>No detection</th>
<th>False positive (new method)</th>
<th>False positive (original method)</th>
<th>Overall increase in the elimination of false positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>90.75%</td>
<td>4.05%</td>
<td>5.19%</td>
<td>13.51%</td>
<td>38.41%</td>
</tr>
<tr>
<td>HFCC</td>
<td>93.8%</td>
<td>0.00%</td>
<td>6.2%</td>
<td>14.86%</td>
<td>41.72%</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS AND LESSON LEARNED

Results of the work shows that the inclusion in the KWS formant frequencies analysis, increases its quality. This partly proves the hypothesis that knowledge of a part of speech segment has a positive influence on the quality of detection. The main advantage of this approach is the elimination of false positives. However the presented approach limits the application of the method only to one language, due to the requirement of having a catalogue of formant frequencies. The requirement of possessing 3 formant frequency models (for male, female and children) for each language is also a strong one.

During the examination the author also encountered the problem of covering (overlapping) formant frequencies that lie in close proximity to each other (in the spectrum), also well known from the literature (see [12]). For example, for \( F_1 \) and \( F_2 \) in the spectrum only one peak is perceptible. In the described research it was noticed that generally \( F_2 \) overlaps \( F_1 \), therefore \( F_2 \) becomes \( F_1 \) and \( F_3 \) becomes \( F_2 \) in consequence.

One solution to this problem was to properly assign these frequencies as \( F_2 \) and \( F_3 \), leaving \( F_1 \) undetected (or arbitrary setting its value to 0).

Leaving the problem unresolved significantly deteriorates estimation of vowels, to the extent, that the result becomes random.

The problem in the presented approach (especially while applying DTW and LCS) that cannot be fully circumvent is the determination of the threshold values. According to literature search, the most popular technique for solving this problem in KWS, is to parallel true positive rate with false positive rate for several chosen threshold values, to create Receiver Operating Characteristic (ROC) and to find optimal threshold value by using graphical method.
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Abstract—In this paper, the estimation of just noticeable color difference in color images is improved by using a new spatial masking. The internal generative mechanism of human of brain theory implies that the human visual system (HVS) is sensitive to the orderly stimulus possessing structural regularity which is easily to be predicted and is insensitive to the disorderly stimulus containing structural irregularity. It is obviously that the spatial masking in color images may be overestimated in the region with orderly structures and underestimated in the region with disorderly structures. By using a simple prediction model imitating the brain works of the HVS, the structural irregularity is computed to build a new masking function that can be used to improve the estimation of just noticeable color difference for color images. The masking function is further extended to build a color visual model of estimating the visibility thresholds of color images for performance comparison. Simulation results demonstrate that the proposed method is able to obtain better performance of estimating just noticeable color difference.

I. INTRODUCTION

The well known properties that the human visual system (HVS) has a limited sensitivity in perceiving visual information are always utilized to represent images more efficiently. Through assessing the human visual sensitivity inherent in images, the performance of many techniques has been improved in the perceptual research community and can be found in [1]-[5].

By using different levels of just noticeable color difference (JNCD), a simplified visual model introduced in [4] for estimating the perceptual redundancy for each color pixel as the visibility threshold of color difference was proposed to modify the coding efficiency of two existing image coders. In [6], Zhu et al. proposed a perceptual based no-reference objective image quality metric by integrating perceptually weighted local noise into a probability summation model. Unlike existing objective metrics, the proposed no-reference metric is able to predict the relative amount of noise perceived in images with different content, without a reference. Hsieh et al. [7] presented a copyright identification scheme for color images that takes advantage of the complementary nature of watermarking and fingerprinting was proposed to embed the watermark into the less sensitive R and B channels of the host image in the RGB color space. To gain high performance in color image processing, the properties of the human visual perception of color stimuli must be well utilized.

In this paper, the concept indicating that the brain works actively predict the input scenes and avoid the residual uncertainty/disorder is utilized to improve spatial masking for color images. Based on a simple prediction model, the luminance dominated structural irregularity is taken into account to explore a more strict spatial masking function in color images, while only background non-uniformity and texture content are used in the prior works. To avoid underestimating or overestimating the spatial masking effect in the region with structural uncertainty, the nonlinear additivity model is adopted to build a new masking function. By using this function, the visibility thresholds of color images are estimated for performance comparison under a fair viewing test.

II. STRUCTURE-BASED ADJUSTMENT FOR SPATIAL MASKING

In [4], the spatial masking effect considering the local color image context is exploited to calculate variable just noticeable color difference (JNCD) or variable JNCD (VJNCD) of each color pixel in the uniform CIELAB color space. That is,

$$VJNCD_p = JNCD_{lab} \cdot s_c(a_p, b_p) \cdot s_l(E(L_p), \Delta L_p)$$

(1)

where \( s_c(a_p, b_p) \) is a weighting function used by the CIE94 color difference equation for adjusting the dimension of the ellipsoid along the chroma a, b axis, \( s_l(E(L_p), \Delta L_p) \) is texture masking adjustment primarily induced by average...
background luminance $E(L_p)$ and luminance gradient $ΔL_p$ for pixel $p$ of the color image, and $JNCD_{Lab}$ is the basic visibility threshold of color difference in the CIELAB space. The basic threshold has been found around 2.3[10]. By using the colors on the surface of the VJNCD sphere, the perceptual redundancy inherent in each color pixel in color images can be estimated. According to the principle recently introduced in [8], the input scene information received by human eyes is not fully processed by the HVS and some information with structural irregularities is avoided and hard to be predicted. Herein, the structure-based adjustment, $s(l(LR_p))$, caused by considering the amount of luminance residual, $LR_p$, is proposed and incorporated to improve the estimation of variable just noticeable color difference. In this paper, both the structure-based adjustment and the texture masking adjustment are adequately combined to design a new spatial masking function $A(p)$ for modifying Eq. (1). For simplicity, only the luminance dominated structural irregularity inherent in the color image is investigated, while considering the fact that the human eye is more sensitive to luminance than to chrominance.

Based on the concept of internal generative mechanism of human of brain theory, the structural irregularity of an image is from the uncertain information which is hard to be predicted for the HVS. We reasonably regard the uncertain information of the image as the residual part between the image and its prediction part [9]. An computational prediction autoregressive (AR) model for the luminance component of the color image is therefore exploited and given by

$$L'_p = \sum_{p_i \in R} k_i L_{p_i} + v_p$$

(2)

where $L'_p$ is the predicted luminance value of pixel $p$, $p_i$ the $i$-th neighboring pixel in the surrounding region $R = \{p_1, p_2, ..., p_n\}$ and $\{k_i\}$ the model coefficients which are determined by minimizing the variance of the white noise $\{v_p\}$. The residual part is then computed as the uncertain information to construct the relation between structure-based adjustment and structural irregularity.

III. VERIFICATION OF THE IMPROVED VARIABLE JUST NOTICEABLE COLOR DIFFERENCE

The performance of estimating the improved variable just noticeable color difference is verified by incorporating Eq. (1) into Chou’s model [4] to compare the accuracy of estimating the visibility thresholds of color images. For a particular color pixel, the perceptual redundancy is quantitatively measured by analyzing the loci of colors which are perceptually indistinguishable from this color. In [9], the loci form a sphere centralized at this color’s coordinate with the radius of VJNCD in the uniform CIELAB color space and used to compute the visibility thresholds of color pixels in color images. The improved VJNCD of the color pixel $p$ within a complex image is then redefined as

$$VJNCD _p' = JNCD_{Lab} \cdot s_c(a_p, b_p) \cdot A(p)$$

(3)

The procedure for estimating the perceptual redundancy of a pixel in an arbitrary color space is firstly to transform the color pixel to the CIELAB space. By using Eq. (1) that utilizes the improved spatial masking function in this paper, the corresponding improved VJNCD threshold is obtained. Under the perceptually conservative restriction controlled by the luminance, some critical colors on the surface of the improved VJNCD sphere are selected to transform back to the target color space. Finally, an approximate rectangular subspace is obtained to quantify the perceptual redundancy and the visibility thresholds of the color pixel for each color channel are calculated.

The verification of the improved variable just noticeable color difference for color images is inspected by comparing the accuracy of estimating the visibility thresholds of color images in each color component. Herein, a subjective test is conducted to inspect if the estimated visibility thresholds is consistent with the HVS. Suppose a test image is represented in the YCbCr color space, the visibility threshold for each color pixel in each color component of the color image is randomly added to or subtracted from the corresponding color pixel. The accuracy of estimating the visibility thresholds is better if the PSNR of the contaminated image is lower, while the visual quality of the contaminated image has nearly the same as the original image under the specified viewing condition.

IV. SIMULATION RESULTS

In the viewing test, the original color image and its noise contaminated image are randomly placed side by side on the monitor. The test is carried out in the dark room when the subject observes the image pair on the monitor at a viewing distance of six times the image’s height. In the simulation, a variety of standard test color images are used. The color pixels are represented in YCbCr format. 16 subjects who have normal eyesight or had been corrected to be normal take part in test.
In Fig. 1, the original color image of “Zuerst” (Fig. 1a) and its noise contaminated version (Fig. 1b) of PSNR=34.95dB by the associated visibility thresholds in three color components are shown, while the two images are perceptually indistinguishable from each other under the viewing condition mentioned above. To achieve a fair comparison for verifying the improvement of the existing variable just noticeable color difference, the simulation results are compared with the color visual model proposed in [4]. The PSNR of the noise contaminated color “Zuerst” image by the method presented in [4] is 36.87dB at nearly the same visual quality. Fig. 2 shows the experimental results for “Pepper” color image. It is shown that the improved spatial masking estimation based on the uncertain information indeed achieve larger noise concealment in the regions with structural irregularity, while the visual quality of the noise contaminated image has nearly the same as the original image under the specified viewing condition. Under the same perceptually indistinguishable visual quality for 12 standard test color images, the average PSNR of the noise contaminated color images by the proposed method is 1.4dB lower than that by the Chou’s method. The
proposed spatial masking adjustment successfully shows better performance.

V. CONCLUSIONS
In this paper, the estimation of just noticeable color difference in color images is improved by using a new spatial masking. By using the brain works of the human visual perception which is sensitive to the orderly stimulus that is easily predicted and is insensitive to the disorderly stimulus, the estimation is incorporated with a simple prediction model to effectively obtain a new spatial masking function. We use the function to improve the just noticeable color difference for computing the visibility thresholds of color images for performance comparison. With the new spatial masking function, the proposed spatial masking adjustment successfully shows better performance than the existing masking method.
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Abstract—In this paper we present a new method for content-based image retrieval. The method is based on querying databases by approximate shape representing given object. In this way all images containing the object may be found. Shapes are specified as a set of geometric primitives and attributes. Relations between primitives are represented by a graph. Our graph matching algorithm is used for computing the level of similarity between shapes. The method may be also used for searching transformed as well as partially covered objects. Experimental results showed the efficiency of our approach.

I. INTRODUCTION

SEARCHING for specific images or any graphical objects is one of the most challenging problems in image analysis, called image retrieval. The large image data sets are stored in databases, file systems, Internet resources, and other repositories. Moreover, the size of each individual image is increasing due to the development of new high-resolution sensors. Methods which are used in order to retrieve images may be grouped into the following three categories: Keyword Based Image Retrieval (KBIR), Semantic Based Image Retrieval (SBIR) and Content Based Image Retrieval (CBIR) [1].

The KBIR methods are based on metadata which describes images stored in the database. During the query, the set of keywords is compared with the metadata-textual description for each image, which most often contains also a set of keywords. KBIR methods provide good results and are fast, but their quality depends on the image annotations. In many cases image descriptions are not available, annotations are incomplete or not ambiguous. For example the person who is preparing keywords for images may not have enough knowledge or identify some objects wrongly. There are also some algorithms which tries to prepare keywords automatically without human interaction, but they suffer for the same problems. Moreover the number and precision of descriptions is also very important. In order to overcome problems with proper keywords, the CBIR algorithms were proposed [2]. In this group, a query has a form of a sample image, which is used to retrieve similar images. In SBIR methods queries concern semantic meaning of the image. They are based on textual annotations or automatic image recognition.

In this paper, a new Content Based Image Retrieval method is proposed. The idea is based on image decomposition into primitives with attributes. The detected primitives are transformed into a graph which is used for object matching. The main advantage of our method is that it is not based on strict comparison of objects, but it compares approximate shapes, therefore it may be applied for transformed (e.g. scaled, rotated, tilted) as well as partially covered objects.

The paper is organized as follows: next section describes the review of existing content-based image retrieval methods and the motivation to this work. Our algorithm is presented in the section 3. Finally, experimental results, conclusion and further directions of our research are given.

II. CONTENT-BASED IMAGE RETRIEVAL

Two types of CBIR algorithms may be distinguished: low-level approach and high-level one. The low-level algorithms, during image processing, use the whole frame, e.g. computing normalized color histogram [3], a difference moment and entropy [5], spatial domain [4] or MPEG-7 shape and texture descriptors [6]. The results of low-level algorithms are most often precise when searching for the whole image (e.g. a painting), but when querying for a specific object they are insufficient. In this case, the high-level algorithms provides much better results. Most of them are based on regions which are groups of similar pixels. After region extraction, they are transformed into graphs and compared with graphs from the database. During the region extraction different techniques are used, e.g. color-based or fuzzy patterns recognition [7]. This group of algorithms provides very precise results but are problematic for users when they does not have full knowledge about searched objects or does not have sample query image.

Our work focuses on CBIR method based on query by shape. Such methods are useful when a user looks for images containing given class of objects, and the query is specified as an approximate sketch drawn manually or using graphical editor. There are some methods which deal with this problem. In [8] the human drawn image sketches are compared, but their algorithm relied on low-level image sketch and was not oriented on objects. There are a lot of methods for shape extraction from images for image retrieving. They are based of FFT [10] or on extracting some features of the shape [9]. Others are using stroke points with gradient fields which are combined with Poisson HOG [15] or edge based shape vectors [16]. There were also some attempts to use both raster and vectorized image, e.g. using color moment and topogeo
descriptors [17]. It was shown that shape-based image retrieval methods are very efficient. But existing methods are based on strict shape matching, therefore transformed or partially covered shapes may not be recognized. In [11] a method where query image may be a hand-drawn sketch was proposed. The method compares the query with the whole image using wavelet decompositions.

In our previous work [12], [13], [14] we proposed some high-level methods which are based on predefined shapes, easy to draw by a human but also to extract from the query image. Our preliminary works showed that our graph-based representation of shapes is very suitable for object matching, even when object are deformed. Hence, we decided to continue our research. The goal of this research was to propose a new CBIR algorithm which will be suitable not only for queries specified by image objects but also for human drawn queries. The queries decompose object shape into smaller parts which are then compared with shapes extracted automatically from images stored in the database. Moreover, because objects are represented by approximate shapes, the matching is defined by the level of similarity.

Our previous researches were focused only on two primitive types - lines and ellipses. During the tests, we found that this set provide good results for human-based, angular objects, but for the other types, the results may be insufficient. In order to improve the precision of results for such objects, the primitive set had to be extended with rounded ones. Moreover, during experiments we also noticed that in some parts of objects there is very important to store the relations between primitives of the same type. For example, some of the lines in the bicycle object are connected with each others and when combined, they create a chassis. In our previous researches that situation was covered by connections between primitives in the graph, but we decided to strengthen the validity of that fact.

III. QUERY BY APPROXIMATE SHAPE

The method is based on two ideas: an object representation and a matching algorithm. Objects are specified using shapes decomposed into primitives which are extracted from the image or are drawn by an user. Shapes are represented with graphs, where nodes correspond to primitives and edges are between nodes associated with adjoining primitives. After building a graph, the matching algorithm, which compares the queried object with an object from the database, is applied. The system overview is shown in the Fig. 1.

A. Object representation

The main idea of our approach is based on approximation of any shape with limited set of simple primitives. Each primitive shape may have attribute defining size, color, orientation etc. The two most basic types of primitives are line segment and arc. Usually lines and arcs compose more complex shapes, therefore we also consider polylines and poly arcs as primitives. When polyline (or poly-arc) creates closed loop, it creates a plane. Since the plane has additional attributes like texture or color of the surface, we also consider polygons and arc-sided polygons as primitives. Hence, 6 different primitives are distinguished (Fig. 2). All shapes are approximated using the above primitives with attributes. It is very important that approximation should be deterministic, i.e. similar objects should be approximated with similar shapes. Query images as well as images from the database are approximated in the same way.

The predefined set of primitives allows approximation of different shapes, even composed of curved segments. For each primitive we also define the following basic attributes, which describes orientation of the primitive:

- for line segment: the size and the angle defining the slope,
- for polyline and polygon: the number of line segments, attributes of the following line segments,
- for arc: the size and the angle,
- for poly-arc and arc-side polygon: the number of segments, attributes of the following arcs.

In order to allow comparisons of shapes with different sizes, all sizes are normalized and have values between 0 and 1.

The approximation of any object is done using the following procedure: first edge detection is performed. Then all segments are approximated with lines and arches, next all polygons and arc-sided polygons are extracted, finally connected lines and arches are converted into polylines and poly-arcs. Since after line segments detection in real life images very often lines are divided into smaller parts, a line merging should be applied. If the distance between endings of two line segments is below the line merging threshold (Fig. 3 a)), their angles should be tested. If for both segments angles are the same, the merging could be performed. Moreover there may be also a situation when an arc was detected as a set of lines (Fig. 3 c)). In order to detect and convert set of segments into an arc, firstly it should contain at least 3 connected segments with endings in very close distance. Next, the angles between lines should be measured. If their values are the same—the set of segments could be converted to an arc (Fig. 3 d)).

The predefined set of primitives covers most geometric shapes, The Fig. 4 shows the example car (b), bicycle (c) and flower (d) objects. There may be noticed that all circles are detected as arches (with 360° angle). Next, all primitives based on arches and line segments have to be detected. Firstly all polygons and polygon arches are extracted, next polylines and poly-arcs. When a primitive is detected, all its line segments or arches must not be used as part of other primitives.

After detection of primitives, the graph representation is being built. During this process, the following relations between primitives are stored:

- which primitives are close to each other or which primitives are connected,
- positions of the above primitives (using 8 directions: N, E, W, S, NW, NE, SW, SE - see Fig. 5).

When some primitives are connected to each other, they create a more complex shape (e.g. adjoined triangles, quadrangles and arches). Because information about which primitives belong to which complex shape and how complex shapes are
situated to each other may be useful during object matching, it is also stored. Moreover, in real life images, sometimes primitives which should be connected are not connected but are placed in a very close distance, for example because of inaccuracies of line segment detection algorithm. To overcome this problem, the maximal distance between primitives is used when creating connections.

The Fig. 4 shows the conversion of a sample car, bicycle and flower objects into graphs. Firstly, the algorithm detected all base primitives - arches and lines. For the car and bicycle objects, wheels and gear were detected as arches with 360°, while their chassis as a set of lines. Some parts of car’s body were recognized both as arches and lines. For the flower object, stalk and all petals were detected as arches. The second algorithm step, construct more complex primitives on the basis of the previous detection. Firstly, polygon arches and polylines are extracted as a result of the process of line and arches endings examination. For example, if the distance between two lines endings is lower than maximal distance threshold, they are combined as a polyline. The maximal distance threshold was introduced as a result of our previous tests with real life images. Very often we noticed the situation when the lines had to be connected, but as a result of some failures of line detection algorithm there was some space between the endings. In this step, all petals were combined as a one polygon arc, and car’s windows and bicycle chassis as polylines. After polylines detection, the algorithm checks if they could construct a polygon (as a result, one of the windows and part of chassis were transformed). The last algorithm step constructs complex shapes and graphs. All detected primitives which are close to each others are combined using maximal distance threshold. All their position relations are stored, as was stated previously (e.g. the stalk arc is slightly on the left and below the petals polygon arc - the SW direction). For
Fig. 4. The examples of primitives detection and graphs used for comparisons.
Fig. 5. The directions used in the algorithm and example of usage.

the car, 7 complex shapes were created, because there were unconnected groups of primitives. But in case of the flower, all primitives were connected and created only one complex shape.

B. Matching algorithm

The matching algorithm is partially based on our previous research [12]. All comparisons between objects are performed hierarchically in order to improve the performance, but also to reject objects which are not similar in the first steps. The algorithm is as follows:

Assumptions:
1. $O$ - searched object
2. $M$ - object from the database with which $O$ is compared
3. $T_{CS}$ - threshold which defines the minimal number of complex shapes from $O$ matched with $M$ - values: $< 0, 1 >, 0$ - none, 1 - all
4. $T_P$ - threshold which defines the maximal difference between parameters, values: $< 0, 1 >, 0$ means the values are the same
5. $T_N$ - threshold which defines the minimal number of connections to other primitives with the same type and mutual position between primitives - values: $< 0, 1 >, 0$ - none, 1 - all
6. $T_{sim}$ - threshold which defines the minimal similarity of two objects graphs, values: $< 0, 1 >, 0$ - objects are completely different, 1 - the same objects
7. Thresholds: $T_{CS}, T_P$ and $T_N$ are used only to improve the performance and to reject not similar complex shapes or primitives in the earliest algorithm stages.

1) Try to match all complex shapes of $O$ to all complex shapes of $M$, comparing the number and types of primitives and mutual positions.

a) $N_{CSO} = \text{the number of primitives in } O\text{'s complex shape with the same type as in } M\text{'s complex shape}$

b) If $sim_{CS} < T_{CS}$ then go to a) and compare $O$'s complex shape with the next $M$'s complex shape.

c) Add the pair of complex shapes to the list, storing theirs $sim_{CS}$.

2) For each pair of complex shapes $CS_O$ ($O$'s complex shape) and $CS_M$ ($M$'s complex shape) from the list:

a) Try to match primitives - compare each primitive $P_{CSO}$ of $CS_O$ with each primitive $P_{CSM}$ of $CS_M$:

i) If $P_{CSO}$ and $P_{CSM}$ types are different, check another $CS_M$'s primitive and go to a)

ii) Compare primitives attributes and compute $sim_P$ coefficient:

$$c = \sum_{i=1}^{n} \left[ (i^{th} \text{ attribute of } P_{CSO}) - (i^{th} \text{ attribute of } P_{CSM}) \right]$$

$$sim_P = \frac{c}{n}$$

iii) If $sim_P > T_P$ then check another $CS_M$'s primitive and go to a)

iv) Compare connections of $P_{CSO}$ and $P_{CSM}$:

$N_{P_{CSO}}$ = the number of $P_{CSO}$'s connection to other primitives with the same type and mutual position as in $P_{CSM}$

$$sim_N = \frac{N_{P_{CSO}}}{\text{the number of connections in } P_{CSM}}$$

v) If $sim_N < T_N$ then check another $CS_M$’s primitive and go to a)

vi) If $(1 - sim_P) \times sim_N$ is greater than previously stored values, store them as a new $P_{CSO}$’s matching:

$$P_{sim_{CS}} = (1 - sim_P) \times sim_N$$

b) Modify $sim_{CS}$ value for complex shapes pair $CS_O$ and $CS_M$:

$$sim_{CS} = \frac{\text{sum of } P_{sim_{CS}} \text{ for each primitive}}{\text{number of primitives in } CS_M}$$

3) For each $CS_O$ choose the $CS_M$ matching using the highest $sim_{CS}$ values. If there are more than one maximum value, use the mutual positions of complex shapes.

4) Compute the graphs similarity coefficient:

$$sim = \frac{\text{sum of each complex shape } sim_{CS} \text{ of } O}{\text{the number of complex shapes in } M}$$

5) If $sim < T_{sim}$ then objects are not similar.

IV. Experimental results

The algorithm was firstly evaluated using cars, bicycles and flowers objects. The Fig. 6 and Fig. 7 shows sample images, their graphs and normalized attributes. In the tables, the 'Complex shape' column contains the sequence number (which may be used e.g. as a reference to a specific complex shape). The 'Primitive' column was divided into two sub-columns: 'No' and its 'type'. The 'No' contains the sequence number of a primitive which is unique in the whole image. The
'Attributes' column consists of the 'count' which informs how many sub-primitives constructs the primitive and the 'Values' which is a list of attribute values for each sub-primitive. As mentioned earlier, the attribute is computed as a normalized sub-primitive angle which stores values between 0 and 1. For lines the direction angle is used, for arches the central angle is used.

When comparing the same classes of objects, the sim values should be high. In our tests, for comparison of car 1 with car 2 from Fig. 6 the sim value was equal to 0.75 which means that objects are similar in 75%. Because in both graphs there are two complex shapes containing only one circle (arc with 360°= 1 after normalization), after algorithm execution, there were two candidates of matching for complex shapes no 5 and 7 (in car’s 1 graph). In order to choose the best matching, the algorithm checked the mutual positions with other complex shapes. Comparisons with different classes should result with lower sim values. For example when car 1 was compared with a bicycle from Fig. 7 a) and b), the sim value was equal 0.14. For completely different classes, like hepatica flower (Fig. 7 c) and d)), the sim reached 0 value. The hierarchical comparisons enabled faster rejections of not similar complex shapes, which resulted in much lower number of detailed comparisons.

In order to evaluate the algorithm with greater number of images, the prototype application was developed using C++ and OpenCV image processing library. For line detection the Line Segment Detector (LSD) algorithm was used, which is known for providing precise line segment detection results [19]. All detected segments were tested if they can construct one bigger segment and an arc. Moreover, Circular Hough Transform was used to detect circles and improve number of correctly extracted primitives. The images were preprocessed using i.e. morphological operations. After primitives detection, all of them were grouped into complex shapes using minimal distance criterion. During our future research, the primitives extraction algorithm will be refined. As a database, 105 real life images of cars, motorbikes, bicycles and scooters were used. Some images contained background with other objects. In order to evaluate the performance of our algorithm the precision and recall coefficients were used, defined as following:

\[
\text{precision} = \frac{\text{number of relevant results images}}{\text{total number of results images}}
\]

\[
\text{recall} = \frac{\text{number of relevant results images}}{\text{total number of relevant images in the database}}
\]

Moreover, the algorithm was also compared with simple region-based method. The precision and recall results for example car, bicycle, scooter and motorbike query images (Fig. 8) are presented in the Table 1. It can be seen that our algorithm provided much higher precision values in comparison to the region-based method. For the region-based algorithm, bicycle objects are problematic due to the small uniform color areas which leads to smaller precision values. Contrary, car objects very often contain many big uniform areas and the results are much more precise. Our algorithm is not sensitive to such problems and for both object classes provided high number of correct results. The Query by Shape algorithm provided the best results for the bicycle sketch image, because it contained only the most important primitives for each bicycle. The worst results were obtained for the scooter object because for some bicycle and motorbike objects it obtained enough sim value to qualify them as a correct results.

One of our aim is to provide the algorithm which is able to perform both types of queries: manual (a sketch manually drawn by an user which is then converted into a graph) and automated (graphs automatically detected from input query images) using the same database without any modifications. Because of that fact, we performed also experiments using manually drawn objects and the same database (with the same automatically generated graphs) as in previous tests. For example the bicycle object (Fig. 9) provided results with 0.77 precision.

Since nowadays more and more people are using web searching engines to find specific images, we performed also another tests in order to compare our algorithm with Google Images Search engine. Due to the fact that our Query by Shape system was run on an average performance laptop and Google Images is using huge data centers to process queries, the results cannot be compared directly, but they show differences between approaches. As the query images, we used the same files as for our algorithm (Fig. 8). The results for almost all images were very precise, because the Google Images Search algorithm tries to firstly find the same images and then if none are available it tries to find similar ones. The Google algorithm during query processing uses not only the image data, but also some textual annotations which were chosen to best describe the image. The most precise results were obtained for Mercedes Benz (Fig. 12) and motorbike queries, which was caused by very precise recognized textual descriptions - "mercedes benz s class 1998" and "yamaha 125". However, Google Image Search did not provide the best results for all queries, e.g. the sketch of a bicycle and the scooter. The bicycle sketch was recognized as a "cyclist", but also as a simple, black and white sketch which resulted in only schematic images in the result set (e.g. our Query by Shape provided all types of bicycle images). For the scooter image, the results were much worse. The keywords assigned to the query were "dk raven" and as a result none scooter image were returned but only one type of a specific kind of a bicycle. The tests showed that Google Images Search engine provides very good results for images which are known for it, e.g. previously indexed with proper keywords. For objects which are new, the results may be moderate or even completely incorrect like for the scooter image. Moreover, the Google Image Search engine tries to find the exact object images (for example the same model, color and year of a car). Our algorithm, Query by Shape, tries to find images of objects with the same class (e.g. a car or a bicycle), allowing different
Fig. 6. The example attributes of two compared cars.
colors, orientations and other differences in attributes.

V. CONCLUSION AND FUTURE WORKS

In this paper the new CBIR algorithm, using query by approximate shape, was presented. The idea of the method is based on decomposition of shapes into smaller segments - primitives, which are described by theirs attributes. Based on detected primitives, a graph representation of the shape is built, then it is compared with graphs stored in the database. The algorithm is suitable for queries using input image as well as for human-drawn queries. In comparison with our previous research a complete set of primitives was defined, a new graph constructing procedure was used, the matching
algorithm was improved and adopted to complex primitives. The experimental results, especially in conjunction with our previous works, are very promising. The main advantage of our approach is that it may be applied to transformed or partially covered objects.

In the future research we will evaluate our approach using greater number of object classes from available image databases, and we also compare the efficiency of our method with more existing state of the art CBIR approaches. Moreover, some modification should be added in order to add ability to achieve better matching e.g. to detect mirrored objects. More advanced graph matching should be also performed, e.g.
solving an optimization problem with constraints [18]. Another direction of future research is an efficient storing of objects graphs in the database. Some initial works were performed in [14], but more advanced research should be done.
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Abstract—The article presents new results achieved during researching the distance measuring method that is a part of the group of techniques defined by the formulated Depth From Defocus (DFD). It was developed specifically for the video sensor determining the momentary volume of ejected blood (SV) from the blood chamber of the pneumatic artificial heart. In [1], [2], the image is produced by a stationary camera equipped with a lens with a fixed focus. The camera is placed above the diaphragm so as to allow the observation of its entire surface. The proposed solution is characterized by the fact that during measurement the position of the camera and all lens and camera settings (focus, aperture, focal length) remain unchanged. Only the position of the observed markers located on the flaccid diaphragm is subject to change, Fig. 1a, which shape can change with the frequency of up to 3 Hz.

The article presents new results achieved during researching the distance measuring method that is a part of Depth From Defocus techniques. The method has been developed to determine the shape of the flaccid diaphragm used in the Ventricular Assist Device (VAD). The shape is determined on the basis of distance measured between the camera and objects (markers) located on the flaccid diaphragm. Experiments were carried out using a stationary camera and circular markers with a diameter from 3 mm to 9 mm.

The goal of this paper is to present the influence of the object (marker) size on the distance range measured between the camera and diaphragm used in the external pneumatic prosthetic heart.

I. INTRODUCTION

The article presents new results achieved during researching the distance measuring method that is a part of Depth From Defocus techniques. The method has been developed to determine the shape of the flaccid diaphragm used in the Ventricular Assist Device (VAD). The shape is determined on the basis of distance measured between the camera and objects (markers) located on the flaccid diaphragm. Experiments were carried out using a stationary camera and circular markers with a diameter from 3 mm to 9 mm.

The goal of this paper is to present the influence of the object (marker) size on the distance range measured between the camera and diaphragm used in the external pneumatic prosthetic heart.
The essence of the presented measurement solution is based on the analysis of the image produced by the marker moving away from its location for which its focus was set. Figure 2 shows the profiles of horizontal lines of images indicated by the center of gravity of the marker as well as their behavior during changes in the distance of the marker from the camera. For sharp views of marker lengths AA’ and BB’ in Fig. 2 are almost vertical, which indicates a sharp cut-off of the view of the marker from the background. When the marker approaches the camera image blurs. As a result, points A’ and B’ move respectively in direction A” and B”. At the same time the distance between points A and B remains practically unchanged. When the marker moves away from the camera points A” and B” return to their original position (A” → A’, B” → B’), and the marker image becomes sharp. The marker further distancing from the camera results in a decrease in the view of the marker and the image blurs. In the case under consideration a displacement of points A → A” i B → B” is observed. The sequence of changes in the position of points A, A’, B, B’ determined when approaching and moving away from the marker with the camera at a step $\Delta L = 0.01 \text{m}$ is presented in Fig. 3. Changes in positions of points A, A’, B, B’ shown in Fig. 2 and Fig. 3 are the basis for determining the distance marker. For this purpose, the image from the camera is subjected to defuzzification. Defuzzification was performed using image binarization with a threshold $T_H$ equal to 70.

The selection of the binarization threshold consists of determining such a $T_H$ value, so that a uniform distribution of intersecting points of horizontal image line profiles is obtained (indicated by the marker center of gravity) with a line showing the $T_H$ test value, Fig. 3. The location of the determined points univocally associated with distance $d$ of the marker to the plane of camera image, Fig. 3. The points distribution is described by the equation during the calibration process. The result is a relation describing the distance of the marker to the image plane of the camera.

**III. MOTIVATION**

The motivation to work on video sensor hardware and software (soft-sensors) to measure the $SV$ pneumatic pulsating heart supporting pump were the test results obtained in the framework of the "Polish Artificial Heart"
project [12]. Both [13], [14] have demonstrated that the instantaneous stroke volume can be determined by an acoustic technique using the Helmholtz resonator theory. Knowing the limitations of the developed method the project also examined the possibility of using other techniques and measuring devices [15], including the video camera [16]. [16] shows that the measurement of momentary stroke blood volume of the ReligaHeart® EXT heart prosthesis using a video camera and a marker is ambiguous and burdened with error. The experiment described in [16] was verified by conducting a test using a model of the heart supporting pneumatic pump. In the test, just like in [16], occurrences of stroke volume measurements were noticed for which different shapes of the flaccid diaphragm were characterized with identical positions and marker areas, Fig. 4. This behavior of the marker prevents unambiguous determination of blood stroke volume only on the basis of analyzing changes in its position and the size of the surface area.

Using flaccid diaphragms in the heart prosthesis, even though raises many problems, is necessary and justified from a medical point of view. Such a diaphragm limits the formation of coagulation and eliminates the problem of sedimentation of blood (dividing into fractions). This does not change the fact that the problem of determining the momentary stroke volume of blood from the blood chamber of the pneumatic pump heart assist device (artificial heart) remains unresolved, and the safety of its use is based solely on its visual inspection: "One of the main advantages of the extracorporeal, polyurethane blood pump is its transparency that allows running continuous visual inspection of the pump status and its quality of work." [17] As an alternative to the present status it is proposed to use virtual reality technology in the sensor system of the chamber. In the method presented in [18], the camera captures a two-dimensional image of the diaphragm equipped with passive markers, Fig. 5. Markers are used to determine characteristic points of the flaccid diaphragm in 3D space. Knowing the position of these characteristic points in [18] the method of reconstructing the view of the diaphragm was stated.

This method initialized on an IBM PC type computer allows calculating the coordinates of nodal points of the diaphragm and to generate the visualization in 3D space with a frequency of 7 Hz. Exemplary results of the reconstruction of the view of the diaphragm is shown in Fig. 5. The accuracy in the reconstruction, and thus determining the SV depends on [1],[2] by the number and arrangement of the markers as well as the precision of the determined distances. For this reason, the article placed great emphasis on the examination of the influence of the marker size on the value of the determined distance. The acquired dependencies and recommendations to use method [1],[2] was included in part V and VI of this study.

IV. MEASUREMENT SYSTEM CONFIGURATION

The influence of the size of the marker on the value of the determined distance was studied using the Optitrack v100: Slim camera. The camera was equipped with a tripod, a lens with a brightness of $F = 2.0$ with a fixed focus of $f = 16$ mm, visible light filter (high-pass filter, $\lambda \geq 850$nm), infrared illuminator with the wavelength $\lambda = 850$ nm and a illuminator driver. The operation of the controller and the IR

![Fig. 4 Unambiguous measurement of SV resulting from the usage of one marker: marker position [314px,318px], surface equalling 660px](image1)

![Diaphragm reconstruction result](image2)
lamp together are discussed in [19] – [21]. The experiment was performed in the configuration shown in Fig. 6. The distance marked in Fig. 6 equaled \( L_{\text{MIN}} = 0.105\text{m}, L_{\text{MAX}} = 0.175\text{m}, \Delta L = 0.001\text{m} \). In the study, the focus of the lens was set to a distance of \( L = 0.14\text{m} \), measuring from the image sensor plane of the camera. This position was taken as a reference point \( d_0 \) (zero position). All distance measurements were performed from this point. Measurements were performed for the range that included the permissible displacement of the front flaccid diaphragm occurring in the extracorporeal pneumatic heart prosthesis: \( d_0 \pm 0.035\text{m} \). Studying the influence of the size of the marker area on the scope of measured distances was divided into two stages. The first stage consisted of acquiring images of marker views. Images were acquired in grayscale with a resolution of 640px \( \times \) 480px. In the tests the distances were determined to the white plane, Fig. 6, bearing the marker. The marker was a black circle with a diameter from 0.003m to 0.009m. Exemplary views of the marker along with the result of its processing are shown in Fig. 7. The position of the plane with the marker was determined by setting it relative to \( d_0 \) with an accuracy of \( \pm 0.0001\text{m} \). For this purpose a 39BYG215A stepper motor was used. The engine with the pusher was placed on a crane. The tip of the pusher was attached to a movable plane, Fig. 6. The straight edge was mounted parallel to the crane, which was used for visually checking the accomplishments of each push given.

The second stage consisted of carrying out activities related to the processing of raster images according to the method provided in [1], [2]. The analysis was then carried out with the aim of searching the connection existing between the initial value of the marker, the range of change observed on the surface of the marker and the obtained measurement range.

V. RESULTS OF RESEARCH

Studying the effect of the marker area size for distance measurement was performed for markers with a diameter of 0.003m, 0.004m, 0.005m, 0.006m, 0.007m, 0.008m, 0.009m. The experiment was performed in the configuration shown in Fig. 6. All distance measurements were carried out with the same lighting conditions. For each \( i \)-th marker the marker area was first defined in neutral position \( d_0 \). Then the screen was moved towards the camera with a step of 0.001m. This was repeated until achieving a displacement of 0.035m. The displacement was realized by a stepper motor controlled by a microcomputer system. For each of the predefined positions the marker made 100 measurements of its surface area. The test results were accepted as the arithmetic average determined from a series of measurements. After the completion of this experiment the screen with the marker would come back to the zero position. In the next step, measurements were carried out, in which the screen with the marker would move away from the camera image sensor plane. As before, the change in the area of the tested marker was recorded with a step of 0.001m. The last measurement was performed with removing the marker relative to the position for which the sharpness was fixed at 0.035m. These actions were implemented for all seven markers tested. The results are presented in Table I. The surface areas of the markers presented in Table I were determined through operations on the image. For this purpose, for each measurement the following was carried out:

- image defuzzification;
- identifying the location of the spot on the image that matches the location of the marker;
- identifying the location of the center of the marker;
- determining the area of the marker in pixels.

The range of measured distances, in the studied DFD technique, is due to the nature of changes in the surface area of the marker view visible in the image after defuzzification. The resulting variability of the surface areas of the markers in the measuring range of \( d_0 \pm 0.035\text{m} \) is shown in Fig. 8. It shows that the least variability of 2383px (reference value), was obtained for the marker with a diameter of 0.003m. The marker with the given diameter, although most promising due to the possibility of a high density of markers on the diaphragm surface does not give the basis (only based on the

---

**Fig. 6 View of the measuring system**

**Fig. 7 Marker views (by rows): source image, image after segmentation, image result with the indicated center and analyzed marker surface**
knowledge of the measured surface area) to perform an accurate distance measurement. The change in the surface marker with a diameter of 0.003m as a function of distance dependence \( f(x) = 6.82x^2 - 279.42x + 3906.4 \). A similar result was observed for the marker with a diameter of 0.004m and 0.005m. The variability of these markers equaled 4571px (increase of approx. 2 times) and 6773px (increase of approx. 3 times) accordingly, and the nature of changes are defined by dependencies \( f(x) = 16.39x^2 - 579.83x + 7326.20 \) for the 0.004m diameter marker and \( f(x) = 26.81x^2 - 898.10x + 11,148 \) for the 0.005m diameter marker. Better quality results were obtained for markers with a diameter of 0.006m, 0.007m, 0.008m and 0.009m. The nature of the changes in their surface area are defined by third degree polynomials: \( f(x) = -1.54x^3 + 70.44x^2 - 1,445.7x + 15,841 \) for 0.006m; \( f(x) = -1.93x^3 + 93.99x^2 - 1,966.5x + 21,631 \) for 0.007m; \( f(x) = -2.57x^3 + 120.74x^2 - 2,541x + 28,071 \) for 0.008m and \( f(x) = -3.56x^3 + 179.39x^2 - 3,887x + 43,535 \) for 0.009m. For the given markers change ranges were determined: 9,646px (increase approx. 4 times), 12,984px (increase approx. 5.5 times) 17,193px (increase of approx. 7 times) and 26,298px (increase of approx. 11 times). The obtained results show that the best of the tested markers to measure distance was the marker with a diameter of 0.009m. The marker with such a diameter, however, is not suitable for use in the task of determining the shape of the diaphragm (flaccid diaphragm) of a pulsatile pneumatic heart assist pump. Due to its size it does not provide the assurance of performing a high density of markers on the surface of the diaphragm, in order to precisely reproduce its shape in a computerized measurement system. Accurate projection of the diaphragm shape requires displaying the greatest possible number of markers on its surface, Fig. 5. Hence the simple conclusion that the markers should be as small as possible. Therefore, the analysis of the test results were repeated. At the time it was noticed that the implementation of the standardization of the results with respect to the surface area of the marker captured at point \( d_0 \) introduces a significant change in the acquired variable ranges of the marker surface areas, Table II. The graphic visualization of the results are shown in Fig. 9. As a result of carrying out the standardization of the results it turned out that the diameter of the marker had no significant impact on the accuracy of the distance measurement being performed. The shape of the "Mean Value" curve presented in Fig. 10 was described by the polynomial \( f(x) = -0.025x^2 + 0.124x^2 - 0.238x + 0.140 \), where \( x \) is the normalized surface area of the marker.

### Table I.

| Displacement in relation to position zero in [m] |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| -0.035 | -0.030 | -0.025 | -0.020 | -0.015 | -0.010 | -0.005 | 0.005 | 0.010 | 0.015 | 0.020 | 0.025 | 0.030 | 0.035 |
| 0.003m | 3598 | 3397 | 3170 | 2922 | 2682 | 2449 | 2247 | 2021 | 1806 | 1590 | 1449 | 1334 | 1215 |
| 0.004m | 6793 | 6270 | 5746 | 5251 | 4787 | 4370 | 4013 | 3443 | 3224 | 3007 | 2796 | 2598 | 2407 | 2222 |
| 0.005m | 10334 | 9495 | 8706 | 7954 | 7263 | 6633 | 6090 | 5246 | 4914 | 4615 | 4335 | 4066 | 3808 | 3561 |
| 0.006m | 14431 | 13239 | 12122 | 11106 | 10187 | 9356 | 8619 | 7402 | 6897 | 6424 | 5988 | 5571 | 5171 | 4785 |
| 0.007m | 19719 | 18077 | 16556 | 15174 | 13910 | 12789 | 11778 | 10109 | 9442 | 8823 | 8249 | 7716 | 7214 | 6735 |
| 0.008m | 25647 | 23454 | 21464 | 19681 | 18064 | 16611 | 15313 | 13095 | 12175 | 11322 | 10526 | 9778 | 9088 | 8454 |
| 0.009m | 39891 | 36419 | 33311 | 30594 | 28147 | 25936 | 23935 | 20496 | 19033 | 17721 | 16533 | 15442 | 14480 | 13593 |

For a displacements equalling zero all sizes of determined surface markers took on the value of 1.
For the given equation the average distance measurement error did not exceed ±0.00035m.

VI. CONCLUSION

The article includes the course and results of the new DFD technique [1,2]. The purpose of the experiments was to determine the influence of the marker on the result and the scope of the measured distance. Tests were carried out for seven markers with a diameter of 0.003m to 0.009m.

The method of measuring the distance presented in [1],[2] have been developed to determine, in real time, the shape of the flaccid diaphragm [18] of the pulsating pneumatic heart assist pump (artificial heart), Fig. 5. Therefore, it was particularly important to evaluate the effect of the measurement method in the range of movements that the diaphragm is subject to in the prosthetic heart model.

The achieved results show that in the range of d0 ±0.035m the tested technique allows to obtain high accuracy measurements. The measurement error during the test did not exceed ±0.00035m [1].

Based on achieved results the following recommendations were formulated:

1) where the standardization is not used it is recommended to use markers with a diameter no less than 0.006m;
2) the normalization of the determined surface area of the marker enables the use of markers having a diameter of no less than 0.006m;
3) in order for the distance measurement results to be independent from the diameter of the marker it is recommended to use the standardization of the marker surface area and determine the distance to the object from the polynomial f(x) = -0.025x^3 + 0.124x^2 - 0.238x + 0.140, where x is the standardized surface area of the marker.
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Abstract—The method of key sharing between a mobile unit and a base station through a wireless MIMO-based fading channel is investigated. The description of a key distribution protocol is given. The expression to estimate the correct key bit agreement based on the use of guard interval is proved. Statistical properties of the key string are tested using the NIST criteria. Impossibility of key string eavesdropping by illegal users is guaranteed due to small values of correlation between legal and eavesdropper carrier phases. Numerical examples show that the MIMO system with 8 antennas is able to agree 256 bits with a reliability value 0.99 for SNR equal to 35 dB. This experiment confirms that the MIMO scenario is especially effective for secret key distribution.
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I. INTRODUCTION

Secure transmission is still a concern for wireless mobile devices due to broadcast nature of signals. Although traditional secure systems employ private or public-key cryptography independently of physical transmission, there is a growing interest in physical layer security methods that exploit noisy telecommunication channels and channels with multipath wave propagation.

In a pioneered paper [1], Wyner introduced the wire-tap channel concept with two types of channels: the main channel (less noisy) and the wire-tap channel (more noisy). Wyner's theorem states that under some (not very strong conditions) there exist such encoding and decoding procedures that reliable transmission on the main channel and zero information leakage on the wire-tap channel can be provided with an increasing of the block lengths if the transmission rate is less than the so-called secrecy capacity $C_s$. In the post-Wyner's period there appear a lot of paper devoted to a generalization of wire-tap channel models [2, 3, 4, 5, 6] and to a specification of the amount of information leaking to eavesdropper [7]. But unfortunately it is still unknown constructive encoding and decoding procedures providing a transmission rate close to secrecy capacity. Next advance in the physical security area occurs due to Maurer’s paper [8] at the cost of public discussion between legitimate users. Such approach allows to share secret keys between legitimate users even in the case when the wire tapper observes a “better” channel than one used by the legitimate user but only if the wire tapper is passive (that is in another words if legal channel is authenticated). After a common key sharing the legitimate correspondents can use ideal Shannon’s one-time pad cipher [9].

The idea of a common key sharing and the execution of an ideal cipher is very positive especially in the so called post-quantum period when it is assumed that many cryptographic algorithms can be broken by a quantum computer [10]. But such approach requires to share a very long secret key string before ideal encryption. Moreover, in order to provide a secure key sharing that means to get a negligible amount of Shannon information leaking to an eavesdropper about this key, it is necessary to be sure that signal-to-noise ratio at the input of wire tapper receiver is fixed and known for legitimate users. In order to avoid such strong requirement it has been proposed to execute (for mobile users) a multipath wave propagation in some wireless channels [11, 12]. Unfortunately if mobile unit stops it may result in a very slow and small channel fluctuation. In order to take for granted some given randomness level it would be better to create this randomness artificially by means of legitimate users. In [13] it has been proposed a method using smart antenna excited randomly by electronic means. More detail investigation of such approach was undertaken in [14]. But such approach requires a special construction of a Variable Directional Antenna.

The explosion of interest to multiple-input multiple-output (MIMO) systems soon led to a realisation that exploiting the available spatial dimensions can also enhance the secrecy capabilities of wireless channels [15].

One of advantage of MIMO system for key sharing is its property that a presence of many antennas results in a better randomisation even for very small transfer of mobile units. It is worth to note that in contrast to communication system where a presence of MIMO devices results in interference of signals at the receiving antennas, key sharing occurs avoidable of such interference because in that case it is necessary to form any but only coinciding key bits. The last property is provided thanks to the Reciprocity Theorem of radio wave propagation between variables.
transmitting and receiving sides of MIMO-based link. Further
investigation of MIMO-based key distribution protocols (KDP)
was undertaken by authors of the papers [16], [17]. But a
final solution of this problem is very far from a termination.
First of all it is requested to increase the key generation rate
providing simultaneously high secrecy and good statistical
properties of the shared keys that should be close to truly
random data. Namely these questions form the main subject
of our investigations undertaken in the current paper.

The remainder of the article is organised as follows. Section
II describes the model of MIMO channel with point
of view key sharing protocol. In Section III algorithm of
key distribution is presented jointly with estimation of key
bits reliability and key rate generation. Section IV discusses
system parameters optimisation. Section V concludes the paper
of our investigations undertaken in the current paper.

II. MATHEMATICAL MODEL OF MIMO-BASED CHANNEL

We assume that a key distribution protocol (KDP) is per-
formed between a mobile unit A and a base station B that
have the same number of antennas $N_A$ and that the signal
power radiated of each antenna is equal to $P_0/N_A$.

For a frequency-flat fading MIMO channel, the commonly
used discrete-time input-output relation for test-signal is given by

$$y = Hs + z$$

where $H$ is a square $(N_A \times N_A)$-matrix, $s$ is a transmitted
test-signal ($N_A \times 1$)-vector, $y$ is a received signal ($N_A \times 1$)-
vector, and $z$ is an additive noise ($N_A \times 1$)-vector of the MIMO
channel output.

Due to the Reciprocity Theorem the relation for back channel is

$$y' = H^T s + z'$

However the elements of the matrix $H$ can change during the
test signal transmission, generally speaking, and therefore
in order to provide approximated equally channel matrices in
direct and back channels it is necessary that the following
inequalities hold [18]:

$$\Delta t << T_c, \quad \Delta f << B_c$$

where $\Delta t$ is the delay in transmission between direct and back
test signals, $\Delta f$ is the frequency (Doppler) shift, $T_c$ is the
coherent time and $B_c$ is the coherent band with for the MIMO
channel.

In order to specify the values of the matrix $H$, it is necessary
to describe the channel model in detail.

Let us consider the multi-path MIMO channel model with
Raleigh fading according to [19] and presented in Fig. 1.

We denote the number of rays as $L$ and denote by $\beta_l$
the attenuation in the $l$-th ray, by $\phi_l, \psi_l$ the transmitted and
received angles, respectively, by $\Phi, \Psi$ the antenna diagram
angles, and by $\omega_l$ the frequency shift due to mobile units
transfer (Doppler effect).

Then the matrix $H(t)$ of the test signal at time $t$ can be
presented as

$$H(t) = \sum_{l=1}^{L} \beta_l (\mathbf{a}_R(t)\mathbf{a}_T^T(t)) e^{-j\omega_l t}$$

being

$\beta_l = a_0 e^{j\phi_l}$: signal attenuation resulting by reflection,
$\mathbf{a}_R(t),\mathbf{a}_T(t)$: response vectors at the receiver and at the
transmitter respectively.

$$\mathbf{a}_R = [1 e^{-j\Omega_{R_1}} \cdots e^{-j(N_A-1)\Omega_{R_1}}]^T,$n
$$\mathbf{a}_T = [1 e^{-j\Omega_{T_1}} \cdots e^{-j(N_A-1)\Omega_{T_1}}]^T,$$

- $\Omega_{R_1} = 2\pi d_R \sin \phi_l$: angular receiver frequency,
- $\Omega_{T_1} = 2\pi d_T \sin \psi_l$: angular transmission frequency,
- $\lambda$: wave length corresponding to carrier frequency,
- $d_R$: diversity interval for receiving antennas, and
- $d_T$: diversity interval for transmission antennas.

A typical example of the above channel model is the octal-
rays model of the railway telecommunication system having 8
antennas with distances $\Delta$, between them, mobile object speed
100 km/h, $\Phi = 28^\circ$, $\Psi = 180^\circ$, and carrier frequency 2.6 GHz.

Investigation of such model has been undertaken in many
papers (e.g. [20], [21] and others) and results of our inves-
tigations show that the entries of matrix $H$ can be correctly
approximated by zero mean Gaussian distribution with equal
variances.

The space correlation is determined only by mutual antenna
locations. Then space-time correlation can be presented fol-
lowing to the results of [22], [18] as

$$R_H(t) = R_H \cdot \rho(t),$$

where $R_H$ is the matrix of space correlation between antennas,
and $\rho$ is the time correlation function of antenna location. For
Jakes fading model [20], the function $\rho$ can be determined as

$$\forall t: \rho(t) = J_0(2\pi f_D(t)),$$

where $f_D$ is the Doppler spread and $J_0$ is the Bessel function of
zero order.
III. KDP BASED ON MIMO CHANNEL MODEL

The KPD is described in the following steps:

1) User B (base station) sends the test signal to the mobile unit A executing all antennas.
2) A calculates some parameter of the received signals.
3) Just after step 2, A sends the same test signal to B.
4) B calculates the same (selected in advance by both users) parameters of the received signals.
5) Both users A and B form the key bits from the found parameters using a quantisation procedure.

It is worth to note that the knowledge of MIMO-based channel model parameters can be ignored in KDP design if during the time of its execution these parameters are approximately constant. But this knowledge it is necessary to estimate a reliability of KDP (the probability of key bits coincidence for both correspondents), the statistical properties of key strings and its security (in terms of information leakage about this key to eavesdropper who can be located in some vicinity of users A and B).

We can see from relation (1) that each coordinate $y_i$ of the vector $\mathbf{y}$ is a complex Gaussian random value with amplitude

$$\mu_i = \sqrt{\Re(y_i)}^2 + \Im(y_i)^2$$

(here $\Re$ and $\Im$ are the maps that take the real and the imaginary parts of a complex number) and phase $\theta_i = \tan^{-1}\left(\frac{\Im(y_i)}{\Re(y_i)}\right)$, and these variables have Rayleigh distribution and uniform distribution, respectively. It has been proved in [23] that phases are less correlated versus distance between legal users and eavesdroppers than amplitude. Therefore our selection as parameter for the key bit generation, namely the phase quantisation procedure into $q$ intervals, is determined as:

$$f_Q(\theta_i) = q,$$  \hspace{1cm}  \text{if } \theta_i \in \left[\frac{2\pi q - \gamma}{Q}, \frac{2\pi q + \gamma}{Q}\right] \text{ with } 1 \leq q \leq Q \tag{2}$$

where $Q$ is the number of quantisation levels. Then the probability of an integer $q$ equals $\frac{1}{Q}$. Since the channel noise results in a transition of $q$ to $q'$ does not have the phase quantisation procedure into $q'$ intervals, then it is more likely to the bounds of the decision areas in (2), we propose to introduce guard intervals between decision areas as key symbols may be erased. Then the decision function (2) can be modified as:

$$f_{QG}(\theta_i) = \text{erasure};$$

if $\theta_i \in \left[\frac{2\pi (q-1) + \gamma}{Q}, \frac{2\pi q + \gamma}{Q}\right]$ with $1 \leq q \leq Q - 1$.

Let us consider one of the decision areas (or sector) in Fig. 2, determined by $y_i = (\mu_i, \theta_i)$. $x_i = Hs = (a_i, \phi_i)$, $z_i = (\xi, \psi_i)$. Under the decision taken about the phase $\phi_i$ when $y_i$ is received, the following events may occur:

- $y_i$ is in the same area that the vector $x_i$ (correct decision area with angle $\Omega - \gamma$).
- $y_i$ belongs to the guard interval (erasure area with angle $\gamma$).
- $y_i$ appears outside of both previous areas (incorrect decision).

Let us denote the probabilities of previous events by $P_{cor}$, $P_{er}$, $P_{error}$, respectively.

It is proved in the Appendix that

$$P_{error} = \frac{1}{2\pi\Omega} \int_{\Omega} F(\phi) d\phi \tag{3}$$

where $P_{cor}$ is given by eq. (16) in the Appendix after combining (11)–(15).

In Fig. 3 there are plotted the dependences of $P_{cor}$, $P_{er}$, $P_{error}$ with respect to signal to noise ratio for $Q = 8$ and different guard intervals (GI) that were calculated after numerical computations of corresponding integrals. We observe that it is possible to trade off $P_{error}$ to the value of the guard interval but it affects also on $P_{er}$. Hence there appears the problem of KDP parameters optimisation, given some final requirements, as key generation rate maximisation for given SNR and the number of antennas $N_A$ in MIMO system. (We remark that it is not obtained a precise expression for the corresponding probabilities but some bounds, namely an upper bound for $P_{error}$, a lower bound for $P_{er}$ and lower bound for $P_{cor}$ because it was not taken into account that correct key bits can be obtained sometimes even if both legal users got incorrect phase. But such incorrectness is acceptable).

From Fig. 3, it can be seen that a guard interval (GI) allows to decrease the error probability but simultaneously the probability of erasure increases. In reality a final decision about key bit has to be taken by the single user B but by
both users A and B. Thus the final probabilities \( P_{\text{cor}}, P_{\text{er}} \), \( P_{\text{error}} \) should be changed as follows:

\[
P^*_{\text{cor}} = P_{\text{cor}}(A) \cdot P_{\text{cor}}(B)
\]
\[
P^*_{\text{error}} = P_{\text{error}}(A) \cdot P_{\text{error}}(B) +
\]
\[
P_{\text{error}}(B) \cdot P_{\text{cor}}(A) +
\]
\[
P_{\text{error}}(A) \cdot P_{\text{error}}(B)
\]
\[
P^*_{\text{er}} = 1 - P^*_{\text{cor}} - P^*_{\text{error}}
\]

The KDP should be also slightly corrected under the condition of symbol erasures. Namely the numbers of the erased symbols have to be transmitted from both users to opposite ones in addition and next it is transmitted extra signal if it is necessary.

A relation for the probability \( P_{n_0}(k) \) of the key bit string sharing of length \( n_0 \) is:

\[
P_{n_0}(k) = \left( \frac{P^*_{\text{cor}}}{1 - P^*_{\text{er}}} \right)^{n_0}
\]

where \( Q \) is the number of quantisation levels. The key bit stream rate for the use of all \( N_A \) antennas is

\[
R = N_A \log_2 Q(1 - P^*_{\text{er}}) \cdot \frac{\text{bit}}{\text{sample}}.
\]

Then the following optimisation problem arises:

\[
(\gamma^*, Q^*, N_A^*, (h^2)^*) = \arg \max_{\gamma, Q, N_A, h^2} R
\]

subject to the restrictions

\[
P_{n_0}(k) \geq P_{n_0}(k)_{\text{requested}};
\]

\[
\gamma \in \left[ 0, \frac{\pi}{4} \right];
\]

\[
Q \in [2, Q_{\text{max}}];
\]

\[
N_A \in [1, (N_A)_{\text{max}}];
\]

\[
h^2 \in [1, (h^2)_{\text{max}}];
\]

where the values \( P_{n_0}(k)_{\text{requested}}, Q_{\text{max}}, (N_A)_{\text{max}}, (h^2)_{\text{max}} \) have to be conditioned by the general requirements of the MIMO system design.

The solution of problem (6) has been found by the branch and bound algorithm [24].

In Fig. 4 there are presented the dependences \( R \) from SNR under the conditions \( n_0 = 256, P_{n_0}(k)_{\text{requested}} = 0.9 \) and 0.99, and \( N_A = 1, 2, 4, 8, 16 \).

In Table I the optimal values for \( \alpha = \frac{\pi}{4} \) and \( Q \) are displayed maximising the rate \( R \) for a given SNR.

An analysis of the curves in Fig. 4 shows that the key generation rate \( R \) increases with an increasing of the number of antennas in MIMO massive. Key generation rate increases obviously as SNR increases. For every SNR value there exist optimal number of phase quantisation levels and value of guard interval providing the requested probability of correct key sharing for both legal users.

### IV. Investigation of Key Stream Statistic and Information Leaking to Eavesdropper

The statistics of the key stream distributed due to KDP is very important because if it is very far from uniform distribution it may result in effective attacks for cipher breaking. In order to investigate the key stream statistic after phase quantisation from different antennas they will be combined in a serial sequence containing bits from all antennas and this sequence investigated by statistical tests. In Fig. 5 there are presented the empirical density distributions for the length of binary strings equal to 1 and 16.

We see there that also a balance of zeros and ones (as follows from Fig. 5 a) is good, but the multi-variate distribution (Fig. 5 b) has anomalous peaks. In order to improve the statistics of the key string it was undertaken some deterministic transforms of two types recommended in [25]. The first type is so called transposition of symbols and the second transform is adjacent bit XOR-ing. The results of testing after such transforms are presented in Table II in which were used some NIST STS tests [26].

We see that after both transforms the key bit sequence passes the most of NIST tests.

Now let us face with eavesdropping problem and assume that the following parameters hold [21]:

\[
\gamma, Q, N_A, h^2
\]
The mutual correlation between the phases of legal user $B$ and an eavesdropper located at a distance $d$ from $B$ (in terms of wavelength factors) is presented in Fig. 6.

We see from this figure that in line with similar results presented in [14] the correlation has not a monotonically decreasing dependence from $d$ but it has a randomly-looking dependence. But in contrast to [14] it has significantly less values from all distances between $(0.1\lambda, \ldots, 20\lambda)$. This is a consequence of the multi-phase functional used for key bit generation and another channel model. Thus, we can believe that it can be neglected an opportunity of key eavesdropping

- frequency carrier: 2600 MHz;
- MIMO massive: $8 \times 8$;
- distance between MIMO antennas at the departure unit: $0.5\lambda$;
- distance between MIMO antennas at the arrival unit: $0.5\lambda$;
- number of rays: 8;
- departure ray angle: $28^\circ$;
- arrive ray angle: $180^\circ$;
- speed of mobile unit motion: 50 km/h;
- number of simulated channel matrices: 1000.

\begin{table}
\centering
\caption{Optimal parameters $\gamma$ and $Q$ providing the maximum rate $R$ for a given SNR.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$P_{n_0}(k)$ requested & 10 & 12 & 14 & 16 & 18 & 20 & 22 & 24 & 26 & 28 & 30 & 32 & 34 & 36 & 38 & 40 \\
\hline
0.9 & $Q^\ast$ & - & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
\hline
\hline
\hline
\end{tabular}
\end{table}

\begin{figure}
\centering
\includegraphics[width=0.4\textwidth]{figure4}
\caption{The key sharing bit rate of the length 256 bits with $P_{n_0}(k)$ requested \in $\{0.9, 0.99\}$ for optimisation of the system parameters.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.4\textwidth]{figure5}
\caption{Empirical probability density distributions for two string lengths.}
\end{figure}
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in large area of eavesdropper locations.

(If it is worth to note that if phase had Gaussian distribution and even for binary quantisation values it would be results in the error probability for eavesdropper about one key bit near 0.47 [14] that it is very close to "break of eavesdropper channel").

V. CONCLUSION

We considered a method of key sharing for wireless secret communication based on MIMO concept with the use of multi-phase functionalities that seems to be especial effective for mobile unit and multi-path fading channels.

It has been proved that following to the proposed key distribution protocol it can be provided a key sharing of size 256 bits and with probability of its reliable performance about 0.99 for SNR equal to 35 dB, and 16 antennas after execution of about 74 test signals on average. It was also shown that the key sequence after simple transforms is very close to i.i.d. practically satisfying all NIST tests. Interception of key stream by eavesdropper is prevented by a very small correlation between phases at legal users and eavesdropper if distance between them is not lesser than 0.1λ.

We believe that a future work that can be undertaken is in the use of error correcting codes in order to maximise the key distribution rate and to short a delay in key delivering.
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Proof of the formula (3)

Let us consider one of the decision areas, namely \( \angle \text{TOL} = \Omega \) (see Fig. 7). Assume that the vector \( y \) is in the sector \( \angle \text{SOX} \) (area \( D'_1 \)) and that it is a sum of the vectors \( x \) and \( z \). Then the error for taking a decision on the phase of \( y \) occurs if \( y \) lays on the axis OS or at left to it. This event will occur if and only if:

\[
\angle \text{BOA} \geq \angle \text{SOA} = \Omega - \phi + \frac{\gamma}{2}.
\]  (7)

Let us draw the perpendicular from the point \( B \) on the axis \( OX \). Then \( BC = b \sin(\pi - \psi) = b \sin \psi \), \( AC = -b \cos \psi \). We have

\[
\angle \text{BOA} = \tan^{-1} \left( \frac{BC}{a - AC} \right) = \tan^{-1} \left( \frac{b \sin \psi}{a + b \cos \psi} \right). \tag{8}
\]

where \( a \) is the amplitude of vector \( x \), and \( b \) is the amplitude of vector \( z \). By substituting (8) into (7) we get

\[
\frac{b \sin \psi}{a + b \cos \psi} \geq \tan \left( \Omega - \phi + \frac{\gamma}{2} \right).
\]

If \( a >> b \) (which is very likely) then the term \( b \cos \psi \) can be neglected and it results in the following condition to produce error:

\[
u := \frac{b}{a} \geq \frac{\tan \left( \Omega - \phi + \frac{\gamma}{2} \right)}{\sin \psi} =: \ell_{\Omega - \phi, \psi}.
\]

Let us denote by \( P(u) \) the probability density of the random variable \( u \). Then the error probability \( P_{\text{error}} \), provided that the received vector \( y \) lies at the left of \( OS \), can be expressed by the following formula, on the assumption that phases \( \phi \) and \( \psi \) are distributed uniformly:

\[
P_{\text{error}} = \frac{1}{\Omega} \int_0^\Omega d\phi \frac{1}{2\pi} \int_{\phi - \frac{\pi}{2}}^{\phi + \frac{\pi}{2}} d\psi \int_{\ell_{\Omega - \phi, \psi}}^{+\infty} f(u) du \tag{9}
\]

(\( \ell \) is the superindex \( I \) emphasises that it is true whenever the received vector occurs to the left of line \( OS \).)

For the area \( D''_1 = \angle \text{LOX} \), we can repeat the derivation of (9) in order to get

\[
P_{\text{error}}^{D''_1} = \frac{1}{\Omega} \int_0^\Omega d\phi \frac{1}{2\pi} \int_{\phi - \frac{\pi}{2}}^{\phi + \frac{\pi}{2}} d\psi \int_{\ell_{\Omega - \phi, \psi}}^{+\infty} f(u) du \tag{10}
\]

Let us specify the formula for the probability of correct decision after quantisation and introducing of guard interval. We can see such areas at Fig. 7. Having received the vector \( y \) we get the following cases:

1) \( x \in D_1, y \in D_1 \), with \( D_1 = D'_1 \cup D''_1 \). After repeating the procedure to obtain (9) and (10), we get

\[
P_{\text{cor}D_1} = \frac{1}{\Omega} \int_0^\Omega d\phi \frac{1}{2\pi} \int_{\phi - \frac{\pi}{2}}^{\phi + \frac{\pi}{2}} d\psi \int_{\ell_{\Omega - \phi, \psi}}^{+\infty} f(u) du \tag{11}
\]

2) \( x \in D_2 \cup D_3, y \in D_1 \), with \( D_1 = D'_1 \cup D''_1 \). After repeating the procedure to obtain (9) and (10), we get

\[
P_{\text{cor}D_2\cup D_3} = \frac{1}{\Omega} \int_0^\Omega d\phi \frac{1}{2\pi} \int_{\phi - \frac{\pi}{2}}^{\phi + \frac{\pi}{2}} d\psi \int_{\ell_{\Omega - \phi, \psi}}^{+\infty} f(u) du \tag{12}
\]

3) \( x \in D_1, y \in D_0 \). In such situation the vector \( x \) transfers to the area of correct decision from the area of erasure due to noise.

\[
P_{\text{cor}D_0} = \frac{1}{\Omega} \int_0^\Omega d\phi \frac{1}{2\pi} \int_{\phi - \frac{\pi}{2}}^{\phi + \frac{\pi}{2}} d\psi \int_{\ell_{\Omega - \phi, \psi}}^{+\infty} f(u) du = \frac{(\Omega - \gamma)^2}{2\pi\Omega} \tag{13}
\]
4) \( x \in D_2, y \in D_0 \) (in this case, \( D_2 \) and \( D_0 \) are intersected)

\[
P_{\text{cor}} D_2 \rightarrow D_0 = \frac{1}{\Omega} \int_{0}^{\frac{\pi}{2}} d\phi \int_{\gamma}^{\Omega} d\psi .
\]

5) \( x \in D_3, y \in D_0 \). It is easy to see that

\[
P_{\text{cor}} D_3 \rightarrow D_0 = P_{\text{cor}} D_2 \rightarrow D_0
\]

Combining (11)–(15) we get:

\[
P_{\text{cor}} = P_{\text{cor}} D_1 + P_{\text{cor}} D_2 \cup D_3 + P_{\text{cor}} D_0 + 2 P_{\text{cor}} D_2 \rightarrow D_0
\]

It is very easy to see that

\[
P_{\text{erasure}} = 1 - P_{\text{cor}} - P_{\text{error}}.
\]

In order to prove the relations (9)–(14) in a closed form it is necessary to derive the probability density function of the random variable \( u = \frac{b}{a} \), where \( a \) and \( b \) have the Rayleigh distribution and they are mutually independent. This means that

\[
f(a) = \begin{cases} \frac{a}{\sigma_a^2} e^{-\frac{a^2}{2\sigma_a^2}} & \text{if } a \geq 0 \\ 0 & \text{if } a < 0 \end{cases}
\]

\[
f(b) = \begin{cases} \frac{b}{\sigma_b^2} e^{-\frac{b^2}{2\sigma_b^2}} & \text{if } b \geq 0 \\ 0 & \text{if } b < 0 \end{cases}
\]

After a simple transform, we get the following relation

\[
f(u) = \frac{u}{\sigma_a^2 \sigma_b^2} \int_{0}^{\infty} \alpha^3 e^{-\alpha^2} d\alpha,
\]

where \( r = \frac{1}{2\sigma_a^2} + \frac{u^2}{2\sigma_b^2} \).

The integral (17) can be expressed in a closed form [27]. Then for the definite integral (17) we get

\[
f(u) = \frac{2\sigma_a^2 \sigma_b^2 u}{(\alpha \sigma_a^2 + \sigma_b^2)^2}.
\]

By denoting \( \delta^2 = \frac{\sigma_a^2}{\sigma_b^2} \) then we get from (18)

\[
f(u) = \frac{2\delta^2 u}{(\delta^2 + u^2)^2}.
\]

Substituting (19) into (9) and (10) we obtain

\[
P_{\text{error}} = \frac{1}{2\pi \Omega} \int_{0}^{\pi/2} d\phi \int_{\phi + \frac{\pi}{2}}^{2\pi - \phi} d\psi \cdot \int_{-\infty}^{+\infty} \delta^2 u \frac{2\delta^2 u}{(\delta^2 + u^2)^2} du
\]

Last integral in (20) can be expressed in a closed form:

\[
\int_{-\infty}^{\infty} \frac{2\delta^2 u}{(\delta^2 + u^2)^2} du = -\frac{\delta^2 u}{\delta^2 + u^2}.
\]

Then we get for the definite integral

\[
\int_{V}^{W} \frac{2\delta^2 u}{(\delta^2 + u^2)^2} du = \left[ \frac{1}{1 + (hV)^2} - \frac{1}{1 + (hW)^2} \right]
\]

where \( h = \frac{1}{2} \) is the signal-to-noise ratio.

Substituting (21) into (20) we get finally

\[
P_{\text{error}} = \frac{1}{2\pi \Omega} \int_{0}^{\pi} d\phi \cdot \int_{\phi + \frac{\pi}{2}}^{2\pi - \phi} \left[ 1 + \left[ \frac{h \tan \left(\phi + \frac{\pi}{2}\right)}{\sin \psi} \right]^2 \right]^{-1} d\psi
\]
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Abstract—In a previous paper [1] we introduced an optimized version of the K-Means Algorithm. Unlike the standard version of the K-Means algorithm that iteratively traverses the entire data set in order to decide to which cluster the data items belong, the proposed optimization relies on the observation that after performing only a few iterations the centroids get very close to their final position causing only a few of the data items to switch their cluster. Therefore, after a small number of iterations, most of the processing time is wasted on checking items that have reached their final cluster. At each iteration, the data items that might switch the cluster due to centroids' deviation will be re-checked. The prototype implementation has been evaluated using data generated based on an uniform distribution random numbers generator. The evaluation showed up to 70% reduction of the running time. This paper will evaluate the optimized K-Means against real data sets from different domains.

I. INTRODUCTION

The more data continues to grow in both quantity (volume) and diversity, the more challenging clustering algorithms become. Clustering refers to identifying data items’ common characteristics (features or attributes) and grouping the data items according to a quantitative estimation of these characteristics. The resulted groups are usually called clusters and they have to be strongly differentiated by their underlying characteristics.


Unless a mathematical model is available, choosing the most suitable clustering algorithm might prove a hard decision. Arguments that might lead the decision can range from complex experimental results to our own intuition.

Among other challenging open clustering-related issues like: heterogeneity, volume or scalability, that are worth putting research efforts into, raised by clustering, the execution time plays a very important role.

Our proposed optimization focuses on improving the execution time of the K-Means algorithm while keeping the same output.

In use for more than four decades, the K-Means algorithm has been applied in a wide area of fields, ranging from artificial intelligence to image processing or from neural networks to machine vision, or more specifically in unsupervised learning, pattern recognition, classification analysis a.o.

The K-Means algorithm uses a set of cluster centers (cluster centroids) and distributes the data items to the cluster with the closest centroid in terms of Euclidean distance. Picking up the best initial centroids is still an open issue. Different centroids lead to different output and has an important influence on the performance of the algorithm. Choosing the right centroids is beyond the scope of this paper.

The standard K-Means algorithm implies successive exploration of the entire data space with the goal of distributing data items to clusters. At the end of every iteration, the centroids are re-computed by averaging the data items inside the cluster. The next iteration will make use of the newly computed centroids and re-distribute the data items. The loop continues until the centroids no longer change or until a maximum number of iterations has been reached.

The optimization introduced in [1] and presented also in this paper is based on an easily noticeable fact: after a small number of iterations, most of the data items no longer change their cluster, and at the same time, the centroids’ deviation reduces significantly. So, why exploring the entire data space if only a small number of data items are subjects to changing the cluster?

Our solution aims of drawing a line between the data items that will certainly not change their cluster, avoiding their exploration in the next iteration(s), and the data items that might switch their cluster which obviously are to be checked.

Exploring the data space only partially on every iteration will not affect the centroid computation. The influence of the data items that are not subject to changing the cluster, on the future centroids, will be preserved in the next iteration(s).

That being said, it becomes obvious that the optimization does not affect the output in any way.

The paper’s structure is as follows: section II presents previous attempts for reducing the execution time of the K-Means algorithm, section III describes our proposed optimization for the K-Means algorithm, section IV experimentally evaluates the algorithm against real data sets, (unlike paper [1] where the evaluation is performed against a randomly generated data
set with uniform distribution), while section V concludes the paper.

II. RELATED WORK

The K-Means algorithm was subject to many research studies covering a wide range of optimization approaches, from computational complexity reduction to parallel and distributed implementations.

In paper [8] the authors propose an optimization that relies on the assumption that if a data item got closer to the centroid on the previous iteration, it will not change the cluster. The assumption allowed the implementation to reduce the amount of computations necessary for computing new centroids.

Parallel and distributed solutions have been discussed in [9][10][11] by treating important topics specific to this kind of environments: synchronization, communication overhead, data availability, architecture (peer-to-peer, client-server, a.o.). The parallel and distributed implementations showed considerable improvement when dealing with very big data sets.

GPUs proved to be a good host for highly-parallel implementations of the K-Means algorithm. Such platforms are addressed in papers [12][13]

III. OPTIMIZING K-MEANS

In this section we will introduce both the standard K-Means algorithm and the optimized version of it, as proposed in paper [1]. The same optimization strategy will be discussed here, for a better understanding and reading experience.

Algorithm 1 presents the main phases of the standard K-Means algorithm.

**Algorithm 1 Standard K-Means**

1. Load initial centroids
2. Visit all data items and distribute them to the cluster with the closest centroid
3. For each cluster compute the average of all data items and set the result as the cluster’s centroid
4. If the exit criteria (no centroid changes or the maximum number of iteration is reached) are not met, go to step 2
5. Exit.

At a closer look, we can immediately identify step number 2 as the one requiring the most execution time. The time spent on step 2 increases proportionally with the size of the data set, as the entire data set is explored at every iteration.

Figure 1 illustrates an example of centroids evolution of a standard K-Means algorithm. Data items are represented as 2D points. Centroids $A$, $B$ and $C$ start from their initial positions $A_1$, $B_1$, $C_1$, and successively traverse positions $A_i$, $B_i$, $C_i$ where $i = 1 \ldots 6$. $A_6$, $B_6$ and $C_6$ are the final positions of the centroids. One can easily notice that after only few iterations, the centroids get very close to their final position, which means that after a few iterations, the number of data items that are subject to changing the cluster reduces considerably.

This observation plays a key role in improving step 2 of algorithm 1; it states that after a small number of iterations, the number of points that must be visited (that might change the cluster) is reduced considerably. This lead us to defining specific criteria for splitting the data set in two collections: the former would be made of all data items that are subject to changing the cluster (let’s call that the border collection) and the latter would be made of all other points (not changing the cluster). Before providing the mathematical criteria behind the two data item collections, let’s examine figure 2.

Figure 2 is a snapshot of an arbitrary iteration around an arbitrary point $P$. Point $P$ is part of cluster $C$ as a consequence of the fact that the distance from $P$ to $C$ ($d_{PC}$) is less than the distance to $A$ ($d_{PA}$) and the distance to $B$ ($d_{PB}$). We are interested in evaluating the ”safety distance” of point $P$, that is, the distance that $P$ is missing from jumping to the next closest cluster (the cluster represented by centroid $A$). Let’s call this distance $e_P$ (distance to the cluster’s edge). We can state that $P$ is $e_P$-away from the next closest cluster.

$$e_P = \min(d_{PA} - d_{PC}, d_{PB} - d_{PC})$$

At the end of the iteration, centroids $A$, $B$ and $C$ would be re-computed causing them to jump to new positions $A'$, $B'$, $C'$. The worst scenario for $P$ is the following: $A$ moves closer to $P$ by $|AA'|$, $B$ also moves closer by $|BB'|$ while $C$ moves away from $P$ by $|CC'|$. The conditions that $e_P$ must fulfill in order for $P$ to remain in cluster $C$ is:
\[ e_P > |CC| + |AA| \quad (2) \]

and

\[ e_P > |CC| + |BB| \quad (3) \]

For the sake of computation reduction, we can merge conditions 2 and 3 into the following condition:

\[ e_P > 2 \cdot \max(|AA|, |BB|, |CC|) \quad (4) \]

Inequality 4 help us determining whether a certain point might change the cluster or not, but doesn’t save us from visiting the entire data set. The solution is to group the data items by the value of \( e_P \). We can split the range of values that can take into intervals. Each group would be associated with an interval. As long as \( e_P \) is greater than the interval’s lower bound and lower or equal to the interval’s upper bound, \( e \) would become part of the group associated with that interval. This allows us to change step 2 of algorithm 1 so that instead of visiting all points, we could visit the groups and check inequality 4. If inequality 4 returns false, it means the points inside that group have to be re-visited. Otherwise, all points inside the group will hold the cluster.

At the end of each iteration, new centroids are to be computed, which might cause centroids to deviate from their current position. To keep the groups synchronized, we will need to also update the lower and upper bounds of the associated intervals. That is, we will assume the worst case scenario presented above, which means the interval bounds would shift towards 0 by at most twice the maximum centroid deviation. More precisely, the bounds of the intervals would be reduced by \( 2 \cdot \max(|AA|, |BB|, |CC|) \).

Algorithm 2 resumes the solution above.

Choosing the \( WIDTH \) constant has a big impact on the performance of the algorithm. The number of groups could explode if the value of \( WIDTH \) is too small. The other way around, if the value of \( WIDTH \) is too big, the intervals for \( e_P \) would be very wide causing them to be marked for re-visiting very often. Both extreme scenarios might reduce considerably the improvement brought by algorithm 2.

It is very hard to accurately define a general approach for choosing the right value of \( WIDTH \). It depends a lot on the data distribution. However, in our research, we defined \( WIDTH \)’s value as the average distance between adjacent data elements. Such a value for \( WIDTH \) would increase the chances of balancing the groups. Algorithm 3 explains the procedure for defining the value of \( WIDTH \), as it was used in our research:

Therefore, the data set must be analysed prior to defining \( WIDTH \), but if the data set is to big, this might require more time than we gain through the proposed optimization. A good compromise would be to analyze only a sample of the data set.

It can be easily noticed that the optimized K-Means has the same output as the standard K-Means. The quality of the clusters is preserved.

**Algorithm 2 Optimized K-Means**

1. Define constant \( WIDTH \)
2. Define group intervals
   \[ I_i = (i \cdot WIDTH, (i + 1) \cdot WIDTH) \]
3. Mark the entire data set to be visited
4. For each point to be visited
5. \[ e = \min(d_{PC_i} - d_{PC_w}) \] where \( C_w \) is the center of the closest (winner) cluster and \( C_j, l = 1..k, l <> w \) stands for all other centroids
6. Map all points with \( i \cdot WIDTH < e \leq (i + 1) \cdot WIDTH \) to interval \( (i \cdot WIDTH, (i + 1) \cdot WIDTH) \)
7. Compute new centroids \( C_j \), where \( j = 1..k \) and their maximum deviation \( D = \max(|C_j|) \)
8. If \( D = 0 \) or the maximum number of iterations was reached, move to 11
9. Update \( I_i \) s boundaries by subtracting \( 2 \cdot D \) (points owned by this interval got closer to the edge by \( 2 \cdot D \))
10. Pick up all points that are mapped to an interval whose lower bound became less than or equal to 0, mark them for re-visiting, then go to 4
11. Exit

**Algorithm 3 Defining the WIDTH**

1. Extract a 5-10% sample of the dataset
2. Traverse each data element in the dataset and compute the distance to it’s neighbours.
3. While traversing, average the distances to neighbours that do not differ by more than 50% than the current average value.
4. Assign \( WIDTH \) the result of 3.

**IV. EXPERIMENTAL EVALUATION**

Experiments were carried out for three publicly available real data sets posted on UC Irvine Machine Learning Repository [14]. The execution environment was made of a Intel(R) Core(TM) i5-3320M CPU @ 2.60GHz, with 8GB of RAM memory, Ubuntu 14.04 operating system. We have selected three data sets that will be described below. A number of 2, 4, 8 and 12 centroids were randomly selected. Multiple runs were carried out for each scenario. The execution times shown below represent the average of all measured execution times for each scenario.

**A. US Census (1990) Data Set**

The US Census 1990 [15] is a raw 1% sample data set (2458285 records) of the official US Census 1990, obtained from the (U.S. Department of Commerce) Census Bureau website. For our experiments we’ve clustered the records by the age information. The \( WIDTH \) used for experiments, computed according to algorithm 3, was 1.

Data distribution is shown in figure 3

Results are shown in table 1

One could expect such results considering that the data distribution on a wide segment (ages 0-70) is almost uniform. The improvement raises to 61.39% for two centroids, but it
B. 3D Road Network Data Set

The 3D Road Network data set [16] gives the elevation information for a 2D road network in North Jutland, Denmark. There are 434874 road segments. The road segments were clustered using both standard and optimized K-Means algorithms by their elevation. After applying the algorithm 3, the resulted value for $WIDTH$ was 0.07.

Data distribution is shown in figure 4. It is not a uniform distribution, but the differences between adjacent data intervals are smooth.

Results are shown in table II

Results for the 3D Road Network Data set are very encouraging. Improvement was between 54% and 67% for a range of 2 to 12 centroids.

C. Bag of words Data Set

Bag of words [17] is a text collection obtained from five different sources. We’ve run our experiments against the New York Times collections which is made of words extracted from New York Times articles. The vocabulary is made of unique words resulted after removing stop-words and truncating the collection by only keeping words that occurred more than ten times. For each word, the number of occurrences was extracted, resulting a collection of 102660 words. The words were clustered using both standard and optimized K-Means algorithms by their number of appearances. Algorithm 3 indicated a value of 33.65 for the $WIDTH$ constant.

Data distribution is shown in figure 5

The distribution shows a concentration of words by their appearance in the interval [0 - 12000] where approximately 100000 words fit, so more than 97% of the data set.

Results are shown in table III

For the Bag of Words Data Set, the Optimized K-Means, together with algorithm 3 for determining the value of the $WIDTH$ constant, proved to be totally inefficient. They brought an increase of the execution time between 17.7% and 67.4%. The main reason for this increase seems to be the data distribution, which causes algorithm 3 to determine...
Table III

Results for Bag of Words Data Set

<table>
<thead>
<tr>
<th>Number of Centroids</th>
<th>Time(s) - Standard K-Means</th>
<th>Time(s) - Optimized K-Means</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>125</td>
<td>148</td>
<td>-18.6</td>
</tr>
<tr>
<td>4</td>
<td>339</td>
<td>399</td>
<td>-17.7</td>
</tr>
<tr>
<td>8</td>
<td>1274</td>
<td>1768</td>
<td>-38.7</td>
</tr>
<tr>
<td>12</td>
<td>2697</td>
<td>4515</td>
<td>-67.4</td>
</tr>
</tbody>
</table>

an inappropriate value for the WIDTH. The bigger the distance between adjacent words (in terms of the number of appearances), the greater the value of WIDTH would be. A greater value for WIDTH would result into wider word groups, which once invalidated, result into re-visiting a bigger number of words. Also, the wider the group, the greater the chances are for that group to be invalidated and re-visited, even on small deviations.

V. Conclusions

In this paper we evaluated an optimization for the K-Means algorithm proposed in a previous paper [1], by using real publicly available data sets. Two of the data sets (US Census (1990) and 3D Road Network) shown important improvements, very close the performance resulted by running the algorithm on the randomly generated uniform data set used in [1]. The common feature of the two data sets is that there is no sharp trend on their distribution chart. This is a very important feature when trying to calibrate the Optimized K-Means algorithm (computing the WIDTH constant). The third data set used (Bag of Words), as opposed to the ones mentioned above, showed an unacceptable loss of performance. The main reason for this loss is related to the data distribution, namely, more than 97% of the data elements are concentrated into less than 5% of their distance range (number of word appearances range). Calibrating the algorithm under these circumstances requires a more intensive analysis of the data set. Our future research efforts will focus on improving algorithm 3 to cover a wider range of data distributions.
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Abstract—The paper presents a framework that implements our original algorithm of automatic mapping a MySQL relational database to a MongoDB NoSQL database. The algorithm uses the metadata stored in the MySQL system tables. It takes into consideration the concepts from Entity-Relationship (ER) model: entity type represented by a relation in the Relational Model (RM), 1:1 and 1:M relationship type represented with Foreign Keys (FK) in the RM and N:M relationship type represented in RM with a join table that contains the Primary Keys (PK) from the original tables, each representing a FK and two 1:M relationships between the original tables and the join table. The initial results of our algorithm that was tested on small size databases (10-15 tables with many relationships and 100 records/ table) are presented in this paper.

I. INTRODUCTION

RELATIONAL Database Management Systems (RDBMS) have become the first choice for the storage of information in databases mostly used for financial records, manufacturing information, staff and salary data, and so on starting with 1980. RDBMSs are based on the relational model defined by a schema. This model uses two concepts: table and relationship. A relational table represents a well defined collection of rows and columns and the relationship is established between the rows of the tables. Relational data can be queried and manipulated using SQL query language [8].

In practice, there are situations in which storing data in the form of a table is inconvenient, or there are other kinds of relationships between records, or there is the necessity to quickly access the data. In order to solve such problems a new type of NoSQL has been created. A NoSQL or Not Only SQL database provides a mechanism for storage and retrieval of data that is different from the typical relational model.

Another issue that NoSQL solves is the mismatch between relational databases and object-oriented programming. It is known that SQL queries are not well suited for the object oriented data structures that are used in most applications now [8].

Another closely related issue is storing or retrieving an object along with all relevant data. Some operations require multiple and complex queries. In this case, data mapping and query generation complexity rise too much and becomes difficult to be maintained on the application side [8].

Some of these problems have found their answer both in Object-relational mapping (ORM) frameworks, even though it still requires a lot of development effort and also in Object-Oriented Database Management Systems (OODBMS). The down side in this last alternative is the fact that it did not gain much popularity in replacing relational databases. However, most object oriented databases may be considered NoSQL solutions as well [8].

Another problem that relational databases cannot handle is related to an exponentially increasing amount of data. The direct consequence is the so-called big data problem. This problem arises when standard SQL query operations do not have acceptable performances, especially when transactions are involved [8].

As a result, the subject of developing an automatic mapping instrument has been brought up. This instrument will be able to represent the existing relational databases, already populated with a large number of records, as NoSQL databases. A significant amount of time and human effort is spared this way, which would have otherwise been needed to create and populate the NoSQL database from scratch.

This paper proposes a framework which implements an algorithm for automatic mapping of MySQL relational databases to MongoDB.

The paper is organized in the following way: Section II presents the main concepts used by MongoDB, one of the most used NoSQL database, Section III presents general principles of mapping relational databases to MongoDB considering the main concepts from ER model and RM. Section IV presents in detail our proposed algorithm for automatic mapping of a MySQL database to MongoDB and also an example of application of this algorithm. Conclusions and future work are shown in Section V.

II. MONGODB

MongoDB is a cross-platform, document oriented database that provides high performance, high availability and easy scalability. The main concepts in MongoDB are collection and document. Database is a physical container for collections. Each database receives its own set of files on
The file system. A single MongoDB server typically manages multiple databases [2], [3], [4], [5].

The collection is a group of MongoDB documents. It has as correspondent a RDBMS table. A collection exists only within a single database.

A MongoDB document is a set of key-value pairs. The documents do not have to necessarily respect a schema. Typically, all documents in a collection are of similar or have a related purpose. Dynamic schema means that documents in the same collection do not need to have the same set of fields or structure, and common fields in a collection’s documents may hold different types of data.

Table 1 shows the relationship of RDBMS terminology with MongoDB [3], [4], [5].

<table>
<thead>
<tr>
<th>RDBMS</th>
<th>MongoDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>Collection</td>
</tr>
<tr>
<td>Tuple/Row</td>
<td>Document</td>
</tr>
<tr>
<td>Column</td>
<td>Field</td>
</tr>
<tr>
<td>Table Join</td>
<td>Embedded Documents</td>
</tr>
<tr>
<td>Primary Key</td>
<td>Primary Key (Default key _id provided by MongoDB itself)</td>
</tr>
</tbody>
</table>

Any relational database has a certain design schema that shows the tables and the relationships between them. In MongoDB there is no concept of relationship.

The advantages of MongoDB over RDBMS are [2], [3], [4], [5]: schema-less (MongoDB is a document database in which one collection holds different documents whose number of fields, content and size can be different from one document to another), structure of a single object is clear, no complex joins, deep query-ability (MongoDB supports dynamic queries on documents using a document-based query language that is almost as powerful as SQL), tuning, ease to scale-out, conversion / mapping of application objects to database objects is not needed, uses internal memory for storing the working set, enabling faster access to data.

III. THE GENERAL PRINCIPLES OF MAPPING RELATIONAL DATABASES TO MONGODB

In MongoDB the relational database remains a database. A relational table is mapping to a MongoDB collection. The tuples or rows become documents inside MongoDB collections [3], [4], [5].

The 1:1 relationship describes a relationship between two entities. For example a Student has a single Address relationship. A Student lives at a single Address and an Address only contains a single Student. The 1:1 relationship can be modeled in two ways using MongoDB. The first is to embed the relationship as a document and the second is as a link to a document in a separate collection [4], [5].

In the one to one relationship embedding is the preferred way to model the relationship as it’s more efficient to retrieve the document.

The 1:M relationship describes a relationship where one side can have more than one relationship while the reverse relationship can only be single sided.

The 1:M relationship can be modeled in several different ways using MongoDB. The first model is embedding, the second is linking and the third is a bucketing strategy that is useful for cases like time series [4], [5].

A N:M relationship in the ER model is an example of a relationship between two entity types where they both might have many relationships between entities. An example might be a Book that was written by many Authors. At the same time an Author might have written many Books.

N:M relationships are modeled in the relational database by using a join table that contains the primary keys from the original ones, each representing a foreign key, and two 1:M relationships.

In MongoDB we can represent this situation in many ways. The first way is called Two Way Embedding [4], [5].

In Two Way Embedding we will include the Book foreign keys under the book field in the author document. Mirroring the Author document, for each Book we include the Author foreign keys under the Author field in the book document.

Another way of modeling N:M relationships is called One Way Embedding [4], [5].

The One Way Embedding strategy chooses to optimize the read performance of a N:M relationship by embedding the references in one side of the relationship. An example might be a N:M relationship between books and categories. The case is that several books belong to a few categories but a couple categories can have many books. Let’s look at an example with the categories represented into a separate document.

An example of Category documents:

```json
{id:1, 
Cname="Databases"
}
{id:2, 
Cname="Multimedia"
}
```

An example of a Book document with foreign keys for Categories:

```json
{id:1, 
title="Multimedia Databases", 
categories:[1, 2], 
authors:[1]}
{id:2, 
title="Multimedia", 
categories:[1], 
authors:[1,2]}
```

IV. FRAMEWORK DESCRIPTION

The framework implements an algorithm of automatic mapping of MySQL relational databases to MongoDB.

The algorithm uses the MySQL INFORMATION_SCHEMA that provides access to database metadata. Metadata is data about the data, such as the name of a database or table, the data type of a column, or access privileges. INFORMATION_SCHEMA is the information database, the place that stores information about...
all the other databases that the MySQL server maintains. Inside INFORMATION_SCHEMA there are several read-only tables. They are actually views, not base tables [6], [7]. For examples we use a database db1 that contains 5 tables: Employee, Department, Project, Child and Works_on. The relationships are 1:M between Department and Employee, Employee and Child, Department and Project (figure 1). In the ER model there is a N:M relationship, implemented in the relational model by the join table Works_on and two 1:M relationship between Employee and Works_on and Project and Works_on.

![Fig. 1 A relational database](image)

The steps of the algorithm implemented in our framework are presented next.

1. Creating the MongoDB database
   - The user must specify the MySQL database that will be represented in MongoDB. The database is created with the following MongoDB command: use DATABASE_NAME [5].
   - >use db1
     switched to db db1

2. Creating tables in the new MongoDB database
   - The algorithm verifies for each table in what relationships is involved, if it has foreign keys and/or is referred by other tables.

   2.1 If the table is not referred by other tables, it will be represented by a new MongoDB collection.
   2.2 If the table has not foreign keys, but is referred by another table, it will be represented by a new MongoDB collection.
   2.3 If the table has one foreign key and is referred by another table, it will be represented by a new MongoDB collection. In our framework, for this type of tables we use linking method, using the same concept of foreign key.
   2.4 If the table has one foreign key but is not referred by another table, the proposed algorithm uses one way embedding model, so, the table is embedded in the collection that represents the table from the part 1 of the relationship.
   2.5 If the table has two foreign keys and is not referred by another table, it will be represented using the two way embedding model, described in section IV.
   2.6 If the table has 3 or more foreign keys, so it is the result of a N:M ternary, quaternary relationships, the algorithm uses the linking model, with foreign keys that refer all the tables initially implied in that relationship and already represented as MongoDB collections. The solution is good even the table is referred or not by other tables.

In order to find the name of the tables stored in MySQL database the next Select command is used:

- Select table_name From information_schema.tables
  Where table_schema='db1' Order By table_name;

The INFORMATION_SCHEMA.TABLES provides information about tables in databases [6], [7].

The table TABLES_CONSTRAINTS from INFORMATION_SCHEMA database describes which tables have constraints [6], [7]. It must be executed a Select command on each table in database, as in the next example:

- Select constraint_type
  From information_schema.tables_constraints
  Where table_schema='db1'
  And table_name='department';

The CONSTRAINT_TYPE value can be unique, primary key or foreign key. We are interested by primary key and foreign key constraints [6], [7].

With the data from these system tables: tables, tables_constraints and referential_constraints the framework can establish what step of the algorithm (2.1-2.6) must be applied.

Relational tables become collections in MongoDB. The collections are created using createCollection() method.

Basic syntax of createCollection() command is as follows [5]:

```
Db.createCollection(name, options)
```

Where name represents the collection name and options specify options about memory size and indexing.

For the relational database from figure the mapping according to the presented algorithm is presented next. The table Department has no foreign keys but is referred by other two tables, so it becomes a MongoDB collection (step 2.2).

The table Employee has one foreign key and is referred by the table Works_on, so it becomes a collection (step 2.3).

The table Project has one foreign key and is referred by the table Works_on, so it becomes a collection (step 2.3).

The table Works_on has two foreign keys and is not referred by other tables, so it will be implemented using two way embedding model (step 2.4). The projects will be assigned to each employee and also, to each project will be assigned the employees that work on that project.

The table Child has foreign key but is not referred by another table, so it will be represented using one way embedding model (step 2.5). The projects will be assigned to each employee and also, to each project will be assigned the employees that work on that project.

The five relational tables will be represented by three MongoDB collections. Next, there are some samples of the MongoDB collections generated by the presented algorithm. Department collection is presented in figure 2.
V. CONCLUSION AND FUTURE WORK

The paper presents a framework that implements our original algorithm of automatic mapping a MySQL relational database to a MongoDB NoSQL database. The algorithm uses the metadata stored in the MySQL system tables. It takes into consideration the concepts from Entity-Relationship (ER) model: entity type represented by a relation in the Relational Model (RM), 1:1 and 1:M relationship type represented with Foreign Keys (FK) in the RM and N:M relationship type represented in RM with a join table that contains the Primary Keys (PK) from the original tables, each representing a FK and two 1:M relationships between the original tables and the join table.

The algorithm was presented in detail, on steps. Also, the paper contains an example of automatic mapping of a MySQL database to MongoDB using our algorithm.

The paper also presents the initial results of our algorithm that was tested on small size databases (10-15 tables with many relationships and 100 records/table), the results being encouraging.

The future work will include the next steps:

- Experiments on complex databases (many tables and a large number of records/table)
- Taking into consideration the number of records in the tables and the operations on the database (insert, update, delete query) in order to implement the more appropriate model of mapping to MongoDB
- Modeling tree structures with parent references
- Extending the framework to execute mapping to MongoDB of other relational databases (Oracle, MS SQL Server and so on)
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Abstract—The central idea of this paper is the modeling and implementation of a real-time dc servomotor angular speed control system with an unknown bounded uncertainty using a sliding mode observer (SMO) control strategy. We prefer to use a SMO in our approach due to its great potential in fault detection and isolation (FDI) of the actuators and sensor faults subjected frequently to several failures due to an abnormal change in their operating conditions or parameters. We use for this purpose the most suitable real time implementation tool MATLAB/SIMULINK software package. It provides special features for real time implementation by its extensions Real-Time Workshop (RTW) and the Real-Time Windows Target (RTWT). The novelty of our paper is to prove in an extensive simulation MATLAB/SIMULINK frame the real time implementation potential of a most recently sliding mode observer (SMO) control strategy applied to a particular case study, namely for a dc servomotor angular speed control system. The proposed real-time Sliding Mode Observer (SMO) consists of an embedded nonlinear Sliding Mode Observer (SMO) with the dc servomotor actuator in an integrated control system structure to estimate its angular speed and armature current and to implement the sliding mode control law.

I. INTRODUCTION

The most important common actuator integrated in a forward path of the control systems structure is the dc servomotor. It directly provides rotary motion and, coupled with wheels or drums and cables, can also provide translational motion. The cause roots of the majority faults in control systems are the result of unexpected failures, interferences as well as the age of their crucial components. In our research defective measurement and control loops equipment, in particular a sensor and an actuator are under investigation. More precisely, we assume that the dc servomotor control system is subjected to an unknown but bounded uncertainty, and its speed is controlled in closed-loop feedback by using a state feedback control law with an embedded sliding mode observer (SMO) that is integrated in the closed-loop control structure. The dc servomotors are preferred in control area applications because they possess a high start torque characteristics, high response performance, and easier to be linearly controlled etc. Also the dc servomotor speed can be adjusted by varying its input voltage. Therefore, the dc motor control is better compared to all ac induction motors that need expensive frequency drivers. The real-time dc servomotor speed control can be easily understood and interfaced with MATLAB/SIMULINK or AnyLogic multi-paradigms hybrid simulator in the case of UML-RT implementations [8] with a fast response. Furthermore, the preliminary results of this research will be useful for us for future exploration of using a sliding mode observer to develop more attractive control strategies, for example the detection and isolation of the faults (FDI) [1], [5], [6], [7] that occur in the actuators and sensors, and also for trust modeling in Multi-agent Systems [3], will be an interesting future directions of our research. Whenever these critical situations come out the control systems could lose the control, require much more energy, and could operate harmfully. Therefore to operate in real-time at high energy efficiency and to guarantee the equipment safety and reliability it is important to develop suitable FDI strategies capable to detect and diagnose any time every faulty control system components and consequently corrective and reconfiguration actions should be initiated promptly [7]. Effectively the existing methods to identify and to adjust the equipment failures are mostly labor-intensive task, and consequently sustained, rhythmic and error-prone [7]. In the majority of these situations the windings currents are recorded to determine the health of the dc servomotors currents compared to statistical evaluation that necessitates considerable human knowledge, hence error-prone that could generate severely equipment operation. In these conditions the problem of control systems monitoring and fault diagnosis becomes a critical issue, of high complexity that need to be
implemented in mainframe environment by using more sophisticated control systems and artificial intelligence strategies. This research work is based on our previous results in implementation of different control systems strategies and now we are interested to prove the effectiveness of real-time implementation of our proposed SMO control strategy. Closing, the main objective of our research is to develop a more suitable, accurate and consistent real-time nonlinear SMO control strategy to be used in our future real-time FDI control strategies implementation development.

II. THE DC SERVOMOTOR DYNAMICS

The electric circuit of the dc servomotor armature and the free body diagram of the rotor are shown in figure 1. For simulation purpose we will assume the following experimental values for the physical parameters [9]:

- moment of inertia of the rotor: \( J = 0.001 \, \text{kgm}^2/\text{s}^2 \)
- damping ratio of the mechanical system: \( b = 0.01 \, \text{[Nm]} \)
- counter electromotive force coefficient (cemf): \( k_e = k_i = k = 0.0517 \, \text{[Nm/A]} \)
- motor electric resistance: \( R = 1 \, \Omega \)
- motor electric inductance: \( L = 0.5 \, \text{[H]} \)
- motor initial angular speed: \( \omega = 1 \, \text{[rad/s]} \)
- input dc power supply: \( V = 12 \, \text{[V]} \)
- load torque: \( T_L = 0.1 \, \text{sin(t)} \, \text{[Nm]} \)

The dynamics of the dc servomotor actuator is described by the following input-state-output equations [8]-[9]:

\[
\begin{align*}
J \, \frac{d^2 \theta}{dt^2} + b \, \frac{d \theta}{dt} + k_i I_a - T_L &= 0 \\
L \, \frac{d I_a}{dt} + R I_a - V - k_e \, \frac{d \theta}{dt} &= 0
\end{align*}
\]

where \( T_e = T = k_i I_a \) is the dc servomotor torque developed to the shaft, \( T_L \) is the load torque, and \( e = k_e \, \frac{d \theta}{dt} = k_e \omega \) is the counter electromotive force (cemf) of the dc servomotor.

In a state-space representation the dc servomotor actuator dynamics is described by following equations:

(i) State Equation:

\[
\begin{bmatrix}
\frac{dx_1}{dt} \\
\frac{dx_2}{dt}
\end{bmatrix} = \begin{bmatrix}
\frac{-b}{J} & \frac{k_i}{J} \\
\frac{k_e}{L} & -R/L
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
\frac{-T_L}{J} \\
\frac{u}{L}
\end{bmatrix}
\]

\( x_1 = \omega, x_2 = I_a, u = V, x_1(0) = 1 \, \text{[rad/s]}, x_2(0) = 0 \, \text{[A]} \)

(ii) Output equation:

\[
y = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}
\]

where we assume that the only the state \( x_1 \) is measurable, and the input command \( u = V \) is a function defined by the armature voltage (dc power supply) and is designed in closed-loop as a state feedback control law. Also the load torque \( T_L \) is considered unknown which is bounded and has a bounded derivative.

III. SLIDING MODE CONTROLLERS VERSUS SLIDING MODE OBSERVERS

To formulate any practical control application is not a straightforward task due to a more or less mismatch between the actual plant and its mathematical model used for the controller design. This mismatch could arise from unknown external disturbances, plant parameters, or modeling errors. To design a suitable control law in order to provide the desired performance to the negative feedback closed-loop control system in the presence of these disturbances or uncertainties is a very difficult task for any control engineer. This has led to an intensive research to develop some kind of robust control methods that are supposed to solve this problem. The sliding mode control (SMC) is one of particular attractive approach to design a robust controller due to its potential as a robust control method. A sliding mode control (SMC) is characterized by a suite of feedback control laws and a decision rule [1]. The decision rule is a sort of switching function that has as its input some measure of the current system behavior in order to generate as an output a particular feedback robust controller which should be used at that time instant [1]-[2]. The sliding mode control (SMC) strategy is designed such that the variable structure control systems have to be capable to drive the system states on the convergent phase trajectories and then to constrain these to lie within a neighborhood of the switching function.
that can be represented by a switching line or switching surface, such is shown in figure 2 [8]. In this approach the dynamic behavior of the control system may be adapted to a particular choice of switching function, and also the feedback closed-loop response becomes totally insensitive to a particular class of uncertainty in the system, more precisely proving a high robustness feature to all kind of system uncertainties. The main drawback of using the sliding mode control (SMC) techniques to design a large variety of control industrial applications is the necessity to implement a basically discontinuous control signal which hypothetically must switch with infinite frequency to provide total rejection of the uncertainties [1]-[2].

\[
A = \begin{bmatrix} -10 & 51.7 \\ -0.1034 & -2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 2 \end{bmatrix}, \quad D = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

\[
\Psi(x, u, t) = (-1000T_{\text{Load}}) = -10 \sin(t).
\]

where \( x \in \mathbb{R}^n \) is a \( n \)-dimensional state vector (\( n = 2 \)), \( y \in \mathbb{R}^p \) is a \( p \)-dimensional output vector (\( p = 1 \)), and \( u \in \mathbb{R}^m \) is a \( m \)-dimensional input vector (\( m = 1 \)). For this development phase the load torque disturbance uncertainty is considered \( T_{\text{Load}} = 0 \), (dc Servomotor no-load speed) and so \( \Psi(x, u, t) = 0 \), in order to investigate in the first phase of our development only the linear case. By some manipulations of the matrices \( A, B, C \) we can easily find that \( B, C \) have a full rank and the pair \((A, \ C)\) is observable, as main requirements assumed in [1].

To design a sliding mode observer (SMO) for this control system we follow the same procedure as in [1]. Firstly we attach to the original system an Utkin observer [1], [2] in a canonical form. For this task we need to find a nonsingular state transform \( \mathcal{T}_C \in \mathbb{R}^{n \times n} \) that changes the state vector \( x \) in a state vector \( z = \mathcal{T}_C x \), \( z_1 \in \mathbb{R}^{n-p}, z_2 \in \mathbb{R}^p \), \( \mathcal{T}_C = \begin{bmatrix} N_C \\ C \end{bmatrix} \).

\[ N_C \in \mathbb{R}^{n \times (n-p)} \]

where the column of the matrix \( N_C \) spans the null space of \( C, z_1 \neq 0_{(n-p) \times 1} \longrightarrow N_C \times z_1 = 0_{(n-p) \times 1} \).

This nonsingular state transform \( \mathcal{T}_C \) converts the nominal system (2) in the following canonical form:

\[ \frac{d\hat{z}_1}{dt} = A_{11}\hat{z}_1(t) + A_{12}\hat{z}_2(t) + B_1u(t) \]

\[ \frac{d\hat{z}_2}{dt} = A_{21}\hat{z}_1(t) + A_{22}\hat{z}_2(t) + B_2u(t) \]

Now the dynamics of the observer is described by the following similar equations:

\[ \frac{d\hat{x}_1}{dt} = A_{11}\hat{x}_1(t) + A_{12}\hat{x}_2(t) + B_1v(t) + L\hat{\theta} \]

\[ \frac{d\hat{x}_2}{dt} = A_{21}\hat{x}_1(t) + A_{22}\hat{x}_2(t) + B_2v(t) - \hat{\theta} \]

where the pair \( (\hat{z}_1, \hat{z}_2) \) represent the estimated values of the transformed components state vector \( z \), and \( L \in \mathbb{R}^{(n-p) \times p} \) is the observer gain matrix, given by

\[ \hat{\theta}_i = \text{Msgn}(\hat{z}_{2,i} - \hat{z}_{2,i}), M \in \mathbb{R}^{r,+}, i = 1, ..., p \]

The dynamics of the system errors is described by the following first order differential equations:

\[ \frac{de_1}{dt} = A_{11}e_1(t) + A_{12}e_2(t) + L\hat{\theta} \]

\[ \frac{de_2}{dt} = A_{21}e_1(t) + A_{22}e_2(t) - \hat{\theta} \]

The observer gain matrix \( L \in \mathbb{R}^{(n-p) \times p} \) is chosen in order to make the spectrum of the matrix \( (A_{11} + LA_{22}) \) to lie in \( C_- \), where the pair matrices \((A_{11}, A_{22})\) is observable due to the fact that the pair \((A, C)\) is also observable.
Without to lose the generality we can choose the coordinates transform matrix such as:

\[
T_c = \begin{bmatrix} N_C^T \\ C \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

(8)

that converts the triple \((A, B, C)\) into \((\tilde{A}, \tilde{B}, \tilde{C})\), where the lines of the matrix \(N_C^T\) span the null space of the vector \(C\), and also:

\[
\tilde{A} = T_c A T_c^{-1} = \begin{bmatrix} -2 & -0.1034 \\ 51.70 & -10 \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}
\]

(9)

\[
\tilde{B} = T_c B = \begin{bmatrix} 2 \\ 0 \end{bmatrix} = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \tilde{C} = C T_c^{-1} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}
\]

From the matrix structure \(\tilde{A}\) we get \(A_{11} = -2\) (stable), and \(A_{12} = -0.1034, A_{21} = 51.70, A_{22} = -10\). Also, \(B_1 = 2, B_2 = 0, C_1 = 0, C_2 = 1\).

The value of the observer matrix gain \(L\) can be choose such as \(A_{11} + LA_{21} < 0\), let take this \(L = -1 < -A_{11}/A_{21} = 0.0387\). Setting the observer matrix gain \(L\) to 0.01 the dynamics of the linear observer and of its error are described by the following first order differential equations:

\[
\begin{align*}
\frac{d\hat{e}_1}{dt} &= -2\hat{e}_1(t) - 0.1034\hat{e}_2(t) + 2u(t) - \theta \\
\frac{d\hat{e}_2}{dt} &= 51.70\hat{e}_1(t) - 10\hat{e}_2(t) - \theta \\
\frac{d\hat{e}_1}{dt} &= -2e_1(t) - 0.1034e_2(t) + 0.01\theta \\
\frac{d\hat{e}_2}{dt} &= 51.70e_1(t) - 10e_2(t) - \theta \\
\theta &= \text{sgn}(\hat{e}_2 - e_2) = \text{sgn}(e_2(t)), M = 1
\end{align*}
\]

(10)

4.1 SIMULATION RESULTS

In all the above equations we set \(u(t) = 12[V]\) in order to solve the problem of designing a sliding mode observer (SMO) by using MATLAB/SIMULINK software package. The model of the original system in SIMULINK is shown in figure 3, and the evolution of the states, i.e. angular speed\((x_1)\) and armature current \((x_2)\) are shown in figures 4 and 5. The state-space representation model of the dc servomotor in canonical form and the Utkin classical observer dynamics model embedded in the same integrated control structure are represented in MATLAB/SIMULINK, as are shown in figure 6 and the evolution of the both model and estimated states, namely the angular speed \((\hat{e}_2)\) and the armature current \((\hat{e}_1)\) are shown in figures 7 and 8. The dc servomotor angular speed \((\hat{e}_2)\) and armature currents \((\hat{e}_1)\) SMO residuals are shown in figures 9 and 10. In figure 11 are shown the SMO errors dynamics modeled in SIMULINK.

An ideal sliding motion will take place on the sliding surface [1], [2], [4], [5]:

\[
S_w = \{(e_1, e_2) | e_2 = 0\}
\]

(11)

After some finite time \(t_s\), for all subsequent time, \(e_2 = 0\), and \(\frac{de_2}{dt} = 0\).

The corresponding sliding mode dynamics are given in [1]-[2]:
In figure 12 is captured much more commutations around the sliding line:

\[ S_w \dot{z}_s = 0, e_2 = 0 \]

and is shown the time switching control function

\[ \dot{v} = \text{sgn}(\dot{z}_2 - z_2) = \text{sgn}(e_2(t)), M = 1, L = -1. \]

Secondly, we build a classical Utkin observer with linear injection that is used in next section to introduce a constructive sliding mode observer design framework.
V. SLIDING MODE OBSERVER FOR LINEAR DC SERVOMOTOR WITH MODEL OR DISTURBANCE UNCERTAINTY

For the uncertain system (2) we define the following observer described in state-space representation [1]-[2], [4]-[5] by the following equations:

\[
\frac{dx}{dt} = A_{nxn}x + B_{nxm}u - G_{L,nxp}C_{pxn}e(t) + G_{N,nxp}\theta
\]

where the error \( e(t) \) is

\[
e(t) = \hat{x}(t) - x(t)
\]

\( \hat{\theta} \) is a discontinuous switching function about the sliding hyperplane:

\[
\nu = \begin{cases} 1 & \text{for } x(t) + \hat{x}(t) < 0 \\ -1 & \text{for } x(t) + \hat{x}(t) > 0 \\ 0 & \text{for } x(t) + \hat{x}(t) = 0 \end{cases}
\]

and the precise structure of injection signal matrices \( G_{L,nxp}, G_{N,nxp} \) is to be determined.

The existence conditions for a SMO of the form (13) that rejects the uncertainty class \( \Psi(x,u,t) : R_x \times R^n \times R^n \rightarrow R^n \) of dc servomotor load torque \( T_{ILoad} = 10\sin(t) \) described in (2) are given in [1]-[2], [4]-[5]:

- \text{rank} (C \times D) = q, 1 \leq q \leq p < n = 2

and the precise structure of injection signal matrices \( (A,D,C) \) given in (2) must lies in the half left complex plane \( C_- \) (stable).

For a square nominal linear system these two conditions require that the triplet \( (A,D,C) \) to be relative degree one and minimum phase. Furthermore, the existence conditions depend upon a specific selection of the uncertainty channel and the observer design will be directly determined by the uncertainty distribution matrix \( D \). The necessary and sufficient conditions for existence of a sliding mode observer (SMO) together with the canonical form provide a pathway to a constructive method for observer design [2], [4], [5].

The original nominal system (2) is converted in the canonical form (3) using a possible change in coordinates through a canonical transformation matrix \( T_x \) given in (8):

\[
A_c = T_x A T^{-1}_x = \begin{bmatrix} -2 & 51.70 & -0.1034 \\ 51.70 & -2 & -10 \end{bmatrix} = \begin{bmatrix} A_{11c} & A_{12c} \\ A_{21c} & A_{22c} \end{bmatrix}
\]

\[
B_c = T_x B = \begin{bmatrix} [B_{1c}] \\ 0 \end{bmatrix} = \begin{bmatrix} B_{1c} \\ B_{2c} \end{bmatrix}
\]

\[
C_c = T_x C T^{-1}_x = \begin{bmatrix} [C_{1c}] & [C_{2c}] \end{bmatrix}
\]

\[
D_c = T_x D = \begin{bmatrix} [D_{1c}] \\ 0 \end{bmatrix} = \begin{bmatrix} D_{1c} \\ D_{2c} \end{bmatrix}
\]

In this structure all the required existence conditions mentioned in [2] to design a SMO are satisfied. The matrix gain \( L \) defined in [Sarah] for our case study becomes \( L = 0 \).

Define now a new nonsingular matrix \( T_L \) of the following structure [2], [4], [5]:

\[
T_L = \begin{bmatrix} I_{n-p} & 0 \\ 0 & D_L \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

(18)

that converts the system from its canonical form (17) in the following state-space representation:

\[
z_L = T_L x_c
\]

\[
A_L = T_L A_c T^{-1}_x = \begin{bmatrix} -2 & -0.1034 \\ 51.70 & -10 \end{bmatrix}
\]

\[
B_L = T_L B_c = \begin{bmatrix} 2 \\ 0 \end{bmatrix} = \begin{bmatrix} B_{1L} \\ B_{2L} \end{bmatrix}
\]

\[
C_L = T^{-1}_L C_c = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

(19)

\[
D_L = T_L D_c = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} D_{1L} \\ D_{2L} \end{bmatrix}
\]

and so, by chance, the same structure as in the canonical form.

The system triplet \( (A_L, C_L, D_L) \) can be put in the following form [1], [2]:

\[
\frac{dx}{dt} = A_{11L}x_{1L}(t) + A_{12L}z_{2L}(t) + B_{1L}u(t)
\]

\[
\frac{dy}{dt} = A_{21L}x_{1L}(t) + A_{22L}z_{2L}(t) + B_{2L}u(t) + \cdots
\]

\[
D_{2L}\Psi(x,u,t)
\]

(20)

and so we can write also the following equivalent equation:

\[
\frac{dy}{dt} = A_{21L}x_{1L}(t) + A_{22L}y(t) + B_{2L}u(t) + \cdots
\]

\[
D_{2L}\Psi(x,u,t)
\]

(21)

The corresponding observer is described by the following equations:

\[
\frac{dx}{dt} = A_{11L}\hat{x}_{1L}(t) + A_{12L}\hat{y}(t) + B_{1L}u(t) - A_{12L}e_y(t)
\]

\[
\frac{dy}{dt} = A_{21L}\hat{x}_{1L}(t) + A_{22L}\hat{y}(t) + B_{2L}u(t) - \cdots
\]

\[
A_{22L} - A_{22L}e_y(t) + \theta
\]

(22)

and so we can write also the following equivalent equation:

\[
\frac{dy}{dt} = A_{21L}x_{1L}(t) - A_{22L}y(t) - y(t) + e_y(t)
\]

(23)

where \( A_{22L} \) is a stable design matrix, let us to take it \( A_{22L} = -2 \). Let us to consider also a symmetric positive definite matrix for \( A_{22L}^2 P_2 + P_2 (A_{22L}^2) = Q_2 \) with \( Q_2 \in R^{p \times p} \) a symmetric positive definite design matrix. For a particular selection of matrix \( Q_2 \) we get:

\[\neg P_2 = -4 \rightarrow P_2 = 1\]  

(24)

Now a robust observer design is well defined and can be described by the following equations:

\[
\frac{dx}{dt} = A_{11L}\hat{x} + B_{1L}u - G_{L,nxp}(C_{pxn}\hat{e}(t) + G_{N,nxp}\theta
\]

\[
\hat{y}(t) = C_{L}\hat{x}(t) - x(t)
\]

(26)

where the gain matrices have the particular form [1], [2], [4], [5]:
Corresponding to a particular selection of canonical coordinates transform, \( G_{L,v,x,n,p} = T_c^{-1} \begin{bmatrix} A_{122_L} & -A_{222_L} \end{bmatrix} = \begin{bmatrix} -8 & -0.10348 \end{bmatrix} \) (27)

\[ G_{N,v,x,n,p} = \|D_z\|^{-1} T_c^{-1} \begin{bmatrix} 0 \\ 1 \\ 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ \frac{1}{10} \\ 0 \end{bmatrix} \]

Regarding to a particular selection of canonical coordinates transform, \( T_c = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} \).

Also, the discontinuous switching function \( \vartheta \) about the sliding hyperplane \( S_w \) (15) is given by:

\[
\vartheta = \begin{cases} \rho(t, y, u) D_{2z} \begin{bmatrix} \frac{p_x e_x(t)}{p_x e_y(t)} \\ \frac{p_y e_x(t)}{p_y e_y(t)} \end{bmatrix} e_y(t) \neq 0 \\ 0 \end{cases} e_y(t) = 0 \] (28)

Remark: A big advantage of this development in this formulation of the sliding mode observer (SMO) design framework is that there is no requirement for \((A, C)\) to be observable [2].

On the state components the developed robust observer given in (26) can be written in the following form:

\[
\begin{align*}
\frac{d\hat{x}_1}{dt} &= -2\hat{x}_1(t) - 0.1034\hat{y}(t) + 2u(t) + 8e_y(t) - \ldots \\
\frac{d\hat{y}}{dt} &= 51.70\hat{x}_1(t) - 10\hat{y}(t) + 0.1034e_y(t) (29)
\end{align*}
\]

where the dynamical errors described by following equations:

\[
\begin{align*}
\frac{de_x(t)}{dt} &= A_{111}e_x(t) = -2e_x(t) \\
\frac{de_y(t)}{dt} &= A_{212}e_x(t) + A_{222}e_y(t) + \vartheta - D_{2z}\Psi(x, u, t) \\
&= 51.70e_1(t) - 2e_y(t) + \vartheta - \Psi(x, u, t)
\end{align*}
\]

with the uncertainty function \( \rho(t, y, u) \) bounded by:

\[
\rho(t, y, u) = r|\rho(t)| + \alpha(y, t) + \delta \geq 12r + 10\sin(t) + \delta
\]

For a particular selection according to [Sarah]:

\[
r = 0.7 > 0, \delta = 1.6 > 0, \alpha(y, t) = -10\sin(t),
\]

the equations become:

\[
\begin{align*}
\frac{d\hat{x}_1}{dt} &= -2\hat{x}_1(t) - 0.1034\hat{x}_2(t) + 2u(t) + 8e_y(t) - \ldots - 20\text{sign}(e_y(t)) \\
\frac{d\hat{y}}{dt} &= 51.70\hat{x}_1(t) - 10\hat{y}(t) + 0.1034e_y(t) (32)
\end{align*}
\]

where the scalar function \( \rho(t, y, u) \) is bounded by:

\[
\rho(t, y, u) \geq 20
\]

5.1 SIMULATION RESULTS

The dynamics errors of the Sliding mode Observer model (30) attached to the dc Servomotor actuator with disturbance uncertainty (the load torque, \( T_{\text{load}} = 10\sin(t) \)) are modeled in SIMULINK and shown in figure 13. Their dynamic evolution, i.e. armature current residual \( (e_x) \) and angular speed residual \( (e_y) \), is shown in figures 14 and 15.

The SMO control switching function around sliding line \( \vartheta \) is calculated according to (28) and (31) and is shown in figure 16. The state-space representation of the robust Sliding Mode Observer model (26) in canonical form is represented also in SIMULINK, and the evolution of the both model and estimated states, namely the angular output speed \( (y(t), \hat{y}(t)) \) and the armature current \( (x_1(t), \hat{x}_1(t)) \)

are shown in figures 17 and 18, for open-loop system for the same setting \( u(t) = 12[V] \). From the last two figures we observe that after approximately 2 seconds, visually perfect replication of the true and estimated states is taking place. To demonstrate the robustness of the nonlinear observer tracking the output from the dc Servomotor when the initial conditions of the true states and observer states are deliberately set to different values. If the nonlinear component is removed by setting \( \rho(t, y, u) \) to zero, the resulting Luenberger Observer [2] behaves as simple observer without sliding motion.
Fig. 16 SMO control switching function around sliding line

Fig. 17 DC servomotor angular speed estimated versus model angular speed using SMO control strategy

Fig. 18 DC servomotor armature current estimated versus model value using SMO control strategy

VI. SLIDING MODE OBSERVER REAL-TIME IMPLEMENTATION

In control systems literature rarely we find details about the real-time software and hardware implementation aspects, and no sufficient attention is given about the algorithms and the sampling time selection. Usually the implementation aspect and real-time control systems design are connected together but in the most cases this connection is always ignored. Furthermore the real-time control systems design is treated from control perspective ignoring the implementation aspects of the control algorithms. Fortunately, recently the real-time implementation and design aspects get a considerable attention from part of control engineering community due to the introduction of new software tools like MATLAB/SIMULINK with its RTW (Real-Time Workshop) and the RTWT (Real-Time Windows Target) Toolboxes. The real-time platform used to perform these real-time simulations is a MATLAB R2013a with SIMULINK running on two processors WINDOWS OS machine. Certainly these new real-time platforms do the implementation of real-time experiments easier and save much time but on the other hand they have some drawbacks regarding a good perception of the real-life problems that could appear during the real-time implementation of the control systems.

VII. CONCLUSIONS

In this paper, we have studied the possibility of using a Sliding Mode Observer strategy design to a dc Servomotor actuator with disturbance uncertainty that is integrated in the same control system structure. The implementation in real time of SMO proposed control strategy will be very useful for our future developments in fault detection and isolation (FDI) control applications based on the equivalent signal injection principle [1]-[4]. This new FDI control strategy will be design in the future work based on the injection signal principle [1]-[2], [4]-[5]. The main contributions in our research are summarized briefly as follows:

(a) Comparison of performance capabilities and advantages of real-time implementation of a Sliding Mode Observer (SMO) versus Sliding Mode Control (SMC),
(b) Implementation in real time a Sliding Mode Observer of a linear dc Servomotor actuator without uncertainty,
(c) Implementation in real time a Sliding Mode Observer for a linear dc Servomotor actuator with bounded disturbance uncertainty.
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Abstract—Multimedia devices are widely used in professional applications as well as personal purposes. The use of computer vision systems enables detection and extraction of important features exposed in images. However constantly increasing demand for this type of video with high quality requires simple however reliable methods. The objective of presented research is to investigate applicability of heuristic method for real-time video frames capturing and correction.

Index Terms—Video Stream Correction, Real-time Processing, Heuristic Method.

I. INTRODUCTION

MULTIMEDIA devices are widely used in professional applications as well as personal purposes. We can find cameras applied in security systems present in CCTV (Closed Circuit TeleVision) applications where several cameras are detecting motion to supervise it against criminal actions and unlawful activities. Various types of these are used in financial institutions like banks, airports and any other railway/bus stations, sport stadiums and culture institutions like cinemas, theaters and concert places. Similarly to these, video recording is very useful for houses and car-parks where we use vision systems to prevent robbery. Recent years have also shown that modern video technologies with their various multimedia applications are also supported by international and national organizations and authorities which are exploring possibilities of implementations of computer aided analysis in order to assist i.e. law officers on duty. For these reasons it is paramount to develop automated systems that can actively improve precision of capturing in real time in various conditions, lightening and other factors that can actively influence CCTV.

Therefore in this article we want to discuss a new tracking model for image capturing, where dedicated version of heuristic attempt is applied to assist in detecting proper camera orientation in real time. Research presented in this work tend to move toward development of such a model.

A. Related Works

Image capturing and feature extraction efficiency in multimedia applications have been investigated in various research projects. Pope and Lowe proposed probabilistic approach to the problem of various 3-D object recognition [1], while Grycuk et al. proposed approach to use SURF for video key features detection for following frames [2]. With development in technology it became possible to evaluate more features with higher precision. Drozda et al. presented proposition of different orderings for visual sequences alignment implemented as algorithms for image classification [3]. Knop et al. discussed improvements in application of neural methods into video compression based on dedicated scene change detection algorithm [4], while Capizzi et al. proposed novel attempt to process images of oranges to be classified by proposed neural network architecture [5]. Stateczny et al. discussed application of intelligent methods for image processing in batymetric systems [6]. Intelligent methods are also widely adapted into detection processes: Starzyk developed visual saccades for object recognition [7], Pabiasz et al. proposed three-dimensional facial landmarks recognition [8] and novel approach to 3D face images processing [9]. Similarly heuristic methods, as newly developed algorithms inspired by nature, gave new possibilities to multimedia streaming aspects. Panda et al. developed edge magnitude solution, where classic heuristic approach based on Cuckoo Search Algorithm was implemented to search over multilevel thresholding [10]. Mishra et al. proposed heuristic attempt to watermarking on gray-scale images by application of Firefly Algorithm [11]. Heuristic methods are extensively examined in recent years, and various new or hybrid methods are developed for multimedia applications in detection and image capturing systems. Woźniak and Polap presented extensive comparison of efficiency in key-points extraction between developed Cuckoo Search Algorithm and classic methods like SIFT and SURF [2], [12]. Similarly Firefly Algorithm application was proposed by Woźniak and Marszałek [13]. Walendzik et al. reported development in gaming technologies for automatically generated evaluation [14] and Swiechowski et al. discussed self adapting strategies to gaming reality [15]. Decision making systems widely use adaptive strategies to simulate intelligent data streaming processing as reported by Rutkowski et al. [16].

Multimedia processing by possible applications of various methods of Computational Intelligence started important trend in nowadays technology. Multimedia storing systems are applied to manage visual information [17]. Korytkowski et al.
proposed boosted fuzzy classifiers for captured images [18].

In this article we propose novel approach to implement heuristic method to work as real-time detector for cameras and vision systems.

II. PROPOSED FRAME PROCESSING TECHNIQUE

Computational Intelligence (CI) methods widely use various soft computing techniques for detection and extraction of features. One of these processes is frame capturing. It is non-trivial to perform this operation in real-time along with correction of quality. Proposed in this article technique is based on application of CI method, in particular dedicated versions of bio-inspired heuristic approach, as a dedicated solution to improve vision tracking in CCTV systems or any image recognition systems that use this or similar type of vision capturing.

In this type of bio-inspired simulation approach we can adapt birds, fish or any other species which together as a cluster behave in a very specific way. The population adapts to given initial conditions of the environment following to the destination. This type of behavior is very useful in various applications, i.e. where we want to search object space for specific features.

A. Ad-hoc Filtering Method

Before application of heuristic detection we need to extract features from video frames. These features will serve as objects, which will be traced along rotation of the camera. To extract features we have applied simplified filtering method, which is run ad-hoc to filter video frames and extract objects to be forwarded to heuristic tracking method. In proposed filtering we introduce evaluation of the luminosity to extract edges of the traced objects. Extraction leaves pixels of high luminosity which extract shapes as bright pixels over dark background. We simply approximate both dimensions of the luminance gradient along axes of the video frame.

1) Applied Operator: Extraction of objects is based on idea to use directional differential operator \( \nabla \) on brightness \( \phi \) as:

\[
\nabla \phi \cdot dx_1 = [\partial_1 \phi, \partial_2 \phi] \cdot [dx_{1,1}, dx_{1,2}],
\]

where partial derivatives \( \partial_1 \phi \) and \( \partial_2 \phi \) are computed for video frame points \( x_1 \) according to each coordinate.

Proposed ad-hoc frame filtering is using luminance intensity matrix \( L \) to compute function

\[
\begin{align*}
\hat{\phi}(x_1) &= \sum_{k=1}^{2} \phi^k(x_1) \\
\phi^k(x_1) &= \max_{m,n=1}^{3} (M^k_{mn} \cdot L(x_{1,1} + m - 2, x_{1,2} + n - 2))
\end{align*}
\]

as convolution of matrices

\[
M^1 = \begin{pmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{pmatrix},
\]

\[
M^2 = \begin{pmatrix}
-1 & 0 & -1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{pmatrix},
\]

Matrix \( M^1 \) is applied for vertical extraction and matrix \( M^2 \) is applied for horizontal extraction, however application of \( \max(k) \) returns only highest convolution value to the output bit of video frame points \( x_1 \) to enable faster shape features extraction. Composed in this way filtered frame is forwarded to applied heuristic method for tracking.

B. Proposed Bio-Inspired Heuristic Approach

The main idea of bio-inspired heuristic approach is to simulate entire population of mapped organisms into implemented algorithm. During iterations we assume that individuals can exchange information to find destination. This make the implemented population act similarly to swarms of fish, birds or other species. This assumptions are composed into mathematical model, where destination of the swarm in each iteration is the object traced by the CCTV camera. The algorithm is implemented to search the following video frames for destination objects by matching trajectories of individuals (particles) and therefore trace the object in real-time. Each of individuals is a vector of coordinates that move along the rotation of the camera tracing the object.

Movement of tracing individuals is based on stochastic and deterministic approach, where we combine random walk toward optimum with deterministic distance between particles. The knowledge about traced object is updated in each iteration according to positions of particles that correctly detected traced object. This information serves as a staring location for further iteration, where particles compare new situation to previous frame and follow the best situated individual to the destination.

1) Applied Model: To keep the randomness of movements along with so called "communications between particles" we introduce deterministic and random factors along with the following assumptions:

- Tracing points are moving along the captured video frames in search of the object,
- Each individual is referring to it previous position while tracing the object,
- At the end of each iteration, all the individuals exchange information,
- Number of tracing individuals is constant.

Each tracing individual position is denoted as \( x_i^t \) whose \( i \) components correspond to dimensions of the video frame and \( t \) is iteration in the algorithm. Move is denoted as \( u_i^t \) with appropriate symbols for each iteration \( t \) according to the formula:

\[
u_i^{t+1} = u_i^{t} + \alpha \cdot \epsilon_1 \cdot [g_i^{t-1} - f(x_i^t)] + \beta \cdot \epsilon_2 \cdot [x_i^t - x_i^t], \]

where \( x_i^t \) is applied for horizontal extraction, however application of \( \max(k) \) returns only highest convolution value to the output bit of video frame points \( x_1 \) to enable faster shape features extraction. Composed in this way filtered frame is forwarded to applied heuristic method for tracking.
where the symbols are: $m^t_i$ – tracing move of $i$ individual in $t$ iteration, $\alpha$ – optimum value memory factor, $\beta$ – optimum individual position memory factor, $\epsilon_1, \epsilon_2 \in [0, 1]$ – random values, $g^t_i$ – previous position of the tracing individual at the frame in $t - 1$ iteration, $f(x^t_i)$ – present position of the tracing individual at the frame in $t$ iteration, $x^t_i$ – position of best situated individual in $t$ iteration, $x^t_i$ – position of tracing individual $i$ in $t$ iteration.

For that modeled trace move we perform movements of all tracing individuals using formula:

$$x^{t+1}_i = x^t_i + (-1)^K \cdot m^t_i,$$

where the symbols are: $x^t_i$ – position of tracing individual $i$ in $t$ iteration, $m^t_i$ – trace move $i$ particle in $t$ iteration according to (4), $K$-random factor applied to randomize direction of movements.

Equations (4) and (5) allow tracing of objects in real-time using implementation of the proposed Algorithm 1. To start tracing we place initial population of individuals at random over first video frame. While camera is rotating along the axis implemented However, to improve tracing abilities we can also apply some boundary criteria to enable additional movements control.

III. EXPERIMENTAL RESULTS

In the experimental tests we have applied two sample video streams. First was captured at one of polish parks. Second was captured in Egyptian pyramid. The task for proposed system was to follow rotation of the camera to trace the object in real-time and therefore improve quality of video recording. Based on tests, the maximum displacement of particles between two frames has been appointed as 5 pixels. With this value, the amount of calculations in the proposed algorithm is significantly minimized - in the last stages of the algorithm only circles of radius equal to 5 are analyzed. Results of proposed real-time heuristic tracking are presented in Fig. 2. Chart of the delay for both solutions is presented in Fig. 1.

A. Conclusions

In the experimental tests we have compared two attempts for proposed solution: to continue heuristic processing using only one population of $tracing\_individuals$ and to change population in each 3 seconds. Comparing results of benchmark tests we can see that introduction of new population in regular intervals can increase efficiency of the real-time processing. Chart presented in Fig. 1 shows relation of delay between two compared solutions. With increasing time of video processing newly introduced population tends to reduce delay what influence efficiency of tracking, therefore proposed processing becomes faster and even more adapted for CCTV real-time video systems.

Algorithm 1 Heuristic Approach to Video Frames Processing in Real-Time

1: Define coefficients: $\alpha$ – memory factor, $\beta$ – position memory factor, generation – number of iterations, $tracing\_individuals$ – number of individuals in swarm,
2: while video frames are captured from rotating CCTV camera do
3: Capture 2 following video frames with a delay of 1 sec,
4: Perform Ad-hoc Filtering Algorithm on each of them,
5: Start tracing using first video frame,
6: Create at random initial population,
7: $t := 0$,
8: while $t \leq generations$ do
9: Move $tracing\_individuals$ according to (5) and (4),
10: Sort $tracing\_individuals$ according to brightness,
11: Evaluate $tracing\_individuals$ and take $best\_ratio$ of them to next generation,
12: Rest of $tracing\_individuals$ take at random,
13: Next generation: $t++$,
14: end while
15: Place $tracing\_individuals$ from last generation over second filtered video frame,
16: Divide this frame into 4 parts,
17: Take this part where we have highest concentration of $tracing\_individuals$,
18: for $-5 \leq \alpha \leq 5$ do
19: for $-5 \leq \beta \leq 5$ do
20: Move $tracing\_individuals$ using correction ($\alpha, \beta$),
21: Calculate percentage of all points whose adaptation is the same as for the first frame,
22: Save point for which the percentage is highest,
23: $\beta++$,
24: end for
25: $\alpha++$,
26: end for
27: Determine the direction on the basis of selected point.
28: end while

in Fig. 2. Chart of the delay for both solutions is presented in Fig. 1.
Proposed solution enabled us to obtain the direction of camera movement at the time of recording. The proposed method uses heuristic processing and ad-hoc filtering. Due to simple implementation and low number of operations it is possible to perform it all in real-time during video recording, when CCTV system is already loaded. The results, i.e. the average delay is constant over time, allow for practical use in various applications such as sport equipment or systems of the virtual view. Moreover, such a solution in conjunction with the navigation system GPS can create real guidance system.

In future work, it is planned to reduce the calculations and the inclusion of additional factors such as navigation system in order to create an easy-to-use solutions for a variety of purposes.
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Abstract—The paper presents modeling and simulation of energy consumption of two types of parallel applications: geometric Single Program Multiple Data (SPMD) and divide-and-conquer (DAC). Simulation is performed in a new MERPSYS (Modeling Efficiency, Reliability and Power consumption of multilevel parallel HPC SYStems using CPUs and GPUs) environment. Model of an application uses the Java language with extensions representing message exchange between processes working in parallel. Simulation is performed by running threads representing distinct process codes of an application, with consideration of process counts. Instead of running time consuming calculations, their times are simulated using functions representing computational time dependent on input data sizes. The simulator considers performance and power consumption values for compute devices stored in its database. We performed verification of running the two applications on up to 512 and 1024 processes respectively on a large cluster from Academic Computer Center in Gdansk demonstrating a high degree of accuracy between simulated and measured results.

I. INTRODUCTION

In today’s High Performance Computing (HPC) landscape performance and power consumption are key factors, both of which are of key concerns in design of future systems. As of today, Tianhe-2 is the most powerful computing cluster on the TOP500 list with performance of over 54 PTFlop/s at 17.8 MWs of power consumption. Tianhe-2 uses the hybrid architecture that couples multicore CPUs and accelerators within a single node. Examples of accelerators used today are GPUs or coprocessors such as Intel Xeon Phi. These are used in the top high performance clusters listed on the TOP500 list. The recently announced Tesla P100 offers 5.3 TFlop/s double-precision performance with Thermal Design Power (TDP) 300 Watts\(^1\). Intel\textsuperscript{®} Xeon Phi\textsuperscript{TM} Coprocessor 7120P offers 1.2 TFlop/s theoretical peak double-precision performance\(^2\) with TDP 300 Watts\(^3\).

As computational power of HPC systems comes from engaging more and more processing cores and consequently increasing the sizes of compute devices and the number of compute devices within a system, there is often a need for assessment of not only performance but also power consumption of such systems. A typical use case is when the user or system owner already know several applications that are run in their contexts or environments and need to assess performance and power consumption of an HPC system after an upgrade or after a new HPC system is to be purchased.

This paper focuses on a model and methodology for assessment of power and energy consumption of parallel applications adopted in the MERPSYS simulation environment\(^4\). This work follows modeling execution time of parallel applications in MERPSYS that is presented in [1].

II. RELATED WORK

In terms of applications, energy consumption and its reduction is very important. Proper techniques involving load shifting and machine management may result in energy bill savings [2]. Paper [3] analyzes optimization of energy consumption for large virtualized service centers.

In work [4], authors present a workflow that allows prediction of energy and power consumption of HPC applications using available data for a given application regarding power and energy consumption for specific values of nodes used. Then, based on a predictor, that uses the available data and proper interpolation, predicted values can be found. The paper shows a high degree of accuracy of the predictor for Hydro (computational fluid dynamics) and EPOCH (plasma physics simulation) benchmarks executed on the SuperMUC (near Munich, hence MUC) HPC platform.

In paper [5], experiments with Co-Design Molecular Dynamics (CoMD) and Livermore Unstructured Lagrangian Explicit Shock Hydrodynamics (LULESH) codes were performed on a system with host Xeon E5 CPUs and Xeon Phi 5110P coprocessors with measurements of energy and power for the whole system, CPUs and Xeon Phis. Results were used to obtain parameters of theoretical model coefficients with high confidence (\(R^2\) coefficient). Results were presented for host frequency scaling as well as problem size scaling.

In paper [6] authors used neural networks to train models that predicted power and energy consumption when running high performance computing codes. It has been shown that

\(^{1}\)http://wccitech.com/nvidia-pascal-gpu-gtc-2016/
\(^{3}\)http://ark.intel.com/products/75799/Intel-Xeon-Phi-Coprocessor-7120P-16GB-1_238-GHz-61-core
\(^{4}\)http://merpsys.eti.pg.gda.pl/
after training, using various versions of codes, it is possible to predict power consumption and energy usage of CPUs and DIMMs with less that 5.5% error for LU factorization, Jacobi and matrix multiplication.

In work [7] authors have presented a detailed energy usage model for parallel master-slave applications, including modeling energy consumption of communication operations, based on execution times. Furthermore, the model was verified in a real environment with a master and 4 or 6 slaves for single or dual core configurations with error rate lower than 4% across the tested configurations.

In paper [8] authors investigated execution times and energy used when running MPI-only and hybrid MPI with OpenMP codes such as Parallel Multiblock Lattice Boltzmann or Gyrokinetic Toroidal Code. In particular, on the largest configurations tested with 8 nodes and a total of 32 cores, hybrid versions showed better execution times and energy consumption than MPI-only codes. Energy used was broken into CPU, memory, disk and motherboard energy.

In paper [9], following analysis performed for Amdahl's law, present a general energy speed-up model in a parallel environment, for multicore systems. Furthermore, authors present specific results for three various power consumption models for a multicore CPU, based on the number of cores used: in the first one all cores are always on, the second with consideration of active cores only and the third with base power, active and idle core power values.

Modeling power consumption of cluster nodes depending on the number of threads active with verification against real measurements were presented in [10]. This showed an idle system power consumption and a non-linear increase until a saturation point. Such a model has been incorporated into the MERPSYS simulator. In work [1], modeling and verification of performance of parallel applications in MERPSYS was presented for computation of vector similarities along with verification in a real parallel environment.

For some types of applications, such as embarrassingly parallel ones, volunteer computing may be an alternative to clusters. Clusters and volunteer systems are different in terms of locality (centralized vs distributed), payer of infrastructure and electrical bill cost, involvement (or lack thereof) of society, security. Comparison of performance and power consumption as well as computational efficiency of cluster based systems and volunteer based systems which use distributed volunteers’ computers is presented in [11]. For the latter, sets of volunteer hardware configurations were taken from BOINC projects and http://cpubenchmark.net/ benchmarks for relevant CPUs and TDPs were used. On average performance/power consumption ratio for modern CPU based clusters turned out to be 2-3 times better than for machines in volunteer based systems.

In [12] authors statistically analyze average CPU utilization and draw a conclusion that in the typical operating region of between 10 and 50% of utilization, energy efficiency is low and aim at designing energy proportional machines that would consume energy proportional to the executed work.

Modelling energy consumption of distributed systems can be useful for exploring the time-energy trade-off, defined in [13]. The authors consider the relationships between execution time, energy consumption and power draw for a set of chosen applications, both on shared memory devices such as Intel Xeon Phi coprocessor and Intel Xeon processor, as well as the Vesta IBM Blue Gene/Q cluster. Formal formulation of the multi-objective code optimization problem is presented, as well as evidence that the energy-performance trade-offs exist in practice.

Paper [14] analyzes energy and makespan trade-offs as a Pareto front in heterogeneous computing systems. Pareto fronts for the multi-objective optimization problem can be determined using mathematical modeling and linear programming [15]. However, such model has to closely match the characteristics of the real executions, which can significantly vary depending on the application model (i.e. synchronization scheme, communication overlapping). Additionally, the model may require defining the execution times of each type of task on each type of hardware beforehand. Thus, for more accurate modeling of various application executions on various hardware, it is important to develop a more flexible method which can give an approximate result with a possibility to quickly modify the application and hardware models.

Paper [16] considers tuning of application execution by proper tiling in the code (cache usage) and CPU frequency. It considers impact on the execution time and energy usage using an example of Poisson’s equation with stencil computations.

In work [17] a methodology and experiments were presented for a distributed KernelHive [18] system that is aimed at parallelization of computations in a heterogeneous environment that consists of potentially several clusters each with multicore CPUs and accelerators such as GPUs. Based on an imposed power consumption limit, an optimizer is able to select compute devices such that the total power consumption does not exceed the threshold and execution time is minimized taking into consideration application configuration (including OpenCL’s kernel NDRange configurations for GPUs and CPUs), network parameters etc. Dependence of execution times against power consumption limits were shown for a real environment.

As demonstrated in paper [4], a model for prediction of power and energy usage in an HPC system can potentially be very desirable e.g. for budget estimation and prediction of peak requirements in terms of power consumption.

In work [19] authors presented Energy Efficient Task Duplication Schedule (EETDS) algorithm with a grouping and energy efficient group allocation schedule phases of a DAGs (Directed Acyclic Graphs) onto a parallel environment. The algorithm was compared, in terms of energy consumption, to Task Duplication Scheduling algorithm (TDS), Non-Duplication Scheduling algorithm (NDS) and Energy-Efficient Non-Duplication Scheduling (EENDS) strategies for Gaussian Elimination and FFT for various values of communication to computation ratio (CCR) demonstrating benefits of EETDS for larger CCR values.
In paper [20] optimization of hybrid MPI/OpenMP parallel application execution is considered in terms of execution efficiency. Algorithms used consider Dynamic Concurrency Throttling (DCT) and Dynamic Voltage Frequency Scaling (DVFS), also in a combined setting. It is demonstrated that the proposed approach results in savings in energy usage with little loss in performance or even gains.

III. MOTIVATIONS AND PROBLEM STATEMENT

Motivations for simulation of execution of parallel applications on large systems stated for the MERPSYS environment, involving execution time and energy consumption, include:

1) Finding good configurations for running parallel applications i.e. specific compute devices in the available environment, numbers of nodes as well as application parameters such as data packet sizes etc.

2) Testing various potential (e.g. from a database of available components) hardware configurations for running a set of applications. MERPSYS allows instant substitution of one component by another e.g. exchanging a CPU or a GPU for another CPU or GPU model, similarly for interconnects.

3) Simulations of a set of applications in a distributed multi-level system composed of clusters and volunteer based systems in order to find approximately optimal hardware allocation, task mapping and scheduling.

In view of the aforementioned works and challenges, the goal of this paper is to define and verify a model of energy consumption of a parallel application run on a parallel system that would return acceptably accurate results from fast running simulations of parallel runs. Specifically, this requires finding the following function

\[
\text{energy consumption(parallel application, parallel system, input data)} = \sum_{i=1}^{\text{Hardware count}} (t_{\text{application}}PW[i]_{\text{idle}} + \sum_k t_{\text{exec}}[i, k](PW[i]_{\text{stress}}(\text{threadcount}[i, k]) - PW[i]_{\text{idle}}))
\]

which considers hardware used and power consumption in idle state multiplied by execution time as well as additional power consumption under stress when running a given number of threads on particular hardware multiplied by activity period.

IV. MODELING ENERGY CONSUMPTION

We modeled energy consumption in a supercomputer Galera Plus located in Academic Computer Centre in Gdansk (CI TASK). This supercomputer consists of 192 computational nodes each containing two Intel Xeon Six-core processors. We used two models of parallel applications: a Single-Program-Multiple-Data application model and a Divide-And-Conquer application model.

Before energy modeling, we modeled the time of a application execution dependency on the number of processors used for calculation. We proved that our timing model is valid using MERPSYS simulation environment (described in the next section). In our simulation, we assumed usage of 1, 8, 27, 64, 125 ... 512 processes for the SPMD application and 1, 2, 4, 8, ... 1024 processes for the DAC application. We achieved results of modeling in a high accordance to the real execution times (see Figure 1) [21].

In the first application, all used computational nodes are almost equally loaded during the whole time of application execution. So energy consumption should be a simple multiplication of execution time and the power used by computational nodes involved in calculations. However in our testbed environment only 32 nodes were assigned to experiments. We assumed in our model that when the modeled number of processes was smaller than 32, each process runs on a separate node, and only a part of computational nodes are used. If the modeled number of processes is equal or greater than 32, the processes are distributed among all the available computational nodes, and all the computational nodes are used. So energy consumption in the SPMD application can be expressed as a sum of energy consumed by active nodes \((E_{an})\) and inactive nodes \((E_{in})\):

\[
E = E_{an} + E_{in}
\]

where the energy consumed by active and inactive node are evaluated as:

\[
E_{an} = N_{an} \cdot P_{an} \cdot t_{exec}
\]

\[
E_{in} = N_{in} \cdot P_{in} \cdot t_{exec}
\]
The number of active nodes \( N_{an} \) and the number of inactive nodes \( N_{in} \) are simply:

\[
N_{an} = \min(N_{proc}, N_{total})
\]
\[
N_{in} = N_{total} - N_{an}
\]

where:

- \( N_{proc} \) is the number of processes in application,
- \( N_{total} \) is the total number of computational nodes (here 32),
- \( P_{an} \) is modeled power usage at one active node,
- \( P_{in} \) is modeled power usage at inactive node.

We measured that power usage at Intel Xeon processors in inactive node \( P_{in} \) equals approximately 50% of maximum power usage \( P_{max} \) which is consumed when all the cores are active [10]. We simplified the function of power usage due to number of active cores as a linear broken function (see Figure 2).

The model of energy consumption in the DAC application is much more complex. Computational nodes are unevenly loaded in consecutive steps of application. At the beginning all needed cores are active. In following steps every second core goes to an idle state (see Figure 3). Thus energy consumption must be evaluated in each step separately. It means that not only the number of active/inactive cores (and active/inactive nodes), but also the time of execution in each application step must be evaluated.

In the DAC application active and inactive energy is expressed by the following formulas:

\[
E_{an} = \sum_{k=1}^{N} E_{an}(k)
\]
\[
E_{in} = \sum_{k=1}^{N} E_{in}(k)
\]
\[
E_{an}(k) = N_{an}(k) \cdot P_{an}(k) \cdot t(k)
\]
\[
E_{in}(k) = N_{in}(k) \cdot P_{in}(k) \cdot t(k)
\]

where:

- \( N \) is the number of steps in the application process,
- \( k \) is the index of step,
- \( t(k) \) is time of execution of the \( k^{th} \) step,
$P_{an}(k)$ is power used on an active node in the \( k \)th step, $P_{in}(k)$ is power used on an inactive node in the \( k \)th step, $N_{an}(k)$ is number of active nodes in the \( k \)th step, $N_{in}(k)$ is number of inactive nodes in the \( k \)th step, $E_{an}(k)$ is energy used on all active nodes in the \( k \)th step, $E_{in}(k)$ is energy used on all inactive nodes in the \( k \)th step.

We are aware that the above model, where the total energy used for computations depends on the number of computational nodes and their usage, ignores the energy used by the whole infrastructure (e.g., cooling system), but this payload was beyond our research at this time.

V. SIMULATION ENVIRONMENT

We modeled time of execution and energy consumption in the MERPSYS simulation environment. MERPSYS enables modeling of a calculation environment (by drawing an architecture model diagram) and simulation of application execution in this environment (by writing an application model as a simulation program).

The architecture model is a graph diagram in which nodes model key architecture components, and edges model connections between components. As we modeled the Galera Plus supercomputer with homogeneous nodes our diagram consisted of two nodes: one single node modeling all computational components (all processors) and the second node modeling the internal Infiniband network connecting the computational components (see Figure 4). Next we specified component instances count (i.e., the number of computational nodes in the modeled supercomputer). Afterwards MERPSYS looked up to its component database and assigned timing parameters to components.

The application modeling program is written in the Java language, with the use of a special simulator interface, accessible by the \texttt{sim} object. We can see a sample fragment of simulation program in Figure 5. The simulation program is not the application itself. To create the simulation program we had to translate the application written in C programming language to the simulation Java language. However, the simulation program is much simpler than the corresponding application program. All computational routines are modeled as \texttt{sim.Computation} method invocations. Interprocess communication is modeled as \texttt{sim.p2pCommunicationSend/sim.p2pCommunicationReceive} or \texttt{one2oneCommunicationSend/one2oneCommunicationReceive} invocations. All the researcher has to do is to determine the data count and the computational routines complexity.

VI. EXPERIMENTS AND RESULTS

As we have mentioned above we modeled and simulated time of execution and energy consumption of two parallel applications (SPMD and DAC) in the Galera Plus supercomputer. The applications were written in C using MPI library. We compared the results of simulation with real application execution measured in this supercomputer.

A. Testbed Environment

The testbed consists of a number of identical computation nodes provided by the Academic Computer Center in Gdansk University of Technology in Poland. Each node is based on two Intel(R) Xeon(TM) CPU 2.27GHz processors (EM64T) with 6 physical processing cores with HyperThreading, 12MB cache, running Linux kernel version 2.6.32. Each node has 16 Gigabytes of RAM and they are composed in the cluster architecture, with fast (QDR, 40Gbps) Infiniband interconnection. The power meters of the cluster are served by the specialized, autonomous management subsystems: HP Integrated Lights-Out 3 (iLO 3).

B. Testbed Applications

The first of the tested application is a geometric SPMD application. This kind of application can be used to solve such problems as weather prediction, heat distribution or other physical phenomena. The evaluated 3D geometric space is divided to many cuboidal regions, each region is evaluated by a separate node. The evaluation process is repeated in many iterations, between each iteration the calculation nodes interchanged data corresponding to regions borders. Data is

Fig. 6. The schematic inter-process data exchange in the SPMD application

interchanged in 4 steps for each dimension. Considering X dimension in the first step even nodes send data to their right neighbours, next odd nodes send data to their right neighbours, next odd nodes send data to their left neighbours, and at last even neighbours send data to their left neighbours (see Figure 6 for illustration).

Sample fragments of the SPMD application are shown below. In the beginning some common data variables are defined following by four auxiliary routines (getdata, setdata, compute_cell, and cell_to_rank). The main simulation logic is iterated in four nested for instructions. The most external loop iterates for an arbitrary number of steps, the internal loops iterate in the three dimensions of the geometric space. After a process has computed an associated cuboidal region in the three dimensions, the process sends data to its neighbors using the scheme shown in Figure 6.

```c
double *data;
int X,Y,Z;
int procx,procy,procz;
int procescount;
... // single data cell get method
double getdata (int x, int y, int z) {
    return data[...];
}

// single data cell set method
void setdata (int x, int y, int z, double val) {
    data[...]=val;
}

double compute_cell (int x, int y, int z) {
    // computes the value of the cell
}

int cell_to_rank (int x, int y, int z) {
    // returns the rank of a process
    // that owns cell (x,y,z)
}
```

main (int argc, char **argv)
{
    ...
    // the main simulation loop
    for (t=0; t<steps; t++)
    {
        for (i=myminx;i<=mymaxx;i++)
        for (j=myminy;j<=mymaxy;j++)
        for (k=myminz;k<=mymaxz;k++)
        {
            setdata (i,j,k, compute_cell (i,j,k));
        }
    }

    // exchange data in X direction
    if (myblockx%2)
    {
        // receive from left
        MPI_Recv (..., YZ_wall, cell_to_rank (myminx-1, myminy, myminz), ...);
    }
    else
    {
        // send to right
        if (myblockx+1<procx)
        
        MPI_Send (... , YZ_wall, cell_to_rank (mymaxx+1, myminy, myminz), ...);
    }

    ...
    // do the same for Y direction
    // and Z direction
    } // end of the iteration loop
    MPI_Finalize ();
    exit (0);
}

The second test application is a Divide-and-Conquer merge-sort algorithm implementation. The first node, which gets the large data set, divides the data into two parts and sends one part to its free neighbor node. This process is repeated in parallel until the size of each partition reaches its limit. Then each node sorts its part of data and "odd" nodes return the sorted fragments to their "parent" nodes. The "parent" nodes merge two sorted data fragments and the process repeats until all data flow to the first node when they are merged to one sorted set (see Figure 7).

The DAC application code is shown below. For simplicity it is assumed that the size of the vector to be sorted is a power of 2. The same applies to the number of processes.

```c
... int *mergelocal (...)
{
    // a function for local merging
    // (i.e. one process, one thread)
```
int *mergeseq(int *arrayin, long length)
{
    // the main function for a sequential
    // merge (iterative)
    for (; currentlength+2<=length; currentlength *=2)
    {
        for (i=0; i<length; i+=2*currentlength)
            mergelocal(...);
    }
}

int main(int argc, char **argv)
{
    ... // in the first step each process needs
    // to sort its part of the array
    arrayout=mergeseq(arrayin, ...);

    // now send the data to an upper process
    if (myrank%2)
    {
        // then send the data
        // to process with rank myrank−1
        MPI_Send(...);
    }

    // now each process needs to check its
    // role in the divide-and-conquer tree
    // whether it should quit or receive data
    // from another process, merge and send
    // to another process
    int currentskip=2;
    // the current skip between process
    // ranks as in the above scheme
    for (; currentskip<=proccount; currentskip *=2)
    {
        if (!(!myrank%currentskip))
        {
            // then I am involved in the given step
            // this means that I need
            // to receive the data
            MPI_Recv(...);

            // now merge data
            mergelocal(...);

            // and send to an upper process
            // if it is not the last iteration
            if (currentskip*2<=proccount)
            {
                // if not the last iteration
                // now check if I should
                // send the data or not
                if (myrank%(currentskip*2))
                {
                    // then I should send the data
                    // to process with rank
                    // myrank−currentskip
                    MPI_Send(...);
                    ... break;
                }
            }
        }
    }
    MPI_Finalize();
}

C. Simulation Programs

Real calculations are not performed in the simulation program. Instead we invoke sim.computation method passing a string that describes computational complexity. This string is composed in the simulation program as a JavaScript function that returns the number of operations. However we had to calibrate the result to the real application execution time measured in the testbed environment. It is represented by the last factor (60.94) in the computationComplexity function expression.

String computationalComplexity="function "
+ ConstVar.complexityFunctionName + "("
+ ConstVar.parameters + ")"[
+ "return " + ConstVar.getDataSize
+ "*60.94:" + "]";

for (t=0; t<steps; t++)
In the real MPI application each process is identified by a "rank" integer number. In the MERPSYS simulator we can not identify a single process. Instead we can identify a "role" of a process (with a "tag" string). So we mapped application process algorithm based on individual process number to simulation program algorithm based on process group role. We defined 7 roles for the SPMD application using relative processes position: "Center", "Left", "Right", "Top", "Bottom", "Front", and "Back". We replaced the four-step inter-process data exchange with send-receive simulation to the neighbor processes groups (see below):

```java
// first send data to all neighbors
neighborTag = "center";
if (!tag.equals(neighborTag)
    && centerCount > 0)
    sim.p2pCommunicationSend(wallSize, neighborTag);

// then receive data from all neighbors
neighborTag = "center";
if (!tag.equals(neighborTag)
    && centerCount > 0)
    sim.p2pCommunicationReceive(neighborTag);
```

For the second application, we defined program roles as "levels" (from L0 to L10). We also had to define three computational complexity functions: InitComplexity, MergeSeqComplexity, and MergeLocalComplexity. Instead a peer-to-peer communication send function we used one-to-one communication send. In peer to peer communication, it is assumed that all pairs of processes communicate. In the DAC application one process sends data to one other process. At the same time a half of all the processes in the lower level send data to their corresponding processes in the upper level, so the time of one pair communication must be multiplied by sendersCount/2.

```java
for (level = 0; level < levelCount; level++)
    {
        thisTag = "L" + Integer.toString(level);
        if (tag.equals(thisTag))
            {
                nextTag = "L"
                + Integer.toString(level + 1);
```

D. Power Measurement

We measured power usage at a single node of a real execution cluster. Power usage was measured in Watts every 10 seconds of the application execution. We repeated the execution three times for each assumed processes count and then we averaged the measured values. The results are shown in Table I and Table II.

```
<table>
<thead>
<tr>
<th>Processes count</th>
<th>Measured probes</th>
<th>Power usage on one node [W]</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>17</td>
<td>84</td>
<td>0.68</td>
</tr>
<tr>
<td>27</td>
<td>5</td>
<td>84</td>
<td>0.00</td>
</tr>
<tr>
<td>64</td>
<td>2</td>
<td>93</td>
<td>1.49</td>
</tr>
<tr>
<td>125</td>
<td>1</td>
<td>106</td>
<td>0.00</td>
</tr>
<tr>
<td>216</td>
<td>1</td>
<td>126</td>
<td>0.00</td>
</tr>
<tr>
<td>343</td>
<td>1</td>
<td>147</td>
<td>4.71</td>
</tr>
<tr>
<td>512</td>
<td>1</td>
<td>159</td>
<td>4.71</td>
</tr>
<tr>
<td>729</td>
<td>1</td>
<td>48</td>
<td>0.00</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>99</td>
<td>43.14</td>
</tr>
</tbody>
</table>
```

E. Simulation Results and Comparison

Having accurate time simulation results (see Figure 1), we could base energy simulation on solid foundations. We evaluated energy consumption in the MERPSYS simulator and compared the results to the measured energy consumption.
TABLE II
POWER USAGE ON ONE NODE DURING DAC APPLICATION EXECUTION

<table>
<thead>
<tr>
<th>Processes count</th>
<th>Measured probes</th>
<th>Power usage on one node [W]</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>86.7</td>
<td>2.14</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>87.0</td>
<td>1.15</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>87.0</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>87.3</td>
<td>0.94</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>87.3</td>
<td>0.94</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>86.7</td>
<td>0.94</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>98.0</td>
<td>0.00</td>
</tr>
<tr>
<td>128</td>
<td>1</td>
<td>113</td>
<td>1.89</td>
</tr>
<tr>
<td>256</td>
<td>1</td>
<td>137</td>
<td>1.89</td>
</tr>
<tr>
<td>512</td>
<td>2</td>
<td>123</td>
<td>43.97</td>
</tr>
<tr>
<td>1024</td>
<td>4</td>
<td>134</td>
<td>41.20</td>
</tr>
</tbody>
</table>

TABLE III
REAL AND SIMULATED ENERGY CONSUMPTION IN SPMD APPLICATION

<table>
<thead>
<tr>
<th>Proc. count</th>
<th>Active nodes count</th>
<th>Inact. nodes count</th>
<th>Real energy cons. [Wh]</th>
<th>Simul. energy cons. [Wh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>24</td>
<td>151.20</td>
<td>153.2</td>
</tr>
<tr>
<td>27</td>
<td>27</td>
<td>5</td>
<td>45.67</td>
<td>46.8</td>
</tr>
<tr>
<td>64</td>
<td>32</td>
<td>0</td>
<td>22.71</td>
<td>22.7</td>
</tr>
<tr>
<td>125</td>
<td>32</td>
<td>0</td>
<td>15.13</td>
<td>15.0</td>
</tr>
<tr>
<td>216</td>
<td>32</td>
<td>0</td>
<td>13.46</td>
<td>13.2</td>
</tr>
<tr>
<td>343</td>
<td>32</td>
<td>0</td>
<td>13.86</td>
<td>14.2</td>
</tr>
<tr>
<td>512</td>
<td>32</td>
<td>0</td>
<td>18.97</td>
<td>19.0</td>
</tr>
</tbody>
</table>

However as we measured energy consumption at a one node only, we had to recalculate the measured results according to the model of application. In the SPMD applications, as all nodes assigned to the application are active all the time, it was easy to calculate the energy consumption in the whole experimental environment. We show the compared results in Table III. However in the DAC application nodes are unevenly active. We applied the model of activity shown in Figure 3 and recalculated active and inactive nodes real energy consumption in all the applications steps separately, and next summarized them. As the results depend not only on the really measured energy consumption but on the model of activity as well, we call the results the "modeled" energy. Comparison between modeled energy consumption and simulated energy consumption is shown in Table IV.

TABLE IV
MODELED AND SIMULATED ENERGY USAGE IN DAC APPLICATION (COMPARISON)

<table>
<thead>
<tr>
<th>Proc. count</th>
<th>Modeled energy usage at active nodes</th>
<th>Modeled energy usage at inactive nodes</th>
<th>Total modeled energy usage</th>
<th>Sim. energy usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.15</td>
<td>118.85</td>
<td>123.0</td>
<td>123.2</td>
</tr>
<tr>
<td>2</td>
<td>4.26</td>
<td>59.30</td>
<td>63.6</td>
<td>63.6</td>
</tr>
<tr>
<td>4</td>
<td>4.34</td>
<td>30.10</td>
<td>34.6</td>
<td>34.7</td>
</tr>
<tr>
<td>8</td>
<td>5.17</td>
<td>13.61</td>
<td>20.8</td>
<td>20.8</td>
</tr>
<tr>
<td>16</td>
<td>6.32</td>
<td>7.47</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>32</td>
<td>9.54</td>
<td>2.41</td>
<td>12.0</td>
<td>11.9</td>
</tr>
<tr>
<td>64</td>
<td>8.83</td>
<td>3.10</td>
<td>11.9</td>
<td>11.7</td>
</tr>
<tr>
<td>128</td>
<td>10.27</td>
<td>4.01</td>
<td>14.3</td>
<td>13.4</td>
</tr>
<tr>
<td>256</td>
<td>15.42</td>
<td>5.40</td>
<td>20.8</td>
<td>16.9</td>
</tr>
<tr>
<td>512</td>
<td>25.95</td>
<td>7.76</td>
<td>33.7</td>
<td>27.2</td>
</tr>
<tr>
<td>1024</td>
<td>47.11</td>
<td>12.85</td>
<td>59.9</td>
<td>55.9</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS AND FUTURE WORK

In the paper we presented a way to model parallel SPMD and divide-and-conquer applications within the MERP SYS environment including application and system models. Next, we presented verification of results obtained from the fast MERP SYS simulator against energy consumption that stemmed from consideration of power usage of real cluster nodes. We performed tests and calculations for up 512 and 1024 processes for SPMD and divide-and-conquer applications respectively reaching a high degree of accuracy. This allows to obtain results for these applications for other configurations such as input data sizes with ease without the need for rerunning the real application and much faster than the latter.

The future works should cover wider variety of the software and hardware systems. Different vendors and configurations should be tested as well as new simulated programs.
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Abstract—Recent years have seen a growing trend towards the introduction of more advanced manycore processors. On the other hand, there is also a growing popularity for cheap, credit-card-sized, devices offering more and more advanced features and computational power.

In this paper we evaluate Parallella – a small board with the Epiphany manycore coprocessor consisting of sixteen MIMD cores connected by a mesh network-on-a-chip. Our tests are based on classical genetic algorithms. We discuss some possible optimizations and issues that arise from the architecture of the board. Although we achieve significant speed improvements, there are issues, such as the limited local memory size and slow memory access, that make the implementation of efficient code for Parallella difficult.

I. INTRODUCTION

FOLLOWING the Manycore Revolution [1] and the popularity of small integrated, power consumption- and cost-oriented computing boards (for example, Raspberry Pi), it was expected that these two “directions” would merge at some point. One of the results of this “merge” is the Parallella board1 [2], created by Adapteva. It is a small (credit-card sized) board, comprising of a 16-core Epiphany coprocessor and the main dual-core ARM processor.

Such boards are interesting for researchers due to their costs, simplicity, and the low level requirements for beginning work with them. Parallella has the benefits of being a standalone, plug-and-play coprocessor similarly to Intel Phi [3]. In this case, “standalone” means that it is a completely separate computer unit that can run independently of any other nodes. On the other hand, it is plug-and-play, because it only requires an Ethernet cable to connect to it.

In this paper we want to review the Parallella board as a simple and effective tool for implementing strictly computational systems. We do not expect the platform to provide higher performance than well established manycore architectures like GPGPU. However, it seems that the programming model and achievable efficiency are good enough for creating quick, low-cost hardware-accelerated parallel platforms for simulations and computations. We want to show that it is feasible to implement various execution strategies on the platform and demonstrate its possible weaknesses.

The work reported in this paper concentrates on the realization of genetic and evolutionary algorithms on the Parallella board. It is related to and extends our previous publications regarding the implementation of effective tools for running population-based computational intelligence systems [4], especially using the agent paradigm [5], [6] in both parallel and distributed [7], as well as heterogeneous environments [8].

In the following sections, we briefly introduce the Parallella platform and Epiphany manycore (Section II) and its memory and programming models. Then, in Section III, we discuss our benchmarks and introduced optimizations. In Section IV we present the results. Finally, these results are discussed in Section V, alongside introducing the next steps we are taking with Parallella.

II. PARALLELLA

Parallella is a hardware platform built on top of the manycore Epiphany [2] coprocessor, created by Adapteva in 2011. It was funded by a Kickstarter campaign2 The board was first presented in June 2014.

The Epiphany processor consists of a 2D array of nodes (known as “eNodes”) connected by a mesh network-on-a-chip. Each node consists of a single RISC core (called “eCore”), a DMA engine, 32 kB of memory and a network interface. Each core includes a 32-bit floating point RISC CPU, local memory, a DMA engine, an event monitor and a network interface. The mesh connections on a 16-core processor are shown in Figure 1.

Each “eCore” contains a floating-point unit (FPU), an arithmetic logic unit (ALU) and a 64-word register file, as shown in Figure 2.

The address space in Epiphany is flat and consists of $2^{32}$ bytes. Each node has 32 kB of its own local range of memory aliased in addresses $0x0000–0x7FFF$. However, memory of each node can be accessed by prefixing the address with a globally addressable ID consisting of 6 bits for a row ID and 6 bits for a column ID (counted from 0) – thus giving a theoretical maximum of $64 \times 64 = 4096$ cores. For example, if a core wanted to access the memory of the core located in the second row and the third column (1, 2) it would access addresses $0x04200000–0x04207FFF$.

Some specifics of the Epiphany architecture related to eMesh include:

1https://www.parallella.org/

2https://www.kickstarter.com/projects/adapteva/parallella-a-supercomputer-for-everyone
writes are preferred over reads – for a single read there need to be two transactions: one for a read request and one for an answer,
- non-local memory accesses are weakly ordered.

The main goals of the Epiphany architecture are: power efficiency (a single 16-core Epiphany processor consumes a maximum of 2 W, the whole Parallella board requires around 5 W), scalability, an easy programming model, and high performance (2 GFLOPS per single core).

Currently, there are 16- and 64-cores Epiphany processors available. However, 64-core versions have only been produced in limited numbers and are only available directly from Adapteva.

The Parallella board uses a 16-core Epiphany processor (E16G301), a Xilinx Zynq (models 7010 or 7020 with two ARM cores) and 1 GB of RAM. Additional components include: 1 Gbit Ethernet interface, USB and HDMI ports, and a MicroSD slot. The standard operating system (in this case – Linux) boots from the MicroSD card onto an ARM processor and can communicate with the Epiphany using an e-Link interface. 32 MB of memory is shared between ARM processors (host) and Epiphany. It is mapped in eNodes to 0x8E000000–0xFFFFFFFF address space. eCores can use it in the same way as internal memory, however the performance will be lower as shown in Section IV-A1.

The memory size usable by the programmer is dependent on many factors. In the most common linker configuration the internal memory (32 kB) is used, for example, to store:
- program code,
- global variables,
- stack.

And a fragment of the external memory (32 MB) is used for the C standard library code, data and stack [9].

Programming on the Epiphany side is done in the usual way. The SDK supports the standard C library with mathematics functions. Additionally, it provides some specific utilities for managing hardware resources: registers operations, interrupts handling, timers, mutexes, barriers and DMA functions. The “workgroup” concept is supported and each created workgroup can have a different code loaded. The important thing to remember is that Epiphany is an MIMD processor and each core can execute a completely different code. There is no synchronization between cores (besides library functions and experimental SYNC instruction).

Alternative approaches to using the basic SDK are MPI [10] and OpenMP [11].

Epiphany does not provide double precision float operations in hardware. As such, these are emulated by a compiler and thus carry performance loss when used.

III. Programs

Our benchmark application was a simple genetic algorithm [12] with the fitness-proportional selection, mutation

![Fig. 1. eMesh Network-on-a-Chip. The blue lines indicate cMesh (used for on-chip writes), green — xMesh (off-chip writes), red — rMesh (read requests).](image)

![Fig. 2. eNode components. Each eNode has an eCore and 32 kB of local memory, a network router, a DMA engine and two event timers. Each eCore has a 64-word register file, FPU, ALU, interrupt controller, sequencer and debug unit.](image)
enabled and using the two-dimensional Beale’s function as a fitness function:
\[
f(x, y) = (1.5 - x + xy)^2 + (2.25 - x + xy)^2 + (2.625 - x + xy)^2
\]

The initial population was generated within \([-5.0, 5.0]\) boundary.

With this basic skeleton we prepared several versions of the implementation for the Parallellas using different solutions and optimizations.

As we wanted to implement the whole algorithm on the Epiphany processor, we needed a separate pseudo-random number generator. We used a “tiny” version of the Mersenne Twister [13], [14] that requires only 127 bits of memory, and could be easily used with Epiphany.

A. Fitness computation offloading

The first and the simplest way to use the Epiphany processor is to offload what is usually the heaviest computation in genetic algorithms – the evaluation of the fitness function.

The main loop of the computation performs the following operations:
1) Generate a new population (on the host side).
2) Compute the fitness (on the Epiphany processor).
3) Find the best organism (on the host side).

The simplified version of the function initializing and starting Epiphany cores is shown in Listing 1. We perform the following steps:
1) reset workgroup,
2) load the device code,
3) write population and its size,
4) start the workgroup,
5) wait for all cores to finish working,
6) read the computed fitness values.

```c
void epi_fitness_fill(
    simulation_t * simulation,
    e_platform_t * platform) {
    // Reset device and load code
    e_reset_group(&dev);
    e_load_group("e_main.srec", &dev, 0, 0,
    platform->rows, platform->cols,
    E_FALSE);

    // Write required data - size and population
    e_write(&e_size_mem, 0, 0, 0x0,
    &(simulation->size), sizeof(float));
    e_write(&e_population_mem, 0, 0, 0x0,
    simulation->population,
    simulation->population_size);

    // Send start interrupt
    e_start_group(&dev);

    // Wait for all cores to finish work
    epi_wait_for_status(STATUS_EXITED);
}
```

Listing 1. Host part of fitness computation

For transferring the population we use an array of pairs of floats (with a size twice that of the population). The output (fitness values) is stored in a separate array of floats. In the basic version, both are located in the external memory.

B. Full population evaluation

In the second version we offloaded both the fitness computation and finding the best individual to the Epiphany cores. In this case, each core, finds the best individual in its fragment of the population. After computing all the fitness values, each core sends (using a 16-element size_t array) the index of the best individual that was found. The host collects these 16 elements and chooses the best among them. It also generates a new population.

C. Whole algorithm on Epiphany

In the final stage, we also implemented the whole algorithm on the Epiphany processor. Most of the implementation was straightforward, as the code flow could be similar. The main issue was handling large data with the small amount of local memory.

In order to handle a large number of organisms efficiently, for each iteration, we split the population into chunks consisting of \(16 \times 1024\) organisms (except the last one). Each core copies 1024 organisms from the external memory into its local memory. Then, it computes the fitness and generates a new population for this fragment and puts the new organisms to the external memory. After all cores perform these operations on all chunks, they load new organisms from the external memory and execute the next iteration.

A loss in the exchange of organisms between cores can be observed and we basically operate on subpopulations. However, to resolve (at least partially) this problem, we shuffle the population when copying organisms from the external memory. We do this efficiently using the DMA engine (see Section III-D3).

There is no explicit communication between cores and the host, although the host can “preview” the data at any time. In addition, cores do not exchange data in any other way than using the external memory, as previously mentioned.

The role of the host is only limited to initializing the population, copying data to the external memory and, after all iterations, copying the final population and fitness values back.

D. Implementation solutions used in test programs

In order to improve the efficiency of the implementation, we have implemented and tested technical optimizations such as removing the need for reloading the Epiphany code and using better communication facilities.
1) Removing need for reset–load before each computation:
By default Epiphany does not provide a simple way to “restart” the same computation as before. The programmer needs to reset a device group and load the device code again when needed. Although such an approach generally works, it could have a noticeable impact on performance. We have measured the reload time and presented the results in Section IV.

The solution to this issue is to make the computation execute in an infinite loop and signal new data available for processing by using the same interrupt that is used for starting the computation (E_SYNC). At the beginning of the computation we register and enable an empty handler for this interrupt. Then, when waiting, we execute idle opcode in a loop effectively putting the core to sleep. When it receives the interrupt, it wakes up and retests the loop condition which can be, for example, checking for new data. The waiting loop is shown in the Listing 2.

Listing 2. Waiting loop

```c
while (!) {
    // Perform computation
    while (/!* Test status/flag */){
        // Go into idle mode
        __asm__ __volatile__ ("idle");
    }
}
```

On the host side we simply execute `e_start_group` on the whole workgroup each time we want to signal new data. Internally, it sends the correct interrupt.

2) Communication: In most cases there is no need for communication between cores, as data can be cleanly split among them. On the other hand, communication with the host is performed at least two times for every step of the computation (for versions executing on Epiphany only partially). Epiphany does not provide any way to synchronize its cores with the external host.

We solved this issue by using a simple status variable that eCores use to share their statuses with the host and the host signals that there is new work to do. We store statuses in a 16-element array of `uint8_t` (8-bit unsigned integer) elements. This gives us enough flexibility to use multiple different statuses and is still small enough not to waste the memory.

To wait for a specific status on the host side we make a tight loop for reading the whole array and check all values after every read.

On the Epiphany side if the core needs to wait for a particular status, it is done by a simple while loop checking a dedicated array index.

3) DMA: We have also decided to test the difference the DMA engine makes to memory operations. Epiphany offers two DMA channels per core. They can be used in a linear (copying continuous blocks of memory) or non-linear (copying regularly spread fragments of memory) fashion. In most cases we used the former method, but for the porting of the whole algorithm, we used the latter. This allowed us to efficiently shuffle populations without involving cores.

### IV. Results

Our tests focused mainly on execution time and memory performance. We performed two micro-benchmarks in order to determine:

- memory bandwidths,
- Epiphany initialization penalty.

Then, we measured times related to the execution of the test case presented in the previous section.

#### A. Microbenchmarks

1) Memory bandwidth: The memory bandwidth results shown in Table I were obtained using a micro-benchmark provided with the Parallella SDK. It is easily observable that writes involving the Epiphany processor perform significantly (several times) better than corresponding reads. This is related to the way the reads are executed (see Section II) – they consist of two transactions. The DMA engine also provides a large speed boost.

Moreover, these operations are significantly slower than the theoretical limits which would be 1.6 GB/s [15] for the bidirectional off-chip traffic and 8 GB/s for on-chip DMA [16]. However, for the former the cMesh implementation limits it to around 4.8 GB/s. There are also two errata items reporting issues with DMA engine limiting its bandwidth to around 25% of this value.

These speeds and significant differences to the theoretical values are similar to other results [17].

2) Loading the code on Epiphany: To load and start the code on the Epiphany processor we need to call the following functions:

1) `e_reset_group`
2) `e_load_group`
3) `e_start_group` (this can be implicitly called by previous function).

There is no means provided to “restart” the same code on Epiphany and it is necessary to handle it manually using interrupts (see Section III). Thus, we decided to perform a microbenchmark measuring the time it takes to execute a full reload operation on all 16 cores.

The results are as follows: for the code and data filling the whole 32 kB of core memory: 314.613 ms. For the
minimal example (writing a single integer to the well-known memory buffer): 117.620 ms. These values are not high, but considering possible multiple iterations of the algorithm they can accumulate to significant delays.

B. Genetic algorithm

We implemented several different optimization scenarios and measured execution times for each of them. These scenarios were:

- naive — no Epiphany-specific optimizations: we put the data in the external (DRAM) memory and restarted Epiphany in each iteration, cores use data directly from DRAM,
- no reload — as above but without code reloading and Epiphany restart (see Section III-D1),
- local — as “naive” but each core copied fragments of data to local memory before processing,
- no reload, local — as “no reload” but each core copies fragments of data to the local memory before processing (using standard memcpy),
- no reload, local, dma — as “no reload, local” but cores used DMA engine to perform copying of data,
- no reload, push — as “no reload” but the host (ARM) pushed data directly to the local memory of each core; it is the host’s responsibility to split the data into sizes fitting the local Epiphany memory.

Additionally, we executed the basic one-thread computation on the Parallella’s ARM CPU as a reference for other measurements.

For every scenario we executed 100 (one hundred) iterations over various selected population sizes: 16, 32, 128, 256, 1024, 2048, 8192, 10240, 51200. These numbers needed to be divisible by 16, as each core should have the same population to work on. The results for 51200 are presented in Table II.

Our time measurements included three, increasing in size, portions of the code:

- code execution on the Epiphany coprocessor in a single iteration and the same code on the host (in the CPU version),
- a single iteration — both ARM host and Epiphany code including code upload in some of the above scenarios but without the generation of a new population,
- a whole algorithm — from the Epiphany initialization to closing the device.

For measuring the execution time we used the clock_gettime() function with the CLOCK_MONOTONIC clock.

We tested the three scenarios described in Section III: fitness offloading, population evaluation and a whole algorithm. For the whole algorithm we measured only the full computation time, as the measurement of a single iteration would not be efficient or useful.

It is worth noting that in the largest measured population (51200 organisms) each Epiphany core has only 3200 organisms to evaluate.

Figures 3 and 4 show times for the Epiphany-offloaded code and the equivalent code on the CPU. Firstly, we can observe, that the “push” version performs the best. This is a direct result of the fact that there are no external memory operations on the Epiphany side in this version. All memory handling is done on the host. Secondly, the “local” version that uses memcpy performs more than two times worse than the CPU version. This is caused by very slow (around 4.3 MB/s, as shown in Table I) read rates for non-DMA copies between cores and DRAM. After changing the copy method to DMA the measured time was significantly reduced, performing even better than no-copy versions (“naive” and “no reload”). Finally, there are no significant differences between versions with and without code reloading so more complicated iteration logic on the Epiphany side has no penalties (as expected).

For smaller population sizes some of these observations differ (DMA and “push” versions are slower), but this is due to the initialization of these memory access paths [16].

Figures 5 and 6 show times for the whole iteration – host and device sides – without generation of the new population. They do not include lines for the “naive” version for readability.
The first thing to observe is the very poor performance (as much as ten times worse) of the versions that reset the Epiphany during the iteration. As we noted in Section IV-A2, such an operation takes at least 110 ms (for the smallest possible binary).

In these results, we see that the “push” version performs poorly. This is due to the fact, that all of the memory operations are executed on the host side and, firstly, host-to-core transfers are slower (as seen in Table I), secondly, the host needs to perform sixteen separate copies instead of one to the external memory. The CPU version has the best performance, but it is important to note, that there are no additional memory copies in this version. In all Epiphany implementations we need to perform at least one additional copy of the population per iteration.

We also measured the execution time of the whole program (for a smaller number of iterations), however, as the most time-consuming task for large populations is the generation of the new population, the results are similar in each implementation.

The “full evaluation” version, which also included finding the best organism on Epiphany, did not make any significant difference to the previous one. We can observe, that iteration times are several milliseconds shorter than the corresponding “offload” version. This follows from the fact, that we split the lookup on all cores.

The final version we tested — the whole algorithm ported to Epiphany — was implemented in two versions: one which copied the data to the local memory of cores (using DMA), and another which operated fully on the external memory.

The latter performed nearly 15 times better than the single CPU version, which is very good considering the memory bandwidths shown in the Table I. However, the former, using the local memory, presented the best computation time: below 3 s.

### C. Memory limits of Parallella

As mentioned in Section II, the Epiphany cores in Parallella board can address only 32 kB of the internal and 32 MB of the external memory. These limits have significant impact on the size of program and data size.

This 32 kB of internal memory is divided in four banks, of which only two are usable for the user data without limitations, because the first one contains the code and the last one – the stack (starting at the end of the block). It is safe to assume that, for user data, 16 kB is fully available on each core, plus the remaining memory from the fourth bank. We have limited the local memory used in test scenarios to these sizes. As we use 24 bytes for a single organism, we can store a maximum...
of 1024 organisms (if we ignore the stack). However, in cases where we do not need to remember the population between iterations we can safely reuse the same memory for delivering results to the host, giving us 1536 organisms for a single core.

As previously mentioned, one has to consider the stack, so the final numbers have to be smaller and the real code size must be taken into account.

D. Observed issues

During development we observed several issues with the board and SDK.

First, the board has a tendency to overheat. When the temperature measured by sensors reached 65°C we observed unstable behavior: missing writes (the host did not see updates from Epiphany) and hangs. To counteract these issues we kept the board cooled to around 50°C.

Second, the default linker configuration places standard C library and math functions in the external memory (DRAM). For example, we tested the code with the two-dimensional Ackley test function:

\[
    f(x, y) = -20 \exp \left( -0.2 \sqrt{0.5 (x^2 + y^2)} \right) - \exp \left( 0.5 (\cos (2\pi x) + \cos (2\pi y)) \right) + e + 20
\]

In this case, the Epiphany version was several times slower than the plain CPU implementation. This is due to the execution of the math functions from the external memory. One of the solutions for this issue is to change linker configuration to place them in the local memory of the Epiphany.

V. CONCLUSIONS AND FUTURE WORK

Our main concern in this paper was to review the Parallella board in order to follow later with more advanced plans touching on simulations and multi-agent systems. We have reviewed the board internals and its programming model. We then performed some microbenchmarks and tested a genetic algorithm in various versions from a naive implementation to more advanced optimizations.

Our benchmark results show that the Parallella can be fast and offers quite large benefits, but these are destroyed by slow memory transfers and the large number of manual optimizations required to get to them. Comparing only the results for a single-core CPU version and Epiphany “push” versions (as described in Section IV) we can notice that actual computation is nearly 50 times faster on Parallella. However, the work required for memory copying between the device and the host causes the Epiphany version to perform worse in a single iteration than the single-core ARM one. To gain really better results, we need to port the whole algorithm to the Epiphany in order to avoid Epiphany–ARM memory copying. However, porting the code, especially with a very small local memory, requires significant work.

Nevertheless, in the case of offloading the only the most costly part of algorithms (for example, fitness computation), the local copying by Epiphany cores using the DMA engine has the best performance among all implementations and would be recommended for simple scenarios.

It is clear from our and others’ results that Parallella is not mature enough to replace more advanced and well-established manycore platforms. However, it is an interesting board that can be used to accelerate parallel workloads in a very simple and cheap way. There is nearly no effort required to port programs written in C to the Epiphany compiler in a naive way. Optimization of such programs requires more work, but it is still simple considering the relatively poor feature set of the Software Development Kit and the processor.

Our next steps regarding Parallella will focus on the usage of multiple boards in a single cluster and Java–Epiphany interaction. We see possibilities for deploying island and agent-based models of evolutionary algorithms [4] on such clusters, as they usually can be organized in a way that requires little communication between islands. Separate populations could be computed on different boards with rare synchronization events between them.

The last model, namely Evolutionary Multi-Agent Systems (EMAS) [18], [19], which uses the agent paradigm for decentralizing the process of evolution, is of special interest to us, since it allows achieving a fine-grained parallelism with its implementation of agents [7]. This opens the way for another possible approach, even without using multiple boards – the implementation of multi-agent systems with lightweight agents (or groups of agents) executing on separate cores [20]. The MIMD nature of the Epiphany processor should be a matching architecture for these systems.
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Abstract—Unlike the network TCP/IP’s and OSI’s layered structure of protocols, which allows the independence of protocols of different layers, as well as defining the upper layer protocols through the protocols of the lower layers, the cloud service layers are tightly dependent on each other. For example, an application of the SaaS layer can neither communicate nor exchange data with another application found on the same layer. The goal of this paper is to overview the cloud interoperability and to analyze it as a service model perspective. Several aspects and categories of cloud interoperability are analyzed in this paper.
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I. INTRODUCTION

A D OPTION of cloud rests largely on interoperability and standardization as they define the new age IT industry [1].

The main stakeholders (cloud providers and clients) have opposite motivations for cloud interoperability. The providers prefer vendor lock-in situations to keep the clients and ensure higher profits enabling more and more cloud features. On contrary, the clients would like freedom, and the ability to choose the provider that offers the highest quality of services they want. Therefore, the need for cloud interoperability is more initiated by the clients than the providers.

Cloud interoperability is closely linked with cloud portability [2]. Whenever one analyzes the process of porting data and applications from one cloud provider to another, then the cloud interoperability is the essential problem to be solved. An easy way to port data, application and platform is through transferring an image of the virtual machine (VM) between the providers that use the same cloud environment.

There are a lot of surveys about ongoing initiatives that address the cloud computing interoperability. Petcu [3] discusses the classical problem of too many different approaches by various vendors in the way they realize the interface to the cloud and offer cloud features. The interoperability problems in cloud computing arise when the clients are trying to exchange data, applications and services between different cloud providers. The identified problems can be classified into the following categories: a) system, initiated by incompatible implementations of cloud virtualization; b) applications, including incompatible application programs and code; c) service, defined by the ability to use various services hosted on different clouds; d) data, initiated by different standards of data presentation. Data interoperability is mainly addressed by other computing areas, whereas, the cloud interoperability addresses mainly the system, application and service interoperability.

This paper observes the cloud interoperability on IaaS, PaaS and SaaS levels analyzing its context from the management, platform or application levels. An approach is introduced to analyze the cloud interoperability as a service model.

II. BACKGROUND

The concept of interoperability is not a new one. In the fields of information technology or systems engineering, it has been defined as the ability of two or more heterogeneous elements to not only exchange, but also use the exchanged information (interoperate). However, in the field of Cloud computing, the concept of interoperability is rather new and has recently been an active field of research. In this section we will define and explain all related concepts.

The interoperability can not be uniformly defined - there are very many different definitions which vary in technological aspects, and development frameworks, which can be more general or address only some standard details. Generally, the definition of interoperability depends on the context of its application.

IEEE describes the interoperability as a system or product feature to work with other systems or products without additional intervention of the client [4]. According to NIST [5], the cloud interoperability allows seamless exchange and use of data and services among various cloud infrastructure offerings and to use the data and services exchanged to enable them to operate effectively together.

Interoperability can be regarded as the ongoing process of ensuring that the systems, procedures and culture of an organization are managed in such a way as to maximize opportunities for exchange and reuse of information. It includes many areas with its characteristics [6]:

- Technical interoperability - development of standards of communication, transport and representation
- Semantic interoperability - the use of various different terms to describe similar concepts may cause problems in communication, execution of programmes and data transfers.
- Political/Human interoperability - the decision to make resources widely available has implications for organizations, their employees and end-users
Organizational Interoperability: Systems are involved in business processes in many organizations

Semantic Interoperability: Systems understand exchanged data

Syntax Interoperability: Systems exchange formatted data

Technical and Syntactic Interoperability: Systems exchange data

Fig. 1. Interoperability types and their correlation

- **Interoperability of communities or societies** - there is an increasing need to require access to information from a wide range of sources and communities.
- **International interoperability** - in international matters, there are variations in standard, communication problems, language barriers, differences in communication styles, and a lack of common basis.

In most known interoperability frameworks, this term is considered in three levels [7], as follows:

- **Technical interoperability** - which includes standards and protocols. This aspect of interoperability covers the technical issues of linking computer systems and services. It includes key aspects such as open interfaces, interconnection services, data integration and middleware, data presentation and exchange, accessibility and security services [8]. Technical interoperability is usually associated with hardware/software components, systems and platforms that enable machine-to-machine communication to take place. This kind of interoperability is often centered on (communication) protocols and the infrastructure needed for those protocols to operate [9].
- **Syntax interoperability** - is usually associated with data formats when they are exchanged among systems. Certainly, the messages transferred by communication protocols need to have a well-defined syntax and encoding, even if it is only in the form of bit-tables [9].
- **Semantic interoperability** - is concerned with ensuring that the precise meaning of exchanged information is understandable by any other application that was not initially developed for this purpose. Semantic interoperability enables systems to combine received information with other information resources and to process it in a meaningful manner. Semantic interoperability is therefore a prerequisite for the front-end multilingual delivery of services to the client [8].

Additionally, **organizational interoperability** is also discussed, which allows systems to be involved in business processes of multiple organizations [8].

An overview of all interoperability types is given in Fig. 1. The application of interoperability in any domain is usually realized by defining and applying standards. Generally, the goal of interoperability and the standards is the same - to allow exchange and cooperation of computer services. Standards define protocol by which all service suppliers that implement the standards offer structured data and information exchange no matter the inner architectural design or implementation is used for the service.

III. CLOUD INTEROPERABILITY

Interoperability in cloud can be considered and defined as a service model, and therefore, we will discuss interoperability of applications, platforms, and management.

Cloud application interoperability addresses the application components, whether they are deployed as IaaS, PaaS, or SaaS. An application component may be a complete monolithic application, or a service as a part of a distributed application. These components invoke respective platforms that implement various communications protocols and data presentation standards; and therefore, can not be used without cloud platform interoperability.

Cloud platform interoperability concerns the platform components, usually deployed as PaaS or IaaS. Information exchange and service discovery requires standard protocols to realize interoperable platforms.

Cloud management interoperability targets the management aspects between various cloud services deployed on SaaS, PaaS, or IaaS levels. Each provider realizes different cloud features and interfaces to manage them, so the clients would prefer to have a unique approach and generic off-the-shelf system management, offered via standard interfaces.

A. **IaaS level interoperability**

Interoperability on the IaaS level of cloud management implies simple and standardized management of infrastructures of different cloud systems. The management includes instantiating and control of virtual machines, enabling and discovering network characteristics, setting and editing security rules, etc.

This type of interoperability is the best defined when compared to other types. Fig. 2 shows a taxonomy of its basic concepts [10], [11], [12]:

- **Access Mechanism** - defines how a service in cloud may be accessed by users and/or software developers.
- **Virtual Resources** - service delivery as a complete software stack of installing a virtual machine,
- **Network** - addressing and API.
- **Storage** - management and organization of storage.
- **Security** - authentication, authorization, user accounts and encryption,
- **Service-Level Agreement** - architecture format, monitoring, and
- **Other**.

B. **PaaS level interoperability**

Interoperability on the PaaS level implies simple exchange of data and services among different platforms hosted on different infrastructures on cloud, and their effective reuse without extra effort on part of the user.

When analyzing the data exchange, one can consider data compatibility among different platforms, such as if numbers
are to be transferred, then Little or Big Endian mode should be preserved, or a special function enabled to realize an easy transformation between the formats prior to transfer.

Analysis of the interoperability of services to be hosted in different cloud platforms raises the question of portability. For example, to transfer a service from one cloud to another that uses a different platform, initiates a lot of portability problems. If the origin and target clouds use the same environment, then a simple packing and copying procedure can be used to realize the porting process.

In case of different platforms on the origin and target clouds, one has to do a different transfer procedure that consists of packing, copying, instantiating, installing, deployment and customization to enable an interoperability. Still, there are open issues that address the way services interact with others, if there are additional cloud services invoked by the origin cloud that are not supported by the target cloud, or any dependence on a specific operating system hosted in the origin cloud.

C. SaaS level interoperability

Interoperability on the SaaS level of cloud applications implies simple exchange of data and services among different applications hosted on different platforms and infrastructures on cloud, and their effective reuse without extra effort on part of the user. Additionally, this type of interoperability can be considered from different application domains.

Interoperability on the level of applications is first defined by Kumar et al. [13] in 2010. According to their definition, interoperability can be considered in four categories (Fig. 3):

- Interoperability among applications in the same cloud,
- Data exchange and operation calls in applications on different cloud-computing environments
- Software programs that are distributed in different cloud environments and integrate data and applications in cloud in a unified way, and
- Migration of applications from one cloud environment to another.

When a client switches between two cloud providers on the SaaS level does not involve porting the applications and services, rather it involves exchange of structured data.

The cloud interoperability is probably the most significant to address the compatibility of exchanged data on the functional level, it means not just to transfer the structured data, but also all relations between them. So far, no interface has been developed to allow such an interoperability. The problem is mainly manifested on the definition of functional level of realization the interface to the application.

Most of the research in the area of SaaS level, and even on the PaaS level is limited by the support of the vendors. Usually, the vendors prefer to lock-in the customer to its cloud and do not cooperate in the efforts to support the interoperability on this level.

IV. DISCUSSION

Table I presents the current development stage for each of the perspectives (i.e. categories), as well as, mapping of the use cases to the perspectives.

One can notice in Table I that certain aspects are more developed than other (i.e. interoperable management of virtual machines and application portability). We can also notice that the Platform context is least developed.

Large number of developing standards has arisen during the past few years:

- OCCI - The Open Cloud Computing Interface standard represents protocol and API for all kinds of IaaS management tasks [14]
- CIMI - Cloud Infrastructure Management Interface standard represents an interface for management of cloud services and the operations and attributes [15]
- UCI - Unified Cloud Interface concept aim to provide a unified interface for entire infrastructure stack using semantic technology [16]
- mOSAIC - The mOSAIC platform and engine enables deployment, configuration and management of applications using semantic technology [17]
OVF - Open Virtualization Format standard provides open and platform-independent packaging format for software solutions based on virtual systems [18].

CAMP - Cloud Application Management for Platforms aims to standardizing cloud PaaS management API [19].

TOSCA - The Topology and Orchestration Specification for Cloud Applications aims to standardize application description in order to provide portability and management [20]. We introduced the extension - P-TOSCA, which handles several TOSCA weaknesses and ambiguities [21]. The demo applications for automated portability with P-TOSCA are developed for porting a SOA application [22] and an N-tier application [23].

OData - The Open Data Protocol enables service creation to publish, share and edit resources via HTTP [24].

CDMI - The Cloud Data Management Interface standard defines interface for creation, retrieval, update and deletion of data elements from the Cloud [25].

V. CONCLUSION

This paper gives an overview of the cloud interoperability on different service layers analyzed from cloud management, platform and application aspects as a service model. The cloud interoperability should be considered as cloud management on IaaS layer, exchange of data and services among different platforms (on PaaS layer) hosted on different infrastructures and exchange of structured data (on SaaS layer) among different applications deployed on platforms hosted on different infrastructures.

Although there are several standards and solutions on the data presentation level (data formats and communication protocols), still there are open issues on interoperability on systems and applications and there are no solutions when one wants to exchange structured data between providers. One can conclude that cloud interoperability on IaaS and PaaS levels has been addressed and several partial solutions exist, while the cloud interoperability on the SaaS level is still in an infant development.
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Abstract—The massive amounts of data processed by information systems raise the importance of detailed database performance analysis. Column-oriented data stores are becoming increasingly popular in big data appliances. This paper identifies database performance factors on the basis of empirical studies on a custom implementation. To summarize the research, a simple performance mathematical model has been created.

I. INTRODUCTION

This article is the result of experiments performed on a custom column-oriented database management system. Performance studies presented in this paper are a part of a broader research initiative about an optimization of columnar data store sharding with the use of a natural computing algorithms. The research has been overviewed in the previous FedCSIS conference paper. [1] Performance modeling and discovering what determines a single database’s behaviour is considered as the first step towards creating a more sophisticated partitioned database model. Such a model will be a subject of optimization by metaheuristic algorithms. Columnar data store performance studies are considered important because non-relational data stores are gaining popularity and more and more applications. However, the goal of this research is not a comparative study of the column-oriented database model versus other data models, nor CODB custom implementation versus other columnar data stores. It aims to discover which factors determine performance and the relationships between these factors’ impact. Absolute values are considered less important in this study since it is intended to be a foundation of the weights (importance) estimation of the specific factors.

The paper is structured as follows. Section II contains a general description of a column-oriented database model relatively to the relational model for the sake of better understanding, and the custom implementation of columnar data store is introduced. The next section III presents how the performance of a Java application (specifically a database) can be measured and expressed. The second half of the article comprises of sections IV, V and VI, which include assumptions and conclusions brought on the basis of the experiments’ results.
relation) is roughly the same as a column family in columnar stores. Correlation of values with the same key from different columns in columnar store leads to construction of a tuple, which is comparative to a record in the relational database.

Despite obvious analogies, there is a fundamental difference in the storage structure. In row-oriented stores there is a single data file for the whole table and data is stored in a tuple-by-tuple manner where tuples are stored column-by-column. Thanks to this, it is cheap to iterate over records and read all the values in order to construct a complete tuple. Moreover, it is cheap to write the whole record at once by just appending or replacing another entry. However, this architecture has significant disadvantages too. Firstly, the table schema is effectively immutable - changing the column set in a table requires rebuilding the whole data file and all of the indices. Secondly, iterating through values in a single column from all the records requires long jumps within a data file, which involves huge I/O overhead.

These issues are addressed by column-oriented architecture. In a classical approach with explicit record ID storage [7], each column is a sequence of id-value pairs stored in a separate file. Database schema is flexible, columns can be freely added or removed and if a given record does not have value in a given column, it does not take any space to record such an information. Iteration over every value in a column is simple, so that columnar stores are effective in terms of generating aggregations, summaries and other read-intensive applications [3] [9]. But this schema also has a significant drawback. It is expensive to collect all the distinctive elements of a record altogether. Such an operation requires searching of all the data types (columns).

Taking this into consideration, in a domain of columnar data stores, a concept of the record does not actually exists. At the lower tiers of the system, there is no such concept and a specific values in a record can be associated to others only by matching the row id. This is the most fundamental conceptual difference between the two models. The columnar model storage is organized around pieces of information of the same type, not of the same entity.

This paper relies solely on the CODB database management system. The implementation has been partially reviewed in [1]. Database logic is comprised of execution of a set of processes touching a physical storage tier. A given part of an algorithm is considered as a significant in terms of performance when its execution time or resource consumption depends on any external factor. For example, looking for a value in the value storage file depends on a number of currently stored values in the set, whereas appending new value in some cases does not, in case when it is performed at EOF (end of file - the very last possible offset in a file), given that the EOF can be obtained instantly from the filesystem. In order to decrease space waste and speedup operations, a concept of storage maps has been implemented. Storage maps are responsible for keeping track of free space chunks. When any operation needs to allocate a bit of space, it asks the storage map first, and jumps to EOF only if free space does not offer an adequate fragment. For the same reason, a key storage data file operates on value hashes instead of actual values. Hashing overhead is orders of magnitude lesser than the potential overhead caused by moving around bigger pieces of data.

III. PERFORMANCE ANALYSIS

A very important aspect of a performance measurement is an overhead. In conformity with common sense and intuition, it must be predictable and have a minimal possible impact on the measurement’s result.

Another critical concern, when it comes to software performance measurement, is concurrency and parallelism. In a classical, single-threaded sequential program execution, the matter is trivial. The execution time is proportional to a cycle per instruction (CPI) value, whereas CPI is an inversion of the instructions per cycle (IPC) value with constant, known cycle time. [10] In multi-threaded or parallel conditions none of these assumptions are true. At the time of writing this paper, the test CODB system operates in a single thread for the most of the time. The only multi-threaded parts are Java parallel streams used for processing some of the internal collections. This does not affect database logic, which is discussed in this paper. Taking this into consideration, sequential processing measurement techniques were used.

There are many execution parameters which can be measured. For the sake of the research, the following parameters were chosen: execution time, CPU workload and a heap size. Such a selection lets us to take two important perspectives of the system’s performance: the user view (time-oriented) and the system view (resource-oriented). The user perspective is connected to considering system as efficient, it determines system’s capacity as well. The faster requests are processed, the more of them can be handled in a unit of time. This aspect is particularly important in interactive applications, requiring fast responses for a massive amount of requests. A fundamental time metric is the execution time. The other perspective, a system one, is resource-oriented. Resource is a part of a system, which serves for the other elements of the same system. [11]

Metric is defined as a way to determine whether a system has given property or not and to what extent. Specifically, in the performance engineering domain, metrics provide information about performance parameters with regards to time and amount of computational work. Application context is crucial for interpretation of a metric’s result. For time-sensitive applications, like real-time systems, time domain is fundamental, whereas applications processing huge volumes of data will put a pressure on throughput, regardless of resource usage.

In the literature of the subject there is a generally-adopted standard on performance metrics. They are rather ad hoc, defined for each application or class of applications. However, there are common types of metrics used, compliant with two major perspectives mentioned earlier. In this research, the following metrics have been used: Response time [ms] - the total time of a request execution; Throughput (capacity) - the number of requests completed in a given time unit; Resource
consumption [MB] - the highest JVM heap size during the test execution. In terms of scalability, the most important metric is the capacity.

A custom, configurable workload generator has been used. It enabled the configuration of the following aspects of the generated requests:

- read/write requests ratio;
- data granularity: defined or random size of entries;
- data entropy: a number of generated values or an unlimited randomness;
- whether the generated requests should touch many columns or not;

CODB Benchmark application configures a dedicated loggers for the sake of collecting execution time, throughput and heap measurements. Measurement data is written in CSV (comma-separated values). Execution time is calculated as a difference between two consecutive System.nanoTime() invocations, one just before measured method invocation and one just after. JVM heap consumption is measured using the java.lang.Runtime class.

IV. PERFORMANCE FACTORS

This section presents a set of factors which are suspected to impact on database performance. They were chosen based on expertise, but do not necessarily have a real, significant influence. Verification of these suspicions is the key objective of benchmarking.

First category of performance factors are the universal factors, related to data processed by a database, but unrelated to specific technology concerns.

Read and write operations ratio can determine a lot of performance-impacting elements. Firstly, write operations require synchronization effort. For obvious reasons, insert, update or delete requests imply I/O operations, which need to be enqueued and buffered on many tiers of the system down to the physical layer, where they are really executed.

Assuming a constant amount of data to be written: fewer, big portions are expected to be processed faster than a larger number of small portions. With the use of a benchmark, it needs to be measured to what extent such a prediction is true.

Due to CODB storage file structure, which is essentially a RLE-like-compressed structure, entropy is predicted to have a significant influence on performance of the system. RLE, or run-length encoding, is a simple way of data compression based on substitution of numerous occurrences of a term with a single instance and a number value which represents the number of occurrences. The lesser the entropy is, the better performance should be, because as stated before, when a single column is discussed, appending a new entry with an already existing value may require as little as increasing a single 8B counter and writing a 16B key.

Requests are issued by multiple threads, but the threshold on which synchronization and context switching between threads becomes bigger than concurrency performance gain is unknown. Benchmarking may provide a reasonable empirical information regarding how many threads is too many and, specifically, how that number is related to the CPU’s core number and the CPU’s hyper threading capabilities.

Besides the technology-independent factors, performance can be affected by technology-specific components. From the wide variety of candidates, two were chosen for the research as potentially having the biggest impact on results.

The Java Virtual Machine platform, and thus the Java programming language, memory model is based on indirect memory management. The application does not allocate and release the memory occupied by the objects on its own, but it is done implicitly by the JVM within a part of the memory called the heap. A critical component of the memory management facility in Java is the garbage collector, a module responsible for removing unused objects from heap. According to the official documentation [12], the HotSpot JVM v.1.8 provides four garbage collector implementations: serial, parallel, concurrent mark-sweep (CMS) and G1.

As CODB is executed on the JVM, it’s state may (or may not) have an impact on performance. For example, some internal data collections or buffers are expanded exponentially, so that at the beginning (cold state) it will happen more frequently than later (hot VM). Hot tests are performed by issuing 1000 write/read requests before starting measurement. After the warm-up all the database internal structures are cleared in order to avoid performance impact by having pre-filled collections or buffers.

V. RESULTS AND DISCUSSION

Each test was performed 4 times and consisted of issuing 50 000 requests. Tables I, II and III present the measurement results. In all the tables, extreme values which are to be discussed further are highlighted. Every table header contains information about what values are desired (low or high).

Each section in result tables contains results with different values of a single factor. Unless a given factor is tested, the following values were stated as defaults for each test: parallel garbage collector, hot JVM, r/w ratio = 0.5, low entropy and two columns in use.

Testing environment was: Intel Core i7-4600U CPU with 12GB DDR3-1600 RAM and SSD drive with the ext4 filesystem. The operating system was a 64-bit GNU/Linux 4.2.0 with Oracle HotSpot 64-bit JVM v1.8.0-74. Benchmark was started using Maven Exec Plugin.

Garbage collector implementation has very low impact on request execution time. Results for all the implementations are similar and of similar stability (almost the same standard deviation). Serial GC performed the best, probably because of relatively low data volume and single threaded testing. Stopping a single thread is less harmful in terms of performance than stopping multiple threads. For heap usage levels GC has an obviously fundamental impact, although some patterns are visible here. Parallel GC achieved the lowest minimum heap size of as little as 15MB. This result probably is an outlier, because of distance from all the other implementations and needs a deeper investigation. The highest standard deviation also may be skewed by one or more outliers. Differences in terms of
**TABLE I**

**BENCHMARKING RESULTS: REQUEST EXECUTION TIME (THE LOWER THE BETTER)**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Name</th>
<th>Min[ms]</th>
<th>Max[ms]</th>
<th>Avg[ms]</th>
<th>Std deviation</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC type</td>
<td>serial</td>
<td>0.004</td>
<td>186.729</td>
<td>0.080</td>
<td>0.485</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>parallel</td>
<td>0.004</td>
<td>189.110</td>
<td>0.067</td>
<td>0.654</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CMS</td>
<td>0.004</td>
<td>188.975</td>
<td>0.059</td>
<td>0.385</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G1</td>
<td>0.004</td>
<td>188.600</td>
<td>0.059</td>
<td>0.633</td>
<td></td>
</tr>
<tr>
<td>JVM state</td>
<td>hot</td>
<td>0.004</td>
<td>189.110</td>
<td>0.067</td>
<td>0.654</td>
<td></td>
</tr>
<tr>
<td></td>
<td>cold</td>
<td>0.004</td>
<td>189.188</td>
<td>0.062</td>
<td>0.316</td>
<td></td>
</tr>
<tr>
<td>Read/write ratio</td>
<td>only reads</td>
<td>0.002</td>
<td>11.171</td>
<td>0.006</td>
<td>0.036</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>50% writes</td>
<td>0.004</td>
<td>189.110</td>
<td>0.067</td>
<td>0.654</td>
<td></td>
</tr>
<tr>
<td></td>
<td>only writes</td>
<td>0.027</td>
<td>189.935</td>
<td>0.087</td>
<td>0.728</td>
<td></td>
</tr>
<tr>
<td>Data entropy</td>
<td>low</td>
<td>0.004</td>
<td>189.110</td>
<td>0.067</td>
<td>0.654</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>high</td>
<td>0.001</td>
<td>30.246</td>
<td>0.090</td>
<td>0.310</td>
<td>high</td>
</tr>
<tr>
<td>Multicolumn</td>
<td>yes</td>
<td>0.004</td>
<td>189.110</td>
<td>0.067</td>
<td>0.654</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>0.004</td>
<td>183.657</td>
<td>0.062</td>
<td>0.380</td>
<td>low</td>
</tr>
</tbody>
</table>

**TABLE II**

**BENCHMARKING RESULTS: HEAP USAGE (THE LOWER THE BETTER)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GC type</td>
<td>serial</td>
<td>29.50</td>
<td>425.52</td>
<td>116.16</td>
<td>81.96</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>parallel</td>
<td>14.98</td>
<td>417.96</td>
<td>124.32</td>
<td>103.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CMS</td>
<td>28.97</td>
<td>347.42</td>
<td>141.60</td>
<td>76.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G1</td>
<td>30.25</td>
<td>266.02</td>
<td>135.67</td>
<td>64.61</td>
<td></td>
</tr>
<tr>
<td>JVM state</td>
<td>hot</td>
<td>14.98</td>
<td>417.96</td>
<td>124.32</td>
<td>103.20</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>cold</td>
<td>17.73</td>
<td>256.70</td>
<td>93.38</td>
<td>62.57</td>
<td>high</td>
</tr>
<tr>
<td>Read/write ratio</td>
<td>only reads</td>
<td>61.77</td>
<td>125.05</td>
<td>93.40</td>
<td>28.80</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>50% writes</td>
<td>14.98</td>
<td>417.96</td>
<td>124.32</td>
<td>103.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>only writes</td>
<td>17.04</td>
<td>373.58</td>
<td>139.91</td>
<td>97.91</td>
<td></td>
</tr>
<tr>
<td>Data entropy</td>
<td>low</td>
<td>14.98</td>
<td>417.96</td>
<td>124.32</td>
<td>103.20</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>high</td>
<td>14.12</td>
<td>142.84</td>
<td>58.10</td>
<td>48.46</td>
<td>high</td>
</tr>
<tr>
<td>Multicolumn</td>
<td>yes</td>
<td>14.98</td>
<td>417.96</td>
<td>124.32</td>
<td>103.20</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>14.89</td>
<td>300.54</td>
<td>89.75</td>
<td>67.65</td>
<td>high</td>
</tr>
</tbody>
</table>

**TABLE III**

**BENCHMARKING RESULTS: THROUGHPUT (THE HIGHER THE BETTER)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GC type</td>
<td>serial</td>
<td>10518</td>
<td>18237</td>
<td>12771</td>
<td>2373</td>
<td>moderate</td>
</tr>
<tr>
<td></td>
<td>parallel</td>
<td>6986</td>
<td>17600</td>
<td>11475</td>
<td>3125</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CMS</td>
<td>8492</td>
<td>18668</td>
<td>12891</td>
<td>2707</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G1</td>
<td>8834</td>
<td>18924</td>
<td>13286</td>
<td>2825</td>
<td></td>
</tr>
<tr>
<td>JVM state</td>
<td>hot</td>
<td>6986</td>
<td>17600</td>
<td>11475</td>
<td>3125</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>cold</td>
<td>5920</td>
<td>18975</td>
<td>12095</td>
<td>3380</td>
<td></td>
</tr>
<tr>
<td>Read/write ratio</td>
<td>only reads</td>
<td>41400</td>
<td>50000</td>
<td>47850</td>
<td>3724</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>50% writes</td>
<td>6986</td>
<td>17600</td>
<td>11475</td>
<td>3125</td>
<td></td>
</tr>
<tr>
<td></td>
<td>only writes</td>
<td>5491</td>
<td>14693</td>
<td>9617</td>
<td>3153</td>
<td></td>
</tr>
<tr>
<td>Data entropy</td>
<td>low</td>
<td>6986</td>
<td>17600</td>
<td>11475</td>
<td>3125</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>high</td>
<td>10455</td>
<td>13940</td>
<td>12045</td>
<td>1337</td>
<td></td>
</tr>
<tr>
<td>Multicolumn</td>
<td>yes</td>
<td>6986</td>
<td>17600</td>
<td>11475</td>
<td>3125</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>8099</td>
<td>16381</td>
<td>12277</td>
<td>2708</td>
<td></td>
</tr>
</tbody>
</table>

maximum and average recorded usage are much more stable. Execution with the serial GC consumed the highest amount of memory, which seems to be a trade-off of its simplicity and speed. In terms of request processing throughput, Serial GC has the best minimum recorded throughput, but the true winner is the G1 GC, which offered the highest maximum result and the highest average throughput. Results are similar and the impact is relatively low, though.

The JVM state variable shows a little impact on performance in both time-oriented metrics. It has much higher impact on the heap usage levels, but that would probably make sense - the longer the program is running, the higher is heap usage. In connection with similarly low standard deviation, it brings a conclusion that the JVM state is not very important for the performance. In general, technology-specific factors turned out to have much less impact on a database performance.

When it comes to the data oriented metrics, their impact is much more visible in performance results. Read-write ratio, according to intuition, showed that read operations are performed much faster than write operations. A clearly visible pattern is present in both time-oriented metrics. Starting from the 50% share of write operations, results are stable. This may represent the logarithmic dependency. In terms of heap usage, 100% read pattern showed surprisingly high minimum recorded usage, which may be an outlier. The highest maximum usage was registered for 50-50 pattern. Probably the pattern here is the higher diversity of objects, the higher memory usage is. This requires a further investigation, but is not very important in the research context. Relatively low standard deviation in time-oriented metrics shows that results
are quite stable.

Data entropy presents very interesting case in the request execution time results. The request processed in 0.001ms may be a previously discussed corner case with the insertion of a new instance of already existing value that requires to only append 16B and increment a single long variable. Enriching the execution time log with additional information about request type would help to verify this prediction. High entropy resulted also in a very good maximum request processing time. The reason is probably again an appending at EOF. High entropy tests also proved to have much more stable result than low entropy tests. In terms of heap usage, pattern is similar, high entropy has much better and much more stable results. Throughput metric repeats discoveries from request execution time, as these metrics are related to each other, in a sense. The entropy results are surprising, and require a deeper data mining in order to bring more specific conclusions on its impact.

The last analyzed variable was a multi-column vs. single-column mode. Single column mode showed better results in all of the metrics, although the impact on request execution time results is relatively low. Influence on throughput is moderate, whereas the highest impact is put on the heap usage levels. Standard deviations are similar, but relatively high.

In the context of a horizontal scalability, especially important for this research, data-oriented observations are viable. An optimum case of a single-column with a high entropy and a relatively low share of write operations emerges from the results.

VI. PERFORMANCE MODEL

In order to produce the mathematical model, chosen factors presented in sections IV and V needs to be converted to a mathematical value. The model is necessary to estimate a performance of a database instance with the specific parameters. This is the first approach to a simplified model and it is to be refined in subsequent work. Weights are determined on the basis of impact displayed in tables I and III. Weights sum must be equal to 1. Other variables were considered immaterial and thus are not present in the formula. Garbage collector implementation also was skipped, as its impact on time-oriented metrics is much lower than data-oriented factors. P metric estimates database instance performance, the higher is the better.

\[ P = 0.2\times MC + 0.4\times E + 0.4\times \frac{1}{\ln(RW + 1.1)} \]  

(1)

\(MC\) represents a single- or multi-columnar mode. At the moment it is defined as a binary factor with values of 0 for a multicolumn, and 1 for a single column mode. In future research the \(MC\) factor may need to be refined to a functional form, depending on the number of columns involved. \(E\) takes a values from range \([0,1]\) where 0 is using the same value all the time and 1 means a total randomness. \(RW\) is a ratio between the read and write operations, in range \([0,1]\) where 0 is the read only and 1 write only. Taking everything into consideration, \(P\) metric can take values from range approx \([1.35, 4.80]\). The lowest value is a write-only, multi-column instance with a low entropy, whereas the highest is achieved for a single-column read-only instance with a high entropy. This model will be validated and enhanced during the further work.

VII. SUMMARY

This paper is the very first phase of a performance analysis of column-oriented database management system. Column-oriented databases were described in details, in relation to the popular relational model. Some of the CODB implementation details were presented, putting special emphasis on the data layout. Then, performance engineering concerns were reviewed along with performance metrics. Consecutively, different components, both technological and data-originated, with potential influence on performance results were discussed and verified. Finally, a first approach to a database mathematical performance model was created and discussed, on the basis of the results.
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Abstract—Big data is a broad term with numerous dimensions, most notably: big data characteristics, techniques, software systems, application domains, computing platforms, and big data milieu (industry, government, and academia). In this paper we briefly introduce fundamental big data characteristics and then present seven case studies of big data techniques, systems, applications, and platforms, as seen from academic perspective (industry and government perspectives are not subject of this publication). While we feel that it is difficult, if at all possible, to encapsulate all of the important big data dimensions in a strict and uniform, yet comprehensible language, we believe that a set of diverse case studies – like the one that is offered in this paper – a set that spreads over the principal big data dimensions can indeed be beneficial to the broad big data community by helping experts in one realm to better understand current trends in the other realms.

Index Terms—Metadata, semantic annotations, Spark, NoSQL, data-intensive applications.

I. INTRODUCTION

The principle dimensions of big data include its defining characteristics (such as volume, velocity, variety, and veracity), techniques (such as data mining, machine learning, natural language processing, neural networks, clustering, pattern recognition, sentiment analysis, predictive modeling, supervised learning, time series analysis, to mention a few), software systems (such as Hadoop, Spark, NoSQL DBMSs), applications (such as business analytics, marketing, healthcare, research, performance optimization, security, law enforcement, transportation, and many others), computing platforms (such as clusters, NUMA in-memory database servers, and cloud computing platforms), and big data milieu (such as industry, government, academia).

The big data dimensions are not only broad but also in perpetual change. This is why the task of compiling and maintaining a specification that is rigorous yet comprehensible seems impractical. Instead, we believe that reports like this one, presenting case studies with broad coverage of the big data realm can be beneficial for the broad big data community. Our broad collection of case studies can potentially help experts in one big data dimension expand their understanding of other dimensions.

The technical core of this paper comprises seven case studies. In section II, Techniques, we illustrate the potential of ontologies to semantically enhance data (subsection II.A) and metadata to facilitate image data mining (subsection II.B). In section III, Software Systems, we focus on some of the forces behind the transition from relational to NoSQL DBMS (subsection III.A) and from Hadoop MapReduce to Spark. In section IV, Application Domains, we discuss applications in astronomy and earth science (subsection IV.A) and in biomedical research (subsection IV.B). Finally, section V, Platforms, highlight the convergence of HPC and big data, as seen in the Avitohol computers system (subsection V.B).

All case studies are based on the authors’ own research projects.

II. TECHNIQUES

A. Semantic Enhancement of Data with Ontologies

The characteristics of big data discussed above create a number of challenges to the methods and tools for their utilization. For example, the volume of data to be processed requires an ability to abstract the data in a form that summarizes the situation and is actionable from the point of view of humans and...
decision-making software systems [16]. This requirement for semantic scalability is also important in the context of variety of data formats. The latter implies an additional requirement for an ability to integrate and interoperate with heterogeneous data – “to bridge syntactic diversity, local vocabularies and models, and multimodality” [19]. The velocity, i.e. the rapid appearance and change of data, requires the ability to focus on the relevant data and to process it quickly. Data veracity requires the capability of finding anomalies in it and making some types of reasoning based on proper domain knowledge. Extracting value using data analytics methods on various kinds of data creates the need of ability to extract knowledge from data and integrate it with existing knowledge bases.

Such challenges need be overcome to permit big data’s full-scale potential for the user. Most traditional utilization approaches do not work in a satisfactory way for big data, so more agile utilization paradigms are needed in this case.

The main idea of the so-called semantic utilization of big data is to provide a kind of semantic enhancement of data that can be realized with the help of proper ontologies used to annotate data.

An annotation is a form of metadata attached to a specific dataset, to a particular database field or to a particular section of a document content. An annotation provides additional information (metadata) about an existing piece of data. Compared to tagging, which speeds up searching and helps one to find relevant and precise information, a semantic annotation goes one level deeper: It enriches the unstructured or semi-structured data with a context that is further linked to the available structured domain knowledge and makes it possible to process complex filter and search operations expecting results that are not explicitly related to the original search queries.

Ontologies [6] are the only widely accepted paradigm for the representation and management of open, sharable, and reusable knowledge in a way that allows automatic interpretation and inference. They provide semantic enhancement of data suggesting controlled vocabulary for annotations and thus permitting agile integration and semantic interoperability.

This kind of semantic enhancement of data may be characterized as an “arm’s length approach” [15] – it presumes no change of data but association of each database field with an entire knowledge base. Data should be leaved as they are but incrementally tagged with terms from a consistent and non-redundant set of ontologies.

The successful implementation of the discussed approach depends on the creation of a shared resource (for example, a shared repository) of ontologies that could be used for annotation purposes. Moreover, it will be necessary to build an agile methodology for dynamic creation, application and extension of ontologies to annotate new sources of streaming data [15]. Such methodology should define a simple, repeatable process for ontology development and change management as well as an unambiguous process for data annotation using available ontologies.

B. Metadata in Image Data Mining

A most commonly accepted definition of "data mining" is the discovery of "models" for data. A "model", however, can be one of several things [12]. There are different approaches to modeling data. For thousands of years science was empirical. It was only in the last few hundred years that the theoretical paradigm emerged. The data-driven scientific inquiry came with data mining. The typical feature-based model looks for the most extreme examples of a phenomenon and represents the data by these examples. Some of the important kinds of feature extraction from large-scale data are:

1) **Frequent Itemsets** – a model makes sense for data that consists of "baskets" of small sets of items;
2) **Similar Items** – data looks like a collection of sets, and the objective is to find pairs of sets that have a relatively large fraction of their elements in common.

Data mining can be viewed as a result of the natural evolution of information technology. Data mining has incorporated many techniques from other domains such as statistics, machine learning, pattern recognition, database and data warehouse systems, information retrieval, visualization, algorithms, high-performance computing, and many application domains. In the field of image data mining, we developed an approach for extending the learning set of a classification algorithm with additional metadata. It is used as a base for the assignment of appropriate names to found regularities. The analysis of the correspondence between connections established in the attribute space and existing links between concepts can be used as a test for the creation of an adequate model of the observed world. Meta-PGN classifier is suggested as a possible tool for establishing these connections. We applied this approach to the field of content-based image retrieval of art paintings by designing system architecture for the extraction of specific feature combinations, which represent different sides of artists’ styles, periods and movements [8]. Technically, we provide the system with a description of the real world and the systems then follows our mental model to generate appropriate names of detected concepts. The system interacts with the user, displaying those parts of the mental model that are utilized in the name generation process. This interaction is used to further improve and extend the mental model.

III. SOFTWARE SYSTEMS

A. **NoSQL versus RDBMS**

The huge amounts of data that needs to be stored and processed on multiple servers is a recognized challenge of big data.

To manage the integrity of data, the classical database decisions (mostly relational databases) are based on transactions and support the main transactional characteristics – Atomicity, Consistency, Isolation, Durability, also known as ACID property.

But relational databases are difficult to scale, and they cannot guarantee increasing expectations for the performance
and availability when it comes to managing huge volumes of data on different servers.

Published by Eric Brewer in 2000, the CAP Theorem sets the basic requirements for a distributed system – Consistency, Availability, and Partition Tolerance [5]:

- Consistency – all the servers in the system have the same data;
- Availability – the system always responds to a request;
- Partition Tolerance – the system continues to operate as a whole even if an individual server fails.

The CAP Theorem postulates that only two of the three different aspects of scaling out can be fully achieved at the same time.

Traditional relational databases (Oracle, MS SQL, IBM DB2, etc.) are architected to run on a single machine and use strong, schema-based approach to modeling data that rely on consistency. So they represent the first group – Consistent, Available (CA) systems. Some column stores like Vertica, etc., also belong in that group.

NoSQL database decisions, on the other hand, are considered as an alternative to relational databases at times when organizations like Google and Amazon recognize that operating at scale is more effective using clusters of servers, and a schema-less data models are a feasible alternative in case of variety of data.

When distributed data stores are used, at the time of network partition, it is not possible to have both Consistency and Availability. So while traditional data-bases focus on Consistency, the NoSQL systems try to focus on Availability. In that case Consistency could be replaced by Eventual Consistency – data is not consistent at all time, but will be at given time or Local Consistency (the consistency is assured only within one single node and not throughout the cluster). Thus most NoSQL databases rely on properties less strict than the ACID ones, which are called BASE – Basic Availability, Soft state and Eventual consistency [13].

Consistent and Partition-Tolerant (CP) systems like HBase, MongoDB, and Big Table have difficulty to achieve data consistency over partitioned nodes, while Cassandra, CouchDB and Dynamo that support AP (Availability, Partition-Tolerance) achieve "eventual consistency" through replication and verification.

Furthermore, the first group contains systems that support even ACID properties – like Dynamo, but most systems conform to BASE properties.

In the majority of cases non-traditional systems yield a better performance when ordinary data operations are measured. Our experiments on Oracle, Vertica, and MongoDB platforms present particular results that confirm this thesis [10], [11].

B. From Hadoop MapReduce to Spark

Spark, initiated at the University of California, Berkley in 2009, was donated in 2013 to Apache. As an Apache project, Spark has gained popularity as a flexible and efficient in-memory implementation of the map-reduce distributed computing model and has already emerged as a faster substitute for the original Hadoop MR in-disk engine. Early Apache projects, such as Hive and Mahout, which originally compiled into Hadoop MR [27], have now been implemented to run on Apache Spark. Besides speed, Apache Spark’s advantages to Hadoop MR include capabilities for interactive computing, stream processing, and sensor data processing (which are all lacking from the rigid two-stage Hadoop MR engine). While Apache Spark can be used within Apache Hadoop, it can also run independently, together with its own libraries, such as Spark SQL, Spark Streaming, Spark GraphX, and MLlib (machine learning).

It has been broadly acknowledged that Spark has a pronounced efficiency edge over MR, but strict performance comparisons and analysis were scarce before 2014. In late 2014, Databricks, the company founded by the creators of the original Spark, released big data benchmark results that illustrate the speed advantages of Spark over Hadoop MR [26]. Spark was reported to perform three times faster than Hadoop MR on a 100 TB sort workload, and four times faster on a 1 PB workload, using – in both cases – significantly less hardware.

In early 2015, [14] reported performance experiments with codon count algorithms on nucleotide sequence data on AWS (the Amazon cloud computing platform). To do so, the authors measured the performance of a basic Spark codon count algorithm and compared it to a couple of Hadoop MR algorithms: a basic Hadoop MR codon count algorithm and an optimized "local aggregation" Hadoop MR algorithm. The experiments confirmed that basic codon count with Spark is 15 times faster than basic codon count with MapReduce, a result that is unsurprising. Unexpectedly, however, basic codon-count with Spark remains about two times slower than optimized "local aggregation" codon count with Hadoop MR. This result hints that properly optimized Hadoop MR code can be faster than the same analysis with Spark. The authors therefore suggest that available optimization techniques, such as local aggregation, be considered for speeding-up of legacy Hadoop MR applications in place of their eventual re-implementation in Spark for performance gains.

IV. APPLICATION DOMAINS

A. Astronomy and Earth Science

With the current emergence of terabyte– and very soon petabyte-scale astronomical and Earth observation systems, the traditional approach to basic functions such as data searching, analytics and visualization are becoming increasingly difficult to handle. Simple database queries can result now in data subsets so large that they are incomprehensible, slow to handle, and impossible to visualize with commodity visualization tools. Astronomy and remote sensing complement each other, as they are on the quest for new big data interpretation capabilities: both disciplines have peculiar data, typical data processing and analysis chains, and specific models to be fed with data. However, both disciplines lack the capabilities for easily accessible semantics-oriented browsing in large data archives. Therefore, joint efforts to design and develop
innovative big data tools should help users in many different fields and set new standards for many communities. Several broad challenges to this line of reasoning that demand a multidisciplinary approach through international networking of experts and professionals have been identified. These challenges would then be channeled into COST Action TD1403 Objectives [1]:

- Digital curation and data access;
- New frontiers in visualization;
- Adaptation to new high performance computing technologies;
- New generation of interdisciplinary scientists.

The COST Action TD1403 was launched in April 2015 and will last for two years with a possible extension of 2 more. Now it involves 26 European countries. BigSkyEarth COST Action is organizing meetings, workshops, training schools and conferences. Also it supports Short Term Scientific Missions – exchange visits for individual mobility, strengthening existing networks and fostering collaboration between researchers.

The Bulgarian participation in the Action is in connection with a group of experts in astro-informatics – astronomers, mathematicians and computer science specialists [9]. Our fields are digitization of widefield (larger than or equal to 1 square degree) astronomical photographic plates, image processing and image compression.

The Wide-Field Plate Database [24], established in 1991, is the basic source of data for the wide-field plates obtained with professional telescopes world-wide [22]. It consists of four parts:

- Catalogue of Wide-Field Plate Archives with data for over 500 instruments (telescopes, cameras, etc.);
- Catalogue of Wide-Field Plate Indexes with descriptions of about 600 000 plates;
- Data Bank of digitized plate images (at low resolution for quick plate visualization and easy on-line access, and at high resolution intended for photometric and astrometric measurements);
- Links to online services and cross-correlation with other existing catalogues and journals.

We have identified more than 2 400 000 wide-field plates [21]. They allow one to obtain information of celestial objects over the past 133 years (1872-2005). At present over 300 000 wide-field plates have been digitized with total data about 30 TB.

Digitized photographic plates are irreplaceable sources for:

- Studies of the stellar long term brightness changes, as a result of observations conducted in different observatories;
- Studies of the long term variability of active galaxies;
- Searching and identification of potentially hazardous asteroids and comets which might cause catastrophic events by their collision with Earth.

B. Biomedical Research

Stimulated by the progress in computer technology and electronics data acquisition, recent decades have seen the growth of huge databases in biomedical sciences. For instance, Next generation sequencing (NGS) is a significant technological advance in biomedical sciences. It generates massive genomic datasets that play a key role in the big data phenomenon that surrounds us today. Advancing machine learning, data mining and statistical techniques for processing of big data are the key to transforming big data into actionable knowledge. One major problem with big data is that the standard methods of applied statistics are not really relevant for big data analysis. To extract information from high-dimensional data sets and make valid statistical inferences and predictions, novel data analytic and statistical techniques are needed. Here are some modern issues that we focus on.

Current advances in biomedical research technology, expression and SNP microarrays yield big data sets for many thousands of transcripts, genes or SNPs. Researchers are often interested in finding differences among these features between two separate groups, e.g. patients and controls, treatment and control groups; different strands; different tissues etc. Due to the differences of the underlying technologies and their biophysical and biochemical processes, scientists need to use statistical data analysis methods designed specifically for the particular technology. These tests often employ multiple comparison designs, where each gene, transcript or SNP is separately tested for significance and in many situations these tests are conservative. In complex multiple testing hypotheses, the classic statistical tests overestimate the p-values, leading to both loss of statistical power and increased experimental costs. One really common choice for correcting for multiple testing is to use the false discovery rate to control the rate at which things you call significant are false discoveries. There has been recent interest in developing efficient algorithms for multiple comparison to increase the statistical power and reduces the experimental costs. A computationally efficient technique has been proposed recently [4] that increases the statistical power, while controlling the False Discovery Rate of the statistical tests. This technique is applied to DESeq – a popular method for finding differentially expressed genes using RNA-sequence data. The statistical power increase is particularly high in small sample size experiments, often used in preliminary experiments and funding applications.

Some other issues arise from the method for finding differentially expressed gene. Apart from the DESeq method there are a few more like edgeR and limma frequently used by biomedical researchers [17]. These methods often produce similar, but not identical results. At the same time, due to randomness, even the same method can produce slightly different results on a data simulated from the same model. Therefore we are interested whether the slightly different results produced by different models can be attributed to randomness or to an underlying difference in the methods. Since the gene sequence is very long, we might not be interested in the full ranking
of the p-values but in some incomplete or partial orderings of them. Consequently, we want to compare such partial orderings of them. Then we construct a distance measure to compare how similar/dissimilar two incomplete rankings are based on the number of items present in the same ordered groups in both rankings [18]. Based on simulated large number of rankings and computed distance between any two of them, we can make inferences about the significance of a particular distance.

That is to estimate the similarity between the corresponding incomplete rankings. Scientific computing is involved in all of these steps: simulating incomplete rankings, computing all distances and estimating the distribution of the distance. We use the advanced computing resources at the Institute of Information and Communication Technologies (IICT) [7].

V. PLATFORMS

Academic organizations are already moving towards unifying their HPC and big data processes within integrated HPC/big-data platforms, as observed in the development of the Avitohol platform at the Institute of Information and Communication Technologies at the Bulgarian Academy of Sciences.

As owner and manager of the Advanced Computing and Data Centre [7], IICT provides advanced computing resources and expertise thus helping Bulgarian science to come at the forefront of development worldwide.

The new multifunctional High Performance Computing system – Avitohol, forms the core of the computing infrastructure in the Institute. It consists of 150 computational servers HP SL250s Gen8, equipped with two Intel Xeon E5-2650v2 CPUs and two Intel Xeon Phi 7120P coprocessors, 64 GB RAM, two 500 GB hard drives, interconnected with non-blocking FDR InfiniBand running at 56 Gbps line speed. The total number of cores is 20700 and the total RAM is 9600 GB, respectively.

The servers are deployed in 4 dual racks HP MCS 200, which have water cooling and can deliver up to 50 kW of power per rack. A central rack contains most of the storage, management servers and the central communication switches.

The system is controlled by two management (head) nodes and 4 I/O nodes. All those nodes are of the type HP ProLiant DL380p G6 with 2 Intel Xeon E5 2650v2 CPUs and 64 GB RAM. The I/O nodes provide access to 96 TB of raw storage capacity (24 disks of 4 TB each), which is provided by a SAN system.

The theoretical peak performance of the system is estimated at 412.3 TFlop/s in double precision while the RMAX Performance according the LINPACK benchmark is 264.2 TFlop/s. The Avitohol HPC system has been operational since June 2015 and it is ranked on 388th place according the 46th TOP500 list [20].

The second advanced computing system at IICT is the heterogeneous High Performance Computing Grid (HPCG) cluster [7]. It has been operational since 2010 and consists of HP Cluster Platform Express 7000 enclosures with 36 blades BL 280c (Total 576 CPU cores), 24 GB RAM per blade; 8 controlling nodes HP DL 380 G6 with dual Intel X5560 2.8 GHz, 32 GB RAM (total 128 CPU cores); 2 HP ProLiant SL390s G7 4U servers with 16 NVIDIA Tesla M2090 graphic cards (total 8192 GPU cores); 2 HP SL270s Gen8 4U servers with 8 Intel Xeon Phi 5110P Coprocessors each (total 480 cores, 1920 threads); 3 SAN storage systems with 132 TB total storage. All servers are interconnected with FDR InfiniBand running at 56 Gbps line speed. The theoretical peak performance of the system is estimated at 21.92 TFlops/s in double precision.

A dedicated optical network link has been established between the two systems, as well as between the Avitohol system and the main node of the Bulgarian Research and Educational Network (BREN) [2].

The existing computing facilities at IICT are involved in two computational infrastructures: the European Grid Infrastructure [3] and regional VI-SEEM infrastructure [23].

Based on their experiences in the last 10 years, the scientific and support staff in the center for HPC and Data computing at IICT [7] is dedicated to providing full support for the development and deployment of innovative scientific and industrial applications with substantial needs for computing power and data storage and transfer. The system can be considered to have two equally important sides. On the one hand it allows for state-of-the-art high performance computations, providing a full stack from base operating system software and libraries up to specially configured and deployed applications that make full use of the special capabilities of the systems, e.g. the Xeon Phi accelerators and CUDA GPGPU devices and the InfiniBand network. On the other hand, the storage systems provide access to data using various base protocols. The Lustre file system is the most frequently used for HPC workloads, while protocols like iSCSI are used for Cloud provisioning and other types of data processing. The data processing capabilities of the new Avitohol system are currently under configuration and testing, with the aim to build-up the full ecosystem with Hadoop and HDFS as the base layer and the components like Hive, Spark, Pig, etc., working on top of it. We plan to allow these components access to the Xeon Phi coprocessors.
for advanced deep learning and related algorithms. Such new data processing capabilities will foster the development of integrated scientific applications that are based on realtime data, coming from local and international sources. Fig. 1 shows a schematic representation of the hardware and software components that are available or planned for deployment. System architects and engineers are developing a mixed HPC/Big data cluster, to provide for the convergence of HPC and Big data computing into a “single” environment.

The current goal of ICT is to achieve petallop and petabyte-level of computing and storage capability, coupled with a developed software and middleware stack and services, opening the way to new forms of scientific research, more directly connected with the national industry and the societal challenges.

VI. CONCLUSION

This paper offers seven case studies that span several dimensions of big data: techniques, systems, applications, and platforms. All case studies are extracted from current research projects of the authors themselves. The case studies cover various aspects of big data and can, hopefully, be beneficial to the broad big data community by helping experts in one realm get acquainted with current cases in other realms.

The main contributions of the individual authors can be described as follows. M. Nisheva presented the potential of ontologies to semantically enhance data (section II.A). P. Stanchev discussed the use of metadata in image data mining (section II.B). K. Kaloyanova reviewed the capabilities of NoSQL databases as opposed to RDBMS (section III.A). N. Kirov described utilization of big data in Astronomy and Earth Science (section IV.A), while E. Stoimenova highlighted the specifics of statistical applications in biomedical research (section IV.B). T. Gurov focused on the convergence of HPC and big data, as realized with the Avitohol platform (section V.B). A. Radenski discussed the transition from Hadoop MapReduce to Spark (section III.B). A. Radenski also planned the overall structure of this publication and drafted the abstract, the introductory section I (minus the specification of the big data characteristics), the background section V.A, and the concluding section VI.
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Abstract—The speedup is usually limited by two main laws in high-performance computing, that is, the Amdahl’s and Gustafson’s laws. However, the speedup sometimes can reach far beyond the limited linear speedup, known as superlinear speedup, which means that the speedup is greater than the number of processors that are used. Although the superlinear speedup is not a new concept and many authors have already reported its existence, most of them reported it as a side effect, without explaining why and how it is happening.

In this paper, we analyze several different superlinear speedup types and define a taxonomy for them. Additionally, we present several explanations and cases of superlinearity existence for different types of granular algorithms (tasks), which means that they can be divided into many sub-tasks and scattered to the processors for execution. Apart from frequent explanation that having more cache memory in parallel execution is the main reason, we summarize other different effects that cause the superlinearity, including the superlinear speedup in cloud virtual environment for both vertical and horizontal scaling.

Index Terms—Cache memory, load, parallel and distributed processing, performance.

I. INTRODUCTION

The goal of today’s world of parallel and distributed systems is to achieve the greatest speedup, represented either as the lowest time for execution of a single task (High Performance Computing), or to execute as many tasks as possible for a given time (High Throughput Computing), when the task(s) are executed on scaled resources. Many new algorithms and computing paradigms appeared in the last decade, and new challenges have emerged to solve more complex problems faster, or to achieve greater speedup, as much as possible [1].

The speedup is usually defined as a ratio of the wall times of sequential and parallel execution of an algorithm. The target of the parallelization is to achieve the lowest execution time in order to maximize the speedup against the best sequential algorithm. Increasing the number of computing resources will increase the intra-resource’s communication and requires additional operations, such as reduction operations.

Most of the authors analyze the computer only as a processing unit, focusing on the processing power, without analyzing the details of the computer as a complex system with memory and I/O devices as resources. Actually, these resources limit the speedup, or can boost its performance. According to the Gustafson’s Law [2], the speedup is limited with the number of processors, when the linear speedup is achieved. However, beyond the limits, the superlinear speedup happens in reality for plenty of reasons and it allows an increased utilization of parallel systems [3].

Many authors reported the existence of a superlinear speedup, but most of them only mentioned it as a side effect [4]. Besides reporting a superlinearity, other researchers briefly presented that the reason for achieving a superlinear speedup is because of the greater amount of cache memory in the parallel execution compared to the sequential [5]. However, these explanations are insufficient. For example, all currently produced multiprocessors contain a multi-level cache, but a superlinear speedup is not reported always. Also, it is not reported for all algorithms. Sometimes it is limited to the problem size or the number of used multiprocessors.

In this paper, we present a systematic overview of the reasons why the superlinear speedup appears. The analysis approach is to focus on granular algorithms, in both traditional and cloud virtual environments. The superlinearity is reported in both environment types, explaining the reasons summarized in this paper. Data- or code-parallelism divides a single task into threads or processes and sends them for execution on different processors, thus aspiring to become a high-performance computing system with a goal to finish the task as fast as possible. On the other hand, today’s service oriented architectures offer scalable web services to their customers using elastic cloud resources. The latter approach tends toward a high throughput computing system aiming at serving as many possible customers for a certain time, without reducing the service performance.

Due to its elasticity and the linear pay-as-you-go model, the cloud is preferred platform both for high performance algorithms, especially if they are low communication-intensive, such as scientific applications [6], [7]. Many scientific applications are moving from computation-intensive to data-intensive, that is, they require high throughput computing, rather than high-performance computing. This is a huge challenge in the cloud because the data transfer between the cloud compute nodes and storage is a bottleneck [8]. Despite the additional virtualization layer, a superlinear speedup is also reported for granular algorithms [9].
The rest of the paper is organized as follows. The speedup limits in parallel executions are described in Section II. Section III elaborates when and how a superlinear speedup can be achieved for a parallel implementation of some algorithm. Examples of obtained superlinear speedup for high performance algorithms are presented in Section IV. Despite the virtualization layer, the cloud environment can also achieve a superlinear speedup, as discussed in Section V. Section VI discusses several paradoxes, as well as further challenges. Finally, we conclude the paper and present the plans for future work in Section VII.

II. SPEEDUP LIMITATIONS

This section briefly explains the two main laws in the computer architecture about the limit of the maximal speedup that can be achieved when an algorithm is executed parallel with more computing resources, that is, Amdahl’s [10] and Gustafson’s laws. The former targets the speedup for problems with fixed problem size while the latter the algorithms that require intensive parallel processing.

Speedup $S(p)$ is defined as a ratio of the execution times of the best sequential algorithm $T(1)$ and the parallel implementation on $p$ processors $T(p)$, as presented in (1). However, this definition holds only for fixed-time algorithms. When analyzed more broadly, the speedup should be defined as a ratio of speeds, and not of times, as defined in (2). Note, that for fixed-time algorithms, the amount of work is constant, which results in (1).

$$S(p) = \frac{T(1)}{T(p)} \quad (1)$$

$$S(p) = \left(\frac{\text{ParallelWork}}{\text{ParallelTime}}\right) \left(\frac{\text{SerialWork}}{\text{SerialTime}}\right) \quad (2)$$

Fig. 1 presents the theoretical or ideal speedup for both laws, depending on the number of processors used in the parallel execution. The Amdahl’s Law limits the speedup to the value $1/s$, as defined in (3), where $s$ is the portion of the serial part for the fixed size program. The conclusion is that the speedup is limited regardless of the number of processors, when the problem is fixed.

$$S_{\text{max Amdahl}}(p) = 1/s \quad (3)$$

The Gustafson’s Law, on the other side, shows that if the problem is executed within a fixed time, the maximum value of the speedup is linear limited by the number of processors, as defined in (4), assuming that the problem size increases and the serial portion becomes negligible. However, in real executions, due to communication, synchronization, and resource sharing, the speedup is sublinear, or $S(p) < p$.

$$S_{\text{max Gustafson}}(p) = p \quad (4)$$

Both the Amdahl’s and Gustafson’s laws calculate the maximum speedup, that is, the speedup limit of a parallel algorithm or program; they both consider that the serial part of the algorithm does not depend on the number of processors. However, this is in the ideal condition, while in a real situation, each processor does not start and finish in the same time, and the communication overhead and synchronization can harm the parallel execution when the number of processors increases.

Karp and Flatt [11] introduced the scaled serial fraction $f_k$ of an algorithm as defined in (6), where $p$ is the number of processors, and $s_k$ is the speedup that calculates the overhead (5) as a number of the executed additional arithmetic operations for parallel execution. Parameter $k$ represents the scaling factor for the overhead in a parallel implementation using $p$ processors.

$$s_k = \frac{k \cdot T(1, 1)}{T(p, k)} \quad (5)$$

$$f_k = \frac{1/s_k - 1/p}{1 - 1/p} \quad (6)$$

Let’s discuss the relation for the scaled serial fraction. If $s_k = p$, then $f_k = 0$, which yields to the Gustafson’s Law. The results of the parallelization will still be good even if the parallel implementation achieves a small speedup, while $f_k$ retains to a some constant value, because the algorithm has limited parallelization.

Let’s rewrite (6) as (7) in order to determine the speedup that calculates the overhead $s_k$ and yield special cases, that is, the Amdahl’s and Gustafson’s law.

$$s_k = \frac{1}{f_k \cdot (1 - 1/p) + 1/p} \quad (7)$$

If the scaled serial fraction $f_k = 0$, then $s_k = p$, which yields toward Gustafson’s Law, while if $p \to \infty$, then $s_k = 1/f_k$, as Amdahl’s Law states. For each scaled system with $f_k > 0$, the scaled speedup that calculates the overhead is sublinear, i.e. $s_k < p$.

III. BEYOND THE SPEEDUP LIMITS. WHY AND WHEN?

Although the limits are given by the Gustafson’s Law, the speedup achieved by executing some algorithms on parallel configurations goes beyond it, achieving a superlinear speedup. This section presents several such cases, along with detailed
Let’s analyze when a superlinear speedup can be achieved while parallelizing a sequential problem. The CPU execution times for sequential algorithm $T_s$ and parallel algorithm $T_p$ are respectively defined in (8) and (9), where $CC$ and $MC$ represent the clock cycles required by the processor for execution of operations and memory accesses, correspondingly, and $CT$ the time period of a single clock cycle. In a homogeneous environment, $CT$ will be the same for both implementations.

\[ T_s = (CC_s + MC_s) \cdot CT \]  
\[ T_p = (CC_p + MC_p) \cdot CT \]  

(8)  
(9)

Shi [12] classified the parallel versions of algorithms to be either structure persistent or non-persistent. The former means that the number of total operations that the algorithm executes is same both for the sequential and parallel implementation, for the same input. The latter’s parallel implementation does not execute all operations, that the compatriot sequential algorithm would. A formal notation of (7) means that the scaled serial fraction $f_k < 0$, which yields toward a superlinear speedup $s_k > p$.

Gusev and Ristov [13] defined the condition when a superlinear speedup can be obtained for a shared memory multiprocessor, which is presented in (10), where a positive number $\epsilon$ exists, such that $0 \leq \epsilon \leq p$ and $CC_s = CC_p \cdot (p - \epsilon)$. The parameter $\epsilon$ represents the effect of parallelization overhead and synchronization and $p$ the number of scaled computing resources.

\[ MC_s > p \cdot MC_p + \epsilon \cdot CC_p \]  

(10)

The superlinearity was defined for cache-intensive algorithms only (algorithms where the cache-intensive complexity represented by the average reuse of an element $c$ is greater than 1 [14]). For example, the dense matrix-matrix multiplication algorithm has cache-intensive complexity $c = O(N)$ because each element of matrices is accessed $N$ times for different computations. On the other hand, the cache-intensive complexity of the scalar product is $c = 1$, which yields that a superlinear speedup cannot be achieved. We must note that the cache-intensive complexity defines the level of superlinearity, that is, an algorithm with greater cache-intensive complexity ($c \gg 1$) will achieve a greater superlinear speedup.

A. Superlinear speedup for non-persistent algorithms

Typical examples of non-persistent algorithms are searching algorithms, which finish when one of the processors finds the solution, and together with all the other processors stop the execution, without finishing all operations. In this case, a superlinear speedup usually appears because $CC_p$ is smaller than $CC_s$, thus compensating the overhead of parallelization. This case can be better presented if the total number of clocks are presented through the number of instructions $I$ and $CPI$ (clocks per instruction), as presented in (11) and (12) [15]. $I_p$ will be smaller than $I_s$, which will cause a spurious superlinear speedup.

\[ CC_s = I_s \cdot CPI_{CC} \]  
\[ CC_p = I_p \cdot CPI_{CC} \]  

(11)  
(12)

Many examples can be found in the literature for superlinear speedup of the non-persistent algorithms. For example, parallel shortest path planning [16].

B. Superlinear speedup for persistent algorithms

The total number of instructions of the sequential and parallel implementations of structure persistent algorithms is the same, that is, $I_p = I_s$, which means that superlinear speedup appears due of the memory clock cycles, that is, by reducing the number of clocks per instruction for memory access $CPI_{MC}$ in the parallel implementation. There are several different cases when $CPI_{MC}$ in parallel implementation will be smaller than its serial compatriot. Let us explain all these cases.

1) More cache for parallel execution: The case when the parallel execution of a structure persistent algorithm can obtain a superlinear speedup due to utilizing more cache memory is the mostly reported by the researchers [17].

Since more cache memory is used in parallel execution, for some region of problem size, it can store the whole problem

### Fig. 2. Cache occupancy in sequential and parallel execution
size, while the sequential execution cannot, as presented for storing matrices in Fig. 2 [13].

Fig. 3 [18] presents an example for utilized memory tiers of a typical multiprocessor with four cores, each with private L1 and L2 cache memory, shared L3 cache memory, and main memory represented by L4.

Velkoski et al. [18] went beyond this analysis. They have analyzed the impact of loosely and tightly coupled cores for parallel implementation and concluded that the former is superior for naive dense matrix-vector multiplication. The utilization of memory tiers of a typical multiprocessor for loosely and tightly coupled cores in parallel execution is presented in figures 4 and 5 [18]. The tightly coupled case uses all four cores on one chip, while the loosely coupled case uses one CPU core of four chips on a shared memory multiprocessor. The results show that a superlinear speedup region appears for both loosely and tightly coupled processors, which starts for the same matrix size, but the former’s region is wider, as well as it achieves a greater superlinear speedup. These results clearly present that the use of more L2 cache memories for parallel execution yields a superlinear speedup in the tightly coupled processors, while more L3 cache memory generates even a greater superlinear speedup and region, despite the increased overhead of the inter-chip communication, compared to the intra-chip for tightly-coupled systems.

Another interesting example was reported by Djinevski et al. [19] achieving a superlinear speedup region on GPU, when they used one loosely coupled processing unit of all streaming multiprocessors (SMs) for parallel execution, and a single processing unit of one SM for sequential execution. The superlinear speedup regions are achieved regardless of the used number of SMs.

2) Shared cache for parallel execution: Although most of the reported superlinear speedups are obtained because of the increased cache memory in a parallel execution, a superlinear speedup is achieved in those some algorithms addressing a common shared cache. That is, a superlinear speedup can be achieved even in the tightly coupled processors.

For example, this is the case for an algorithm where the same variables (data) are used by several or all shared memory multiprocessors. If these variables are defined as shared, then fetching a variable by one processor will load it in the upper memory tier (for example, from RAM to the shared L3 cache), thus reducing the access time for the same variable by other processors.

Next, let’s explain the difference when multiprocessors, which use private per core cache or shared cache, access the data from the memory. Without losing generality, assume that the multiprocessor has one cache level and the accessed memory location is not present in the cache.

Fig. 6 presents how two multiprocessors, each with a private cache, access the same memory location. Let’s assume that the instruction \texttt{Read}(X) is executed by the processor A earlier. It will generate a cache miss, and pay the penalty for that. After fetching the variable X from the memory into its private cache, the processor B will do a similar sequence. This means that in this case, two cache misses and two memory accesses will happen.

Accessing the data in the memory by two multiprocessors that use a shared cache is presented in Fig. 7. In this environment, when the processor A accesses the variable X, a cache miss will be generated and one memory access. Now, when the processor B will require the same variable X in the near future without replacing it from the cache, a cache hit will be generated without a cache miss penalty and an additional memory access.

We can conclude that a tightly coupled multiprocessor (that uses a shared cache) can benefit when shared variables are used by reducing the cache misses and memory accesses.
The precondition is that the time and space locality should be utilized by all processors.

Anchev et al. [20] reported a superlinear speedup for dense matrix-matrix multiplication. The reason for superlinearity is the use of a shared L3 cache, or, as we explained earlier, the implicit prefetch of the data (matrix elements).

However, we must note that the superlinear speedup was reported only for AMD Opteron, while Intel’s i7 obtained a sublinear speedup only. We believe that the reason for this is due to the fact that the frequency gap between L3 and main memory is much bigger for AMD Opteron, and thus reducing the cache miss ratio and penalties, which compensates the parallelization overhead, and generates a superlinear speedup.

3) **Superlinear speedup in a heterogeneous environment:**
Superlinear speedup is reported in a heterogeneous environment that consists of three Intel Xeon CPU + one GPU NVIDIA FX Quadro, because the heterogeneous environment schedules the tasks better than the homogenous environment and thus reduces the impact of Amdahl’s Law with a limited overhead in parallel execution [21].

**IV. SUPERLINEAR SPEEDUP REGIONS**

This section overviews several examples of granular algorithms, where the existence of a superlinear speedup is reported. We define two different region types of a superlinear speedup: 1) for some range of the number of processors, usual for fixed problem size, and 2) for a particular range of problem size, but fixed number of processors.

Fig. 8 presents a superlinear speedup for some range of the number of processors, usual for fixed problem size. The superlinearity usually starts even when two processors are used. However, it is lost as the scaling factor increases [22] due to the communication and synchronization overhead.

Another situation is to fix the number of processors, but
change the problem size, which can also impact the speedup, as presented in Fig. 9. We observe that there is a superlinear region for a specific range of problem size $N$ where the speedup $S(p) > p$, while in other regions, it is sublinear.

We must note that sometimes, the speedup could be $S(p) < 1$, (sublinear speedup), which means that it is not speedup, but a slowdown. This could happen for several reasons. For example, for small problem size, which is negligible for good performance comparison, sequential execution will be faster than the time for forking threads. Another example is the case when the number of threads or processes is greater than the number of existing processors. Or more generally, a slowdown may happen due to the communication and synchronization time, or the overload of instruction in parallel execution. Further on, using the cache line for time and space locality in sequential execution can overcome the problem of the limited number of processors. Let’s define it more formal, that is, the condition $MC_s < p \cdot MC_p$ will compensate $CC_p \leq p \cdot CC_s$, which will lead to a slowdown. In this case, the speedup could be achieved if problem size is divided into huge data chunks that will be scattered to the processing resources that will execute them sequentially.

Without losing generality, many authors use the Efficiency indicator calculated by $E(p) = \frac{S(p)}{p}$, which maps the limited speedup into the range $[0, 1]$. This parameter helps a lot to compare parallel executions with a different number of processors among each other. However, the value of $E(p)$ for superlinear speedup is $E(p) > 1$.

Gustafson [23] presented two cases of non-spurious superlinear speedup. Superlinear speedup can be obtained in distributed memory ensembles because of various memory speed. He also reported a superlinear speedup in cases when algorithms and tasks are with different speed.

Sometimes, parallel execution achieves a superlinear speedup because it partitions and reduces the data chunks, which can be placed in the cache memory, thus reducing the cache misses [24], [25], [26], [27], [28].

Many authors reported a superlinear speedup for parallel execution of some algorithms. However, most of them presented a likely explanation only for the superlinear speedup appearance. For example, one explanation is that the reason for achieving a superlinear speedup is because of having more cache in parallel execution. Still, in most cases the superlinear speedup is achieved for some range of the used number of processors, or for a specific problem size, or in a combination of both cases. For example, Monagan and Pearce [29] achieved a superlinear speedup for the parallel sparse polynomial division. However, they did not explain why a superlinear speedup has not appeared for extremely sparse problems, although a parallel execution uses the same amount of cache. Also, the same experiments have not reported a superlinear speedup on the Core 2 processor, although the level 3 cache has more cache than the sequential one.

Phillips et al. [30] reported a superlinear speedup, even when comparing parallel executions up to 26 processors with the one that uses two processors for continuous iterative guided spectral class rejection (CIGSCR). Peschow et al. [31] achieved a superlinear speedup while simulating wireless networks, but only in a single range of a number of processors and for a specific number of nodes.

V. ANALYSIS OF A SUPERLINEAR SPEEDUP IN CLOUD ENVIRONMENT

This section presents several cases where a superlinear speedup is achieved in cloud virtual environment for various types of scaling the resources.

Nowadays, cloud computing is being increasingly used for high-performance and high throughput applications. Its elastic on demand resources allow the customers to rent, for example, 1000 processors and execute a certain task, instead of building their own underutilized data center. Since the cloud’s pricing strategy is linear, and expected speedup is also linear, it seems that customers will be charged fairly. In reality, the reported performance for communication-intensive high-performance algorithms shows that customers might feel that they are cheated. However, there are several cases where the superlinear speedup is achieved, despite the virtualization layer.

Customers can scale their rented resources horizontally, vertically or diagonally in the cloud. If the original configuration maps one process to a virtual machine (VM) instance hosted on a processor with one CPU core, as presented in Fig. 10 a), then Fig. 10 b), c) and d) present the three possible cloud scalings. The horizontal scaling presented in Fig. 10 d) increases the number of same VM instances and maps separate process (with a single thread) to a different VM instance. The vertical scaling presented in Fig. 10 b) increases the number of CPU cores per VM (resized VM) and maps separate threads of a single process to a different core on the same VM instance. A combination of the both scaling types yields a diagonal scaling presented in Fig. 10 c). To realize the vertical and diagonal scaling, the customer should use some API for parallelization, such as OpenMP, which will create parallel threads.

There are published papers that present a superlinear speedup in both the horizontal and vertical scaling. A superlinear speedup is reported and elaborated for cache-intensive algorithms [9] in the case of vertical scaling. Although sequential execution utilizes cache more, the superlinear speedup

![Fig. 9. Example of superlinear speedup for a particular range of problem size, but fixed number of processors](image-url)
is achieved also for horizontal scaling in the cloud, as well [14]. The authors have determined that the cloud environment handles the cases when the problem size can be fitted in the last level cache memory better, which is the reason why a superlinear speedup is achieved [32].

VI. DISCUSSION

The superlinear speedup is achieved by many researchers, usually as a side effect without elaborating the theoretical background and explaining the details. In this paper, we have analyzed several aspects how to achieve a superlinear speedup, explaining why and when it can happen when various algorithms are executed on different platforms.

A. Superlinearity versus algorithm type

Mainly, the multi-tiered memory organization is the main reason to obtain a superlinear speedup for granular algorithms. We have classified two paradoxical cases; in the first case, the superlinearity appears because of the increased capacity of L2 and L3 cache memory, while in the second case, it is achieved because of the shared last level cache memory. A superlinear speedup is achieved in the first case, when the algorithm is executed in a loosely coupled system, while in the other case, the algorithm executed on a tightly coupled system.

The main reason is the difference of the algorithms. The loosely coupled parallel execution outperforms the tightly coupled for dense matrix-vector multiplication, in which, the matrix \( A_{N \times N} \) is divided horizontally among processors for row-major memory, and implicit fetching is not used, while it is used only for the vector \( B_{N \cdot d o t} \), as presented in Fig. 11 a). However, its dimension is \( O(N) \), while the matrix dimension is \( O(N^2/p) \to O(N^2) \) is dominant, because the number of processors \( p << N \).

On the other side, Fig. 11 b) presents the data that is accessed by the processor \( P_i \), for parallel execution of dense matrix-matrix algorithm, which shows that each processor uses the whole matrix \( B \) and therefore, implicit fetching yields a superlinear speedup. In this case, the size of shared data among all processors is bigger than the private chunks of matrix \( A \), as well as compared to the vector’s size in dense matrix-vector multiplication.

Another issue is the way of storing the matrices. Without loosing generality, we will assume that a row-major storing is used. Accessing the data of the matrix \( A \) is linearly, which utilizes the cache lines and thus reduces the cache misses regardless of the cache size. For example, when accessing the element \( a_{i,j} \), the elements \( a_{i+1,j}, a_{i+2,j}, \ldots, a_{i+k,j} \) are also fetched in the cache. The size of \( k \) depends on the cache line and matrix element sizes. Therefore, cache misses are generated for the element \( a_{i,j} \) only. Accessing the elements of the matrix \( B \) does not utilize the cache line, because a column of the matrix \( B \) is accessed linearly. In this case, the cache size is very important in order to store as much as possible a part of the matrix \( B \).

We must note that although very naive examples of dense matrix-matrix and matrix-vector multiplications were presented, the generality is not lost. Our goal is not to prefer this algorithm for parallel execution, but just to show how and when a superlinear speedup can be obtained, paradoxically, for various algorithm - totally different reasons.

Using a multi-tiered memory is not the sine qua non for superlinearity. As we presented an example in Section III-B2, Intel i7 processor has not obtained a superlinear speedup for the same algorithm, as AMD Opteron. For example, a superlinear speedup is obtained on Cray XMT [33]. Intel Xeon achieved a superlinear speedup for two processors using the data-parallelism benchmarking (Black-Scholes), but only a sublinear speedup with dense matrix-vector multiplication [34]. Therefore, having cache memory is only one of the conditions for the existence of a superlinear speedup. An important observation is to return to the speedup definition,
i.e., to the benefits of parallelization that should compensate its overhead.

Also, another condition is to use cache-intensive algorithms, or to reuse the data; otherwise, having cache memory could be useless since, in both executions, each access will generate a cache miss. Even more, the superlinearity appears for some range of the number of processors, or for some problem size, or for both.

B. A new challenge: How to scale?

Cache-intensive granularity algorithms, whose data reuse complexity is proportional to the problem size, will benefit from bigger cache. Many Intel’s multiprocessors use a marketing trick with a huge L3 smart cache. However, one can easily check that it is not shared among all cores, but only among part of them. For example, 6MB of total 12MB cache is shared between each group of two cores. In this case, vertical scaling will utilize more the last level cache. AMD multiprocessors usually have smaller L3 cache, but it is shared among all cores of the multiprocessor. Therefore, depending on the algorithm, appropriate processor and scaling type should be chosen in order to achieve the best speedup, potentially superlinear.

On the other hand, today’s cloud elastic resources can also be scaled in different ways: horizontally, vertically, or diagonally, each of which can offer various performance and possibility for achieving superlinear speedup [35]. Vertical scaling provides a better speedup, but horizontal offers more flexible scaling of resources, which can minimize the cost.

C. Is the superlinear speedup always our target?

Achieving superlinear speedup does not necessarily mean that customers will obtain the maximum achievement. For example, the cache associativity in CPUs and GPUs [36] can provide a huge performance drawbacks for a specific memory pattern reading, and achieving the superlinear speedup for those inputs is not enough, but other techniques, such as padding, should be used. In the workflow executions in parallel and distributed systems, customers usually use bi-objective optimizations to minimize the makespan and cost. These two parameters are opposite one to another. Minimizing the makespan produces greater cost and vice versa.

Cloud computing customers can set a deadline for the execution requiring minimal cost, rather than minimal makespan [37]. In these cases, budget constraints and reducing the race for the speedup can yield the reduced cost for the execution. For example, although superlinear speedup is achieved in Windows Azure cloud for matrix multiplication when virtual machine instances with Windows operating system are used, Linux virtual machine instances achieved better performance cost trade-off because they are cheaper.

On the other side, there is a risk of cloud resources performance variation and instance failure during the time. Increasing the budget by duplicating the tasks on more than one instance could mitigate those risks, in order to meet the deadline [38]. Sometimes, using a bigger instance executes the task faster, rather than waiting several minutes for the deployment time to start another smaller, but an appropriate instance, which reduces the turnaround time of an activity [39].

VII. CONCLUSION AND FUTURE WORK

Since the race in processor’s frequency (Gigahertz) was abandoned a decade ago, which in the meantime has been migrated into the TOP500 race [40] for hunting ExaFLOPS, this overview of superlinearity could have an impact in the supercomputers’ architecture and design, since the goal of each parallelization is to achieve the maximal speedup, which is superlinear.

The defined taxonomy for various scalings and definitions of superlinearity can open new ways for parallel and distributed systems. Defining how much to scale the resources is insufficient. One needs to define how to scale. Algorithms that can benefit from greater cache memory should scale vertically, while those that need to finish more work in a given time, should scale horizontally.

This paper overviews many reasons and presents practical cases to achieve a superlinear speedup when an algorithm is executed using various scaling. The analysis can help to minimize the utilization of the parallel and distributed hardware [41].

This work summarizes and discusses several cases for the appearance of superlinearity. Superlinear speedup in non-persistent algorithms appears due to a smaller number of executed operations. Mainly the superlinear speedup performance in persistent algorithms occurs due to the increased cache resources in the parallel computer architectures, the prefetching of shared variables in shared memory organization, or better scheduling in heterogeneous environments. The effects of the shared memory architectures also impact the performance behavior of the granular and scalable algorithms. All these analyses will guide the developers of parallel implementation
not only how to parallelize a given problem, but to choose
the most appropriate environment and scaling type in order to
achieve the maximal speedup.

Additionally, this analysis opens many challenges, such as
finding a correlation among parallel hardware’s architecture
and organization, a certain form of a parallelized algorithm,
a parallelization technique, the server load and input problem
size, and other possible factors that impact the existence of a
superlinear speedup.

Further focus will be towards modeling the speedup by con-
sidering all these factors, as well as to determine an analytical
relation of a complex computer system that will enable the
conditions for superlinearity. Additionally, our challenge is
to model the multidimensional space of superlinearity, which
will determine the value of superlinearity by considering the
problem size region and the region of the number of proces-
sors. Since this paper focuses on granular high performance
algorithms, we would analyze and define the taxonomy for scalable
algorithms, in which many tasks that are coming, are scattered among parallel processing units.
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Abstract—We describe an education model that was developed and put in place to improve student engagement and attainment in a first year undergraduate programming course.

The work is founded in a checkpoint-based formative assessment experiment undertaken for two years, the success of which is analysed in this document. The results provide evidence leading to a move towards a blended model of education, which requires the design of a software application to support the system. We present the main features of that application, covering aspects that range from traditional approaches and established delivery methods, to e-learning and MOOCs with, for instance, gamification.

This blended model of education fosters the development of a teaching practice that adapts to student diversity through informed teaching.

I. INTRODUCTION

First year higher education undergraduate teaching is normally challenging for most areas: students face issues when transitioning from the school system; the class as a whole presents an inhomogeneous skill diversity. This is certainly the case in computer science, an area that attracts candidates with many different backgrounds. A particularly challenging topic within the discipline is the induction of students to programming [1], [2]: students taking a first year undergraduate course in that subject range from those who have never seen a line of code, to those who have completed software projects at school.

This document describes and evaluates a formative assessment experiment undertaken for two years in such a first-year course: the practical sessions were radically transformed by the introduction of a checkpoint system. The main goal of this new approach was to improve student engagement and attainment, but other objectives were also taken into consideration when designing the system.

Lab sheets with strategically placed low granularity checkpoints drive the practical sessions, which are supported by teaching assistants (TAs). Their role is to validate the checkpoints, provide help and feedback to the students, and gather data. Updated on a weekly basis, a checkpoints map measures how students progress through the course, and is used to inform teaching: early failure triggers quick remedial actions; high achievers are provided with challenging material; the contents of the sessions are adapted weekly to the overall pace and performance of the class. The experience of running this model for two years proved successful, with high student engagement and very positive feedback both from academic staff and students.

The analysis of the experiment has led to the development of a blended learning model to support practical sessions. Blended learning [3], [4], [5] uses both paradigms of traditional brick-and-mortar teaching, and online digital technologies, taking stock of techniques proven successful in e-learning and MOOCs, for example in the context of primary school mathematics education [6].

The course already uses Moodle to publish all its material, namely the weekly lab sheets used in practical sessions. The approach we propose includes extensions based on gamification [7] and a semi-automation of the checkpoint validating process. This is achieved through a software application, which design is described in this document.

The remainder of this paper is organised as follows: Section II provides context to both model and experiment, which are described in Section III. Section IV details the qualitative analysis of the experiment, and leads into a discussion on moving towards a blended model of education, presented in Section V. The checkpoint system is supported by an application described in Section VI. Section VII discusses related work, and Section VIII presents the conclusions.

II. CONTEXT

A. Teaching first year students

Formative assessment plays a major role in teaching computer science at our department, in particular when it comes to programming. Students start the degree with a great diversity of individual skills, which adds to the challenge of getting all of them to the end of first year with a similar body of knowledge. Treating that range of ability as an homogeneous body raises lack of engagement at both ends of the spectrum, which has been observed during many years of teaching experience in the department. As such, we need tools that help us both address failure at a very early stage, and encourage students who have a high level of familiarity with the subject to move on to more challenging material.

Each course delivery takes that diversity into account, to some extent. However, when it comes to first-year practical sessions, this aspect plays a major role: those sessions are, for many students, the first contact with written computer code. Students with different backgrounds proceed at different paces,
and a one-size-fits-all approach will inevitably fail to engage at least two kinds of students:

- those that are further dragging behind after each session, skipping most practical exercises and writing very little code;
- those that already know how to write some code and would appreciate a higher degree of complexity in the presented material.

An example of a first-year course with a strong practical component is CS1801 – Object-oriented programming. It spans over the two teaching terms and is taken by all single and joint-honours undergraduate computer science degrees. During the course, students learn the concepts of object-oriented programming that will be used through the entire degree and in their future profession. Acquiring those essential skills is critical to their success during the following years.

B. The CS1801 course

The course structure follows a traditional approach. Every week, there are two one-hour lectures, delivered to all the cohort in one go, and one three-hour practical session, organised in groups of approximately 30 students each. The uneven level of the students prevents the lecturer, during a practical session, from addressing the attendants as a whole. That problem is addressed by the presence of TAs for one-to-one interactions with students that have questions or are lost.

Each practical session is attended by three TAs, one per 10 students, which amounts to an interaction average time of 18 minutes per student per session. This can seem a lot of time, but in a three-hour session it corresponds to 6 minutes per hour – too short a time for detailed feedback.

Students are given a lab sheet that they are supposed to complete by the end of the session, but can carry from one session to the following ones, proceeding at their own pace. The lab sheets consist of several programming exercises, which the students have to code, compile and run. The exercises cover material from the lectures, and also include revisions from previous practical sessions. Completing the lab sheets plays an essential role in acquiring the skills of a proficient programmer: any developer knows that going from the pseudo-code written in a piece of paper to the real thing running on a computer requires a great deal of craftsmanship [2]. This learn-by-doing process of trial and error is regarded as one of the central aspects of education, and is not specific to computer science. For instance, In his 1984 book on experiential learning [8], Kolb emphasises the role of discovery and experience as sources of learning and development.

What we observe, however, is that many students fail to engage with the lab sheets: they do not tackle most of the exercises, leaving the sessions with important gaps in essential skills. This leads to a gradual block in their progress (most tasks require material from previous checkpoints). Furthermore, given that the acquisition of craftsmanship is a slow process requiring repetition, the more they drag behind, the less a chance they have to recover: it becomes a slow road to failing the course and, most probably, the first year.

The lack of engagement of some other students happens for different reasons: the presented material is trivial for their level; attending practical sessions is viewed as a mandatory boring activity. To address that issue, there are exercises, towards the end of the lab sheet, specifically aimed at highly-skilled students. They present interesting challenges requiring both problem solving and code proficiency. These are exercises that benefit from fruitful one-to-one interactions, which would need to be longer that the 18 minutes allocated to each student.

Overall, regardless of the motives, we observe a general tendency among students: even if the TAs are available and willing to help, most students will choose skipping exercises over calling the TAs.

III. AN EXPERIMENT IN THE PRACTICAL SESSIONS

A. Checkpoint system

During the last two academic years, with the main goal of overcoming the lack of engagement, but also in response to feedback provided by student and staff on the teaching of programming, we have conducted a formative assessment experiment in the CS1801 practical sessions: in each session, students have several checkpoints that help us (and them) keep track of their progress.

The process is coordinated by a lecturer, and follows the steps detailed below. We would like to note, as an early motivation of a blended model, that all these steps were conducted without any tool support, being therefore onerous in terms of time and dedication.

1) Lab sheet: A highly structured lab sheet is published on Moodle at the start of each practical session – this contains not only exercises, which are separated by well-identified (and strategically placed) checkpoints, but also examples and hints on how to approach the different tasks.

2) Practical session: During the session, each TA has a list with the checkpoints that every student has completed so far. When a student reaches a checkpoint and calls a TA, the checkpoint is verified – which consists in checking if the tasks were correctly completed, and the checkpoints list is updated accordingly.

3) Processing the information: Before the next practical session, the lecturer merges the information from the individual sheets, and publishes the updated list on Moodle. The history of those weekly updates is kept for reference – it shows the individual learning curves.

4) Publishing the results: At strategic points during the term, the lecturer produces a report with every student’s achievements. This is used for internal monitoring of progression, and for deciding on any remedial actions.

B. Verifying the checkpoints

Every student has a different way of approaching checkpoints: some will regularly call the TAs at each checkpoint, others will prefer to have them verified in bulk. Nonetheless, whatever the approach, we have identified three stages at which students choose to have their checkpoints verified.
1) Complete solutions: Some students make sure that they have gone as far as they can, and present a program that not only works, but often will have different solutions for the same task. They expect the TA to give them advice on which solution is better, to comment on the code, and to encourage them to dig deeper.

2) Good attempts at a solution: Most students will consider a checkpoint ready to be verified as soon as they have written a snippet of code that compiles and presents a reasonable behaviour. Those programs will often miss particular cases and clever solutions, and the role of the TA is to inform the student about those alternatives.

3) Insufficient work: There are a few students that call the helper as soon as they have something that resembles the desired outcome. They expect to get major help from the TA in order to complete the task.

C. Acting on the results

One of the main aspects of using the checkpoint system is the ability to act on the gathered information. This is done at two levels: the information concerning a student allows for quick remedial actions; the information about the progression of the class as a whole provides a measure of the overall pace, informing the design of the lab sheets from session to session. If the entire class is lagging behind on a specific lab sheet, the following session can be lighter, allowing the students to catch up and relieve a possible frustration.

IV. ANALYSIS OF THE EXPERIMENT

A. Student engagement

The results of the experiment are presented in Table I, which only covers the first term of each year. There are significant differences in the approach to course delivery within both terms, which led us to focus mainly on the first term.

1) Differences between the two terms: In general, the level of student engagement drops during the second term, which is partially due to an increase in the number of checkpoints from one term to the other. Both terms have eleven practical sessions, but the last four sessions of term one are dedicated to the students that still have checkpoints to verify. All the other students no longer have to attend the sessions, dedicating this extra free time to other courses where their new skills will thrive in concrete applications (like, for example, games or robotics). For the students that are required to attend the remaining CS1801 sessions, there is no introduction of new material, and given the reduced number of students, the average support time from TAs is much higher.

We have observed that, during the second term of both years, the increase of 50% in the number of checkpoints (from 26 to 44 in 2014/15, and from 28 to 40 in 2015/15) leads to a decrease of approximately 75% in the overall rate of completion, when compared to the corresponding first term. The material studied in the practical sessions is also more complex during the second term, and the number of exercises is higher. All these contribute to the lack of engagement during the second term, and one of the reasons we went for the design of a blended model is to achieve, during the entire year, the success rate of term one.

2) The success of term one: In term one, as Table I shows, approximately 90% of the students complete more than half of the tasks. Given that this corresponds to the least amount of work expected from an average student, the percentage shows a very good level of overall engagement. Moreover, approximately 80% of the students complete more than three quarters of the tasks, which shows a high level of participation.

These numbers are not directly comparable to any measures from previous years (no control was done during practical sessions), but a measurable outcome is the level of success in the mid-year CS1801 test, which is a piece of formative assessment conducted on a weekly basis, from weeks 7 to 11 of term one. The students that achieve a grade above 85% are released from the lectures for the rest of the term. Usually, by the end of term one, most students will have succeeded in passing the test, but we have observed that, with the introduction of the checkpoint system, students are reaching the passing grade earlier.

3) Summative assessment outcomes: Summative assessment for CS1801 consists of several small pieces of coursework (10% of the final grade) and an exam (90% of the final grade).

The checkpoint system was introduced in 2014/15 and has been running for the last two academic years. Table II presents the outcomes of those two years, comparing them to the two previous years. In order to better measure the effect of the experiment, we have only considered students taking the exam for the first time – repeating students may have undertaken more programming courses, which gives them a clear advantage. The results indicate a significant increase in the success of summative assessment: higher grades and fewer failing students. However, these first observations still need to be validated by a proper statistical analysis, for which we are gathering further data.

B. Further improvements

When looking at the numbers, and whilst the experiment can be considered successful, there are still 20% of the students...
that are missing one quarter of the checkpoints, which is a significant number. To identify these students, we need a closer analysis of the process. The students have different levels of interaction with the TAs; the nature of those fundamental and time-consuming interactions reflects the level of the student, and raises different types of frustration.

1) Skilled students: Students with a prior knowledge of programming are very confident of their skills, and fail to realise that, although they have some programming abilities, there are specific requirements (for instance the style of the code and its readability by other programmers), which they are not familiar with. They regard the checkpoint system as a boring formality, and will skip it altogether. However, most of those students, when forced to check their work by an engaging TA, come to the conclusion that having skilled programmers reviewing the code is always a fruitful source of knowledge.

Skilled students tend to persist on recurrent mistakes and, in general, overestimate their abilities. It is not rare to find, in solutions presented by those more experienced students, many fragments of bad code that reveal misunderstanding and confusion. One such example is the following Java snippet (while being fully functional, it certainly leaves a bad impression on any trained programmer):

```java
public static boolean negate(boolean a) {
    if (a == true) return false;
    else return true;
}
```

The student that produces such a piece of code is certain of having reached the goal of the task, but is missing important notions of programming. Those gaps in the acquired knowledge are mended by the interaction with TAs.

2) Struggling students: Students that are having a great deal of difficulty with programming feel uncomfortable asking for help, in particular when they look around and observe colleagues progressing at a faster pace than they are. When talking to those students, the variety of entry requirements becomes apparent: since neither mathematics nor programming are required, students that have taken those courses during their undergraduate studies are at an advantage. We also insist regularly on the fact that the learning outcomes should be measured by the end of the year, and that they should keep on trying. However, this does not prevent their frustration and/or impression of underachievement.

3) Limited resources: There is also the overhead of checking the exercises. The resources are limited, and sometimes students have to wait a considerable amount of time before getting checked. As they have to call a TA as soon one becomes free, this may end up being tiresome. Some students simply abandon the process midway.

C. Student satisfaction

There are several factors that affect the way students perceive the effectiveness of a course delivery. In the context of our experiment, we could identify two main perceptions among students: checkpoints are viewed either as a reward system, or as a remedial plan to address failure. Those different perceptions entail different ways of interacting with the system, leading to variable outcomes.

1) Feedback from students: Every term, students fill in a feedback questionnaire provided by Royal Holloway. Those questionnaires are highly detailed and present an overall picture of the course status. In the feedback forms for 2013/14 – term 1, 10 comments (in a total of 18) complain about the practical sessions. In the corresponding feedback forms from 2014/15, when the checkpoint system was introduced, 29 comments (in a total of 56) specifically mention good points about the practical sessions. The same tendencies were observed for the second term, although with less significant numbers. Anonymous comments included:

“Compared to last year, the new format of the lab is much better.”

“The checkpoints in the labs were a good way of tracking progress.”

“Tasks on the lab sessions were chosen very well.”

Besides those standard course feedback questionnaires, we foster further discussion with both staff and students to identify possible improvement opportunities. The yearly feedback provided by the students’ committee for 2013/14 (the year preceding the introduction of checkpoints) mentioned that the practical sessions were delivered at a “too fast pace for people with little experience”. During the next academic year, in the mid-term one-to-one meetings with their advisors, students were directly asked about the impact of checkpoints on their learning experience. The response was unanimous in acknowledging the system as extremely helpful. This impression was reiterated in the general feedback from the students’ committee for 2014/15.

2) A rewarding system: The checkpoint system is perceived by students as a reward for their effort. Most students view this as an incentive, others as a way of monitoring their learning, and some even view the system as a competition. In general, they agree that the checkpoints really help them progress.

The responsible for the Student Experience in our Department has provided feedback about the system [9]: “The checkpoint system provides immediate formative feedback to the students. Students can identify problems and then in the lab discuss with the TAs what their problems are.”

Given that a satisfied student is a better student, the positive feedback from students partially validates the effectiveness of the process. Furthermore, it also informs the approach, enabling a continuous fine-tuning of details in response to input from students.

3) Personal development: There is a growing awareness of the need to develop personal skills such as the ability to communicate, to present oneself with confidence, and to tackle unfamiliar problems. More generally, students’ personal development should be understood to cover aspects of educational development (for example, the ability to use feedback to improve performance or to make use of educational resources such as Moodle or the library) and of career development.
(for example, understand professional issues associated with careers in IT or the ability to work effectively in teams).

Questionnaires give evidence of students’ perception of the quality of support that they received. However, to act on such responses and improve our support, one also needs to:

• understand the expectations that students have in relation to their personal development;
• ensure that students understand how, through the received feedback, they are given the opportunity to develop those personal skills.

That is, students need to take ownership of their development, and they cannot do so on a vague understanding of what support they are provided with.

Our Head of Department has provided feedback about the system in this context [9]: “The checkpoint system is an excellent contribution to allowing students take more ownership of their personal development. It allows them to progress at their own pace by getting quick feedback on their performance and understand what they need to improve.”

D. Informed teaching

At first, the system was introduced to promote students’ engagement, by having them asking for help and interacting with the TAs. However, it ended up covering many other aspects of the student’s learning process that deserve more attention and development. The system can, namely:

• maximise success and minimise failure in practical courses by continuously giving feedback to students on their progression;
• measure the pace at which each student progresses, allowing for early actions to be taken on the learning difficulties that are detected.

1) Acting on failure: The weekly feedback provided by checkpoints allows academics to take action early on.

A co-responsible for the CS1801 lectures has provided feedback about the system in this regard [9]: “The checkpoint system provides me with much needed timely feedback on student performance in the weekly labs. I can quickly grasp how well students keep up with the course material and can spot particularly challenging topics. This is invaluable especially in the first year, where many students do not easily come forward after lectures or during office hours to ask for clarification or help. In addition, it allows to spot students who seem to not be engaging with the course; their personal advisors can then focus their attention on these students during the tutorial sessions for the course.”

Together with his feedback mentioned in Section IV-C2, the system has been deemed by the responsible for Student Experience, with respect to providing a continuous overall picture of students’ progression, to provide staff members with feedback that is “immensely useful for the department particularly with respect to quickly identifying progress in CS1801 for the progressions committee.”

2) Promoting success: During the first year of the experiment, we have regularly provided optional exercises in the lab sheets, aimed at the students that welcome harder challenges. However, we have observed that most students would simply ignore those extra tasks. We were even surprised by students complaining about not feeling challenged in the practical sessions, and confessing at the same time that they had never attempted to solve any of those extra tasks.

Under the hypothesis that this phenomenon was mainly due to the fact that those extra tasks did not correspond to an extra checkpoint, we have made small change to the lab sheets published during the second year of the experiment: for each practical session, we have moved those optional exercises into a platinum checkpoint. And, in every weekly status update, we have published the results of the platinum checkpoints along all the other ones. The result was surprising: this simple alteration has triggered a much higher student participation in those extra tasks.

Observing the success of platinum checkpoints, we are led to consider the system as a tool enabling a fine analysis of the students’ behaviour, both when addressing failure and when promoting a higher level of engagement for highly skilled students.

V. TOWARDS A BLENDED MODEL OF EDUCATION

The success of the experiment lies in both the achieved results and, more importantly, the room for improvement that the process seems to present with respect to automation. Indeed, there are several aspects of the checkpoint system that would greatly benefit from automated or semi-automated mechanisms involving online techniques.

A. Assessment and feedback

The checkpoint system provides continuous feedback on each student’s progress. With an average of four checkpoints per practical session, students reach the end of term with more than 40 checkpoints.

Since the results are made available every week, both students and academics have a detailed perception of individual learning curves throughout the term. We aim to combine those qualitative appreciations with a score (1-3 stars) and a badge-reward system (similar to the ones implemented in games and other scenarios [10]). Platinum checkpoints are a first simple example of what special badges can achieve, namely when it comes to encouraging students to complete the most challenging exercises.

B. Bringing the MOOCs to the classroom

MOOCs have been, in the past two years, gaining traction as a model for massively teaching students off campus. Although the results are mixed and debatable, some of their characteristics are remarkable: active learning (self-pacing and instant feedback) and gamification (with, for instance, badge-awarding systems).

What we intend is to bring those successful aspects of MOOCs to the classroom. According to Anant Agarwal, CEO
of edX, this process is about “taking ... the technologies we are developing in the large and applying them in the small to create a blended model of education” [11].

We propose to bring teaching, assessment and gamification techniques from MOOCs to the classroom, namely:

- students are able to follow the sessions at their own pace;
- progression to the next level only occurs when the previous levels have been completed, understood and verified;
- badges encourage students to perform better in the achievement of specific goals;
- the visualisation of progress bars and learning curves provides students with an overall perception of their performance.

C. Advantages of an automated system

We have identified the following possible improvements.

1) A first response line: If the code written by students is submitted to an IT system instead of being directly present to a TA, a few automatic tests will provide feedback to students on how to correct common mistakes. Several systems for automatic assessment of programming assignments exist, with different levels of support and feedback, as discussed in [12]. In our case the complexity of the tests can vary, but they constitute an automated line of action that will rely on human assistance only when necessary: the TAs will be called fewer times and their overall availability will increase. Furthermore, the automation trivially orders TA requests by submission time, which frees the student to start working on the next checkpoint after the submission of the code, instead of recurrently looking for an available TA.

2) Speeding up feedback: The automated submission also provides different levels of feedback, going beyond the typical interaction with the TAs. After passing the code through several tests, the student may get specific feedback on particular mistakes without interacting with a TA. Nonetheless, the TAs will always be available to provide further detail, if necessary. When the system is not able to provide automated feedback, a TA is called. Whatever the reason to call for human help, the responding TA will have a device with available information about the student’s checkpoint history, the current checkpoint, and the code issues. This will speed up the process of interaction, during which the TAs can spend a considerable amount of time going through the checkpoints and looking for problems in the code before being able to help the student.

3) Increased promotion of different paces: The lab sheets are published on a weekly basis, rather then in bulk. The rationale behind this procedure is to allow the progressive unfold of a story during the term, for which the sessions sequence is essential. However, this approach has two main drawbacks:
- the faster students will finish the lab session in less than two hours, even when completing some optional harder tasks, which leaves out an hour that could be used to progress to the next tasks;
- some students will get stuck on a particular task and, although we insist that students may move on and come back later to that particular problem, some future tasks may depend on the left-behind task, and students get sometimes confused about what they know, and what they still have to acquire.

An automated system would overcome these issues by using a graph of task precedences that would allow all the tasks to be published at the same time, disabling those that require previous tasks to be completed. As soon as a student completes one checkpoint, the system will display any new available checkpoints. Also, any disabled checkpoint will display the tasks that are required for its unlocking. This also doubles as a knowledge map, where students can easily find paths leading to the acquisition of a specific skill.

D. Further aspects of an automated system

Beyond the advantages described in Section V, the checkpoint system automation would also provide a realtime source of information about the students’ progress, both individually and as a whole. Different ways of looking at the data provide different insights. An automated system could easily provide charts with realtime statistical analysis, that can include the progression curve of one student or of the class, a classification of students according to several filter options (number of completed checkpoints, total score, ranking), comparison between several years and sessions, etc.

VI. DESIGNING THE APPLICATION

In order to fulfill the mentioned goals and provide a better service to both students and academics, we have designed a web-based application that automates the checkpoints process. Running on the browser of any computer (desktop, laptop, tablet or phone), the application may be used by lecturers and students alike. The basic functionality of the checkpoints mechanism will be supported by a core module, and an API will provide the ability to extend the application with additional useful features that can enhance the learning experience of students, individually and as a whole. A proof-of-concept prototype has been developed and is functional, covering some of the essential features. The final application is under development since early 2016.

The outcome of this development is a software system that will not be specific to computer science, and that can be used by any discipline to provide formative assessment in practical sessions. The overall goals of the system are to:
- monitor student achievement and performance;
- reward the student with a score corresponding to those achievements and performances;
- measure the difficulty of exercises by looking at the overall performance of the class;
- adapt at runtime the delivery of the practical sessions to the level of the class, and propose course revisions for the next years;
- give tailored content to students that have specific difficulties or a higher level of achievement;
- provide a methodology for exercise-based sessions that can be used in a systematic way.
A. Overall description

During a typical session, students are working on computers where they can submit their checkpoints. TAs will have portable devices (tablets) that they use to identify students in need of help, and to verify the checkpoints.

When the users log into the system they have access to a general view of their account where they can either edit personal information, or select a course. Inside the course, each type of user has different options, as described below.

1) Students: Students are able to view rankings, individual achievements, and an overall picture of the checkpoints. In that view, students access the graph of checkpoints for the course, as well as the checkpoints that are completed and those that are unlocked, given the current score. There is also a graph with the learning curve of the student with respect to that course.

2) Academics: Academics are able to edit the graph of checkpoints, add new checkpoints, and monitor all the students’ activities. They are also able to create rewards awarded to students when they reach certain points of the graph, or certain scores.

3) Administrators: Administrators have a different kind of access, allowing them to create courses and to perform functionalities such as management, monitoring and maintenance.

B. Definition of checkpoint

A checkpoint is a set of tasks that students have to perform. Usually that set is small, as fragmentation is an essential aspect of checkpoints: overcoming several small challenges is more rewarding than dealing with a complex task that will take long to complete [13].

The contents of a checkpoint can have several declinations: tutorial with simple tasks, complex tasks requiring problem solving, quizzes, etc.

The students’ general view of all the checkpoints in the application highlights those that are accessible. Regardless of accessibility, each checkpoint displays a description of its content. This allows the student to understand, with the help of the graph, which checkpoints need to be completed before acquiring a specific knowledge.

The students’ work on a checkpoint is independent of the software application, which only manages checkpoints and deals with the submitted material. This allows different kinds of disciplines to use the system. In the case of CS1801, for example, students work on a Linux server using an editor of their choice, and a Java compiler. Once the student considers that the tasks are completed, they upload the relevant files to the application and wait for the verification process.

C. Verifying a checkpoint

The solutions to the checkpoint tasks are verified by an automated testing mechanism.

The verification process may have several outcomes, including the need to go back to the tasks in order to correct critical mistakes. One crucial aspect of a checkpoint is that is can be attempted several times: each attempt can result in a better outcome, which may also be awarded a higher score. This characteristic is aligned with literature on gamification [14], and with the article by Karpicke and Blunt [15] where they conclude:

“Research on retrieval practice suggests a view of how the human mind works that differs from everyday intuition. Retrieval is not merely a readout of the knowledge stored in one’s mind; the act of reconstructing knowledge itself enhances learning.”

Hence, the students overcome mistakes by trial and error, which is a procedure they are familiar with [8].

Figure 1 shows the flow involved in the verification of a checkpoint. Each step of the process is detailed below.

1) Working on a checkpoint: The student is working on the tasks of the checkpoint. Some help from the TAs may be required, but students are encouraged to work on their own and submit solutions they deem adequate.

2) Submitting the tasks: When a student finishes a set of tasks, they upload the relevant files to the application, or fill in a form with the outcomes of the task (depending on the nature of the task). In the specific case of CS1801, the student submits a Java source file. As soon as the submission is done, the checkpoint becomes unavailable until either the verification is completed, or the process is cancelled by the student.

While waiting for the verification, the student may start working on any other unlocked checkpoint. The student may also choose not to submit the solutions to the tasks, but this means that no new checkpoints will ever be unlocked, and the student will eventually get stuck.

3) Testing the submission: A series of automated tests are performed. This first line of action looks for common mistakes that are easily detectable, and for which some feedback can be provided without any human intervention. Sophisticated tests can also be performed, if such a test suite is available for the discipline that is using the system. In the case of CS1801, a series of automated tests allow a complete verification of the checkpoint (see Section VI-D).

4) Getting feedback: If the tests are not passed, the system will try to provide some automated feedback to the student. If that feedback cannot be produced, the application puts the submission in the TAs’ queue: a TA will be notified and the student will eventually be approached to get some oral feedback, or to have the checkpoint validated. This may happen when, for instance, the student has an easy-to-fix error in the code.

5) Validating a checkpoint: The validation of a checkpoint can be automatically completed by the application, or require the intervention of a TA. In the latter case, the TAs use their tablets to capture a QR code on the computer of the student (uniquely identifying the student-checkpoint pair).
This will bring up an interface that allows the TA to score the checkpoint. When the checkpoint gets validated, some new checkpoints may become unlocked.

6) Score: When the checkpoint is validated, the student gets a score (1-3 stars) based on several criteria. This score can be automatically provided by the system, according to the outcomes of the test suite, or it can be attributed by the TA.

D. The submission assessment for CS1801

The submission of a checkpoint consists of uploading the file with the code to the server. The file is then submitted to a series of tests that check if the code corresponds to what was asked in the set of tasks. The tests are sequential and follow the steps described below, shown in Figure 2.

1) Compilation: The first requirement to complete a checkpoint is that the submitted code compiles. If the compilation issues warnings, the student may be given some automated feedback that will suggest improvements on the code.

2) Unit testing: The exercises have specific outcomes that allow unit testing. For example, a program that defines a class can be tested by creating an object of that class and calling its methods. There are several tests for each exercise; those tests can be weighted in order to assess the student accordingly. The number of stars the student is awarded for the checkpoint will increase with the number of passed tests.

3) Checking the style: Students often write code that does the required job, but presents stylistics flaws that, even if they are optimised by the compiler, show some gaps in the acquired knowledge. One of the goals of CS1801 is to get students to write programs that are readable and free from bad code.

E. Prototype

We have developed an early prototype that covers the following functionality:

- view the unlocked checkpoints;
- view the locked checkpoints, and the precedences that unlock them;
- verify a checkpoint using a QR code.

F. Extensions to the prototype

The application extends the prototype with the following additional features, most of them via an API.

1) Remote authentication: The users can use their usual credentials, which are securely fetched from a remote server.

2) Timed checkpoints: When a student starts a set of tasks, a timer is activated to measure the time spent on that checkpoint.

3) Graphical representations of data: Several views of the students’ progress, individual and by groups, will help both students and teachers have snapshots of the students’ status and the learning curves.

4) Graph of checkpoints: Students can progress according to their actual skills, in a non-linear fashion, instead of having to follow a sequence of checkpoints that may not be the most adequate to their learning curve.

5) Automated verification process: The submissions are subjected to an automated suite of tests.

6) Enhanced gamification: Student’s achievements will be awarded trophies, rewarding effort – not just success; those trophies are viewed by other students and establish peer motivation.

7) Students’ feedback on the exercises: Academic staff will receive a constant measurement of how students perceive the exercises, allowing them take early action and adapt the exercises to the needs of the students.

8) Look and feel: The new features will require a revision of the application user interface.

VII. RELATED WORK

A. Checkpoints

The notion of checkpoints applied to support teaching of programming has been used for some time. The concrete goals have ranged from formal assessment [16] to testing the rate of student progress and improve the process [17]. The
granularity at which these are used also varies significantly. In some models, checkpoints are set after small exercises are completed [18], whilst others set these only when more considerable tasks are finalised [19]. In the case of our approach, the checkpoints are designed at a low level of granularity to allow both a detailed view of student progress, and a good understanding of the difficulty in each set of tasks. However, the application is also suited to different approaches, like for instance long sessions focusing on one single difficult task.

The way the completion of these checkpoints is taken into account also varies. The results are logged in various fashions, ranging from simple manual accounting to free [20] and commercial tool support [21], [22]. The model we present includes the design of a toolchain that takes into account the required granularity of the specific checkpoints, fosters a good user experience for both assessors and students (e.g. the use of QR code recognition so that manual input is minimised), allows for a graph of dependencies, and is integrated with some gamification concepts.

Checkpoints are also used either as a means to assist in supporting students in traditional programming laboratory settings [21] or as part of automated assessment [20]. Our approach still includes traditional sessions, where students are presented with exercises and benefit from the support of teaching assistants. But it also takes advantage of modern techniques, such as those widely used in Continuous Integration, to reduce the amount of required intervention and to give immediate feedback to students.

B. Serious games and gamification

Serious games were introduced in order to facilitate purposes other than simply entertainment. These ranged from games in a general sense as described by Abt in 1970 [23], to digital games as presented more recently by Sawyer and Rejeski [24] and Michael and Chen [25]. Whilst sharing some concepts with serious games, gamification [7] focuses on using game elements to enhance several activities, rather than having users specifically play a game. These activities include learning [26], [27], business [28], and even self-help [29]. The model we describe uses the concept of gamification to improve student engagement in practical sessions (and with the goal of improving attainment), whilst resulting in better learner analytics.

C. Blended learning

Blended learning [3], [4], corresponds to models where the Internet and digital media are combined with traditional classroom settings. In his 2012 report [30], Friesen presents the following definition:

“Blended learning” designates the range of possibilities presented by combining Internet and digital media with established classroom forms that require the physical co-presence of teacher and students.

This technique was used in the context of our approach as a means to reap benefits from both worlds. Traditional practical sessions allow close support and quick and helpful feedback, whilst the digital content and automatic checks accelerate the administrative process and allow students to focus in learning how to think computationally.

D. Automatic checks

Automatically checking student programming work has been researched for many years [31], [32], and is still an active area [12], [33]. Whilst it is possible to use these techniques to address, for instance, issues of scale, the level of feedback and assistance still lags behind what can be achieved with direct support from experienced teaching assistants. Notwithstanding this gap, it is a useful approach that can be integrated with the traditional one. In the model we describe, this has been achieved by including automated checks to address a first line of issues, followed by human support when required.

VIII. Conclusion

We have presented a blended model of education motivated by a successful formative assessment experiment conducted in the practical sessions of a first-year undergraduate programming course. That model will benefit from the support of an application, which design was informed by building and testing a functional prototype. The application is currently under development, and will be deployed in 2016/17.

One of the main improvements in the final application, compared to the prototype, is the strong gamification component. We have observed how the introduction of platinum checkpoints has motivated some students to engage with harder tasks. We expect, similarly, the star-based scores and the
achievement badges to stimulate a higher level of overall engagement. Moreover, given the current trends in gamification research, this is an aspect with much room for improvement: the API will easily accommodate third-party awards like, for instance, Mozilla Open Badges [10].

We will evaluate and monitor the initiative mainly through: student feedback (advisor tutorials, one-to-one meetings and student feedback questionnaires); results of further formative and summative testing, including the final CS1801 examination. This will allow us to consider any necessary improvements and evolve the model accordingly, before moving to a wider dissemination of the application that, by design, is not specifically targeted at teaching programming. Nonetheless, the system has the potential of creating a baseline of tools and techniques for other courses in our department that include exercise-based practical sessions, providing a clear added value: it allows the identification of students needing additional support, and measures the effectiveness/difficulty of particular tasks. By increasingly adopting this technique, the Department of Computer Science, as a whole, can have a better and up-to-date perception of student achievement and, hence, proactively make changes as necessary.

We also plan, in the future, to introduce a mechanism through which students can give a simple quantitative feedback on the quality and perceived difficulty of each set of tasks. Based on those pieces of information – as measured through performance and as perceived by students – academics will move yet another step towards taking more informed pedagogical decisions.

REFERENCES


Pitfalls of E-education: from multimedia to digital dementia?

R. Robert Gajewski  
Warsaw University of Technology  
Al. Armii Ludowej 16, 00-637  
Warszawa, Poland  
Email: rg@il.pw.edu.pl

Abstract—This paper presents lessons learned from nearly 25 years long experiences with different forms of E-education. All experiences are definitely positive but during conducted research many pitfalls and traps were recognized and observed. Widely used multimedia materials do not motivate weak students to learn. Instead of learning they do prefer to watch materials in a passive way. Mobile learning in which all materials are available also for smartphones increased this attitude to learning. All quizzes and tests even very sophisticated cannot replace a real exam. Knowledge of the answers on hundreds of questions is not equal to the real knowledge of a certain field. Flipped classroom paradigm forcing to learn at home was not accepted by students. Moreover, E-education creates chances for e-cheating. All these pitfalls and traps lead to the conclusion that E-education is not a straightforward remedy for all current education problems.

I. INTRODUCTION

In 450 B.C Confucius aid: “tell me and I will forget, show me and I may remember, involve me and I will understand.” As outlined by many researchers individuals remember much more details and information as well as for longer if they are more involved in the learning process. In 1946 Dale published his famous Cone of Experience [1]. Dale stated that the cone device can be a visual metaphor of learning experiences, where the different kinds of audio-visual materials are arranged in the order of increasing abstractness as one proceeds from direct experiences (see Fig. 1). One of the later extensions of this idea is a common opinion that individuals generally remember: 10% of what they read, 20% of what they see, 50% of what they see and hear, 70% of what they say and write and 90% of what they say as they perform a task. Moreover, the entire process of learning is split into two parts: passive learning and active learning.

Blooms Taxonomy proposed in 1956 [2] by a panel of educators chaired by Benjamin Bloom is a categorization of learning objectives as well as activities split up into three areas: cognitive (mental skills, knowledge), affective (feelings, emotional areas and attitude) and psychomotor (manual and physical skills). The cognitive domain most significant in higher education requires mental abilities and also knowledge. Within this domain one can find six major categories outlined from the most straightforward: knowledge, comprehension, application, analysis, synthesis and finally evaluation.

In the middle of 1990’s the cognitive domain has been modified. Titles associated with different types have been transformed from nouns to verbs. Moreover, their order has been somewhat changed. Bloom’s Revised Taxonomy [3] demonstrates to a greater extent the active way of thinking and also consists of six different categories: remembering, understanding, applying, analyzing, evaluating and finally creating. This taxonomy much better accounts for completely new behaviors and multimedia technology innovations (see Fig. 2).

E-education enables to take into account different learning styles [4]. Such approach increases costs of education but also increases its efficiency. In the class “one type of delivery” should satisfy all participants. E-education enables addressing different materials for different learning styles [5], [6] even for Computer Science and Informatics Courses.

This work was supported by 504/01921/1088/40 grant.
II. MULTIMEDIA

Multimedia materials were prepared for all subjects taught by the Division of Information Technologies (DoIT), namely Information Technologies, Fundamentals of Computing and Computational Methods in Civil Engineering in the form of podcasts – personal on demand broadcasts. First podcasts prepared by DoIT had the form of screencasts – “digital recordings of computer screen output often containing audio narration”. Screencasts contain software animations helping students to learn how to use software. The second kind of podcasts are slidecasts – “audio podcasts combined with slideshow”. Slidecasts have the form of knowledge clips – short explanatory presentations of a particular problem and its solution. The last kind of multimedia materials prepared by DoIT are webcasts – “media presentations distributed over the Internet using streaming media technology to many simultaneous viewers”. In fact webcasts were lecture captures which were recorded and later distributed as podcasts. Tenths of hours of podcasts stored on an educational portal helped a lot during classes but did not have an expected impact on quality of learning process measured in terms of grades obtained by students.

Students were fully satisfied by them. They were pleased by how to use software and they were supposed to solve individual problems at home. In many cases solving problems was too difficult for them.

Starting from the academic year 2012-2013 in some of the groups podcasts were used in a different way. Students were asked to watch podcasts at home. During classes they should be prepared to use software without any problems and to solve particular problems using it. First results of this experiment were to some extend promising - students gained better scores in this mode, but they were not very keen to spend time at home watching podcasts. Students do prefer to “be taught” during classes. This problem can be easily solved by adding a simple point to subject regulations – students should be prepared to computer laboratories and this fact is checked by means of a test before the class. In fact, according to European Credit Transfer System (ECTS) an average student should spend learning at home the same amount of time as at the university. It is much more effective to watch passive by nature screencasts at home and solve problems with a tutor in the class than the other way round.

III. FLIPPED CLASSROOM

Idea of inverting education is already nearly fifteen years old. One of the first papers in that field was published in 2000 [7]. This paper describes two parts of subject taught at Miami University while using the inverted classroom concept and analyzes the outcomes. Numerous technologies offered completely new possibilities for students to learn away from the classroom, while a school period was used to perform collaborative experiments and worksheets. Authors of the paper concluded that the idea of inverted classroom offers alternatives for various learning styles and report that students favor that strategy. A different outline and evaluation of flipped education within a huge, primarily based on lectures, computer science course was published in 2002 in [8]. In this project new multimedia and video streaming application eTech was employed to change a course. In-class lectures were substituted by recorded lectures and auxiliary materials which could be viewed by students in the Internet independently. This make it possible to utilize the live period in the class for team problem solving facilitated by tutors. Another interesting paper in that field was published one year later in 2003 [9]. Within a series of five experiments hundreds of students from two different universities supervised by three different professors and six different teaching assistants took one semester long course in the field of casual and statistical reasoning in both traditional or online format. Within the frame of this project pre and post test results were compared. Features of the online experience which were helpful and which were not helpful were identified as well as most and least effective student learning strategies. Three years later a paper evaluating a web lecture intervention in a human–computer interaction course was published [10]. By utilizing lectures available in the Web before class more in-class period was used engaging students with hands-on
tasks. Class time was spent on learning by doing rather than learning by listening. In 2007 Gannod presented his work in progress on how to use podcasts in an inverted classroom [11]. One year later Helmick presented integrated online courseware for computer science courses [12]. Last but not least in 2008 a paper describing how to use the inverted classroom to teach software engineering was published [13]. Idea of flipped classroom was fully described in three books recently published by Bergmann and Sams [14], Bretzmann [15] and Walsh [16].

The research concerning students’ satisfaction with flipped classroom was conducted in academic year 2013/2014 on a group of 222 students studying in Polish (PL) and a group of 51 students studying in English (EN). Out of 222 PL students the questionnaire was filled by 211 students which makes 95%. Similar data are for students studying in English. Questionnaire was filled by 49 out of 51 students. One third of students studying in English were foreigners.

Questionnaire used in this survey consists of fifteen closed form questions and 6 opened form questions. Due to the nature of answers all questions were divided into three groups. In order to compare the results of survey with other outcomes some of the questions were based on similar surveys: first one conducted in Canada [17] and second one described in blog Flipping with Kirch conducted by Mary Kirch from United States.

Scale of answers for all first five questions is from “strongly agree” to “strongly disagree”. Results for Polish language and English language students were compared with surveys from Canada. The first of the asked questions was about the level of engagement in traditional classroom instructions and flipped classroom (see Fig. 3). The second question from that group was about potential recommendation of a flipped classroom to a friend (see Fig. 4).

40% of students studying in Polish language strongly disagree or disagree with the statement what is in accordance with the observation, that nearly half of the students was not interested in traditional classes. Answers of students studying in English language are closer to the answers from survey conducted in Canada.

For this question answers of students studying in Polish and English languages are similar but they definitely differ from the results of survey conducted in Canada. Nearly six times more students studying in Polish language in comparison to Canadian agree or strongly agree with the statement that they would not recommend flipped classroom to a friend.

Next question (statement) was very simple – I like watching lessons on video (see Fig. 5). In this case answers for all three groups were very similar.

Fourth question in this group of questions was about better motivation to learn in the flipped classroom mode (see Fig. 6). In the case of this question answers of students studying in Polish language differ from the answers of two other groups. Nearly 40% of them strongly disagree or disagree with that statement that they are more motivated to learn in a flipped classroom mode.

The last question in this group is about improvement of learning in the flipped classroom mode (see Fig. 7).
IV. TESTS AND QUIZZES

From the very beginning different forms of tests and quizzes were used mainly due to increasing number of students. It was not possible to check their knowledge in a classical way. Databases for subjects taught by DoIT consist of hundreds of different types of questions available on the Moodle platform like: calculated, simple calculated, calculated multi choice, description, matching, multiple choice, short-answer, numerical and True/False. After twenty years’ experiences are rather sad. Students are trying to memorize answers on the questions rather than to understand the appropriate part of material. Quizzes were also used in a flipped classroom experiment. There were quick tests consisting of up to ten questions checking knowledge gained before the class at home from podcasts. Nowadays quick tests are placed at the end of classes and they force students to make notes during the class.

In order to help students to prepare for tests flashcards were used (see Fig. 8). This tool invented by Sebastian Leitner [18] can support learning treated as memorizing but rather not as understanding.

During the present academic year for traditional lectures conducted in a lecture theater at the university clickers were used. Instead of special hardware devices specialized software and smartphones were utilized (see Fig. 9).

V. MOBILE LEARNING

Shift from instructional design to e-Learning [19] was the first step of educational revolution. The next step will be devoted to transforming the system of delivery of education and training [20]. The best historical overview of m-Learning [21] can be found in Handbook of m-Learning [22]. In the last decades there were many shifts in learning and learner-centered pedagogies and theories. Mobile courses from the field of Computer Sciences or Engineering require the usage of new and effective design strategies [23] and implementation of appropriate learning theories [24]. From a technical point of view instead of producing different applications for different mobile operating systems used on various mobile devices it is more efficient to create courses available through web browsers also on mobile devices (see Fig. 10).
Changes in the course of engineering calculations and their programming which took place in the last few years show differences and similarities between traditional learning, e-Learning and m-Learning [25]. Regarding time traditional learning is frequently constrained by school hours, e-Learning by a time of access to computer while in the case of m-Learning in fact there are no time constraints. Learning can occur anywhere where access to the network is possible. Traditional learning is rather not personalized which contrasts with personalized e- and m-Learning. Traditional learning is definitely formal while m-Learning is rather informal – e-Learning can be formal and informal. Last but not least traditional learning is not spontaneous while m-Learning is highly spontaneous.

But nowadays due to the information and communication technology it is much easier to cheat so it starts to be a crucial problem. One can say that e-Learning caused e-Cheating as presented by Jones in [29] and in [30]. Cyber cheating is a crucial problem in an information technology age [31]. There were tenths of papers written on this subject. Their review can be found in [32]. The answer on the important philosophical question why cheating is so wrong is given in [33]. More information about this subject can also be found in [34].

In order to learn what is the attitude towards cheating among students two surveys were conducted. In order to learn what are the cultural differences between different countries first survey was based on survey from Gettysburg in USA and second was based on survey conducted in Monash University in Australia. Similar comparative analysis on students’ perception and attitudes towards academic dishonesty between the students in China and United Stated was done by Zhou and Lan in [35]. Research on cheating was also conducted in Dubai [36] and in Philippines [37], [38].

The first survey was conducted during the first week of classes in October 2015 and was based on the test from Gettysburg. Total number of responses was 203. Number of students registered for the subject was 221. Total number of the questions in this survey was 24. Answers on the question “have you ever reported another student you suspected of cheating” are rather similar (see Fig. 11).

Answers for two next questions (“have you ever interrupted a student who was cheating” and “did you ever cheat during high school”) show definitely bigger differences in attitude to cheating (see Fig. 12 and Fig. 13.).

Fig. 11 Comparison of the answers on question 4 from Gettysburg survey

The second survey was conducted during the last week of classes in January 2016. Total number of responses was 179. Number of students attending classes was 201. Questionnaire of this survey is fully based on the questionnaire used in 2000 during the survey conducted in Australia at Monash University and at Swanbourne University which results were published in [39]. The same survey was conducted ten years later and results were compared in [40]. The most important part of both surveys
consists of 18 scenarios. For each of them answers are given using Likert’s scale [41] with the answers ranging from 1 – acceptable to 5 – not acceptable.

5. Have you ever interrupted a student who was cheating?

More than once - 25%  
Once - 24%  
Never - 51%  

Fig. 12. Comparison of the answers on question 5 from Gettysburg survey

6. Did you ever cheat during high school?

More than once - 18%  
Once - 23%  
Never - 60%  

Fig. 13. Comparison of the answers on question 5 from Gettysburg survey

What can be easily learned from Table 1 is that in Australia a positive change has occurred among students over the decade with regard to cheating awareness, acceptability and practice. Results of survey conducted in Poland are much worse than Australian from the year 2000. Especially big differences are in the case of the three following scenarios:  
- Copying material from the book or from the Internet,  
- Swapping assignments with another person,  
- Using a hidden sheet of paper with important facts during an exam.

The first problem can be generally solved by means of plagiarism checkers on the university level. The second one should be mainly solved by instructor manually. The third one which can be generally called as using unauthorized materials during exams can be solved by means of specialized IT tools. For the last mentioned scenario – using unauthorized materials – worth mentioning is a relatively small difference in mean values of acceptability (4.59, 4.64 and 4.32) and a very big difference in practice (4%, 2% and 53%).

Perhaps cheating is as old as education, and the only change is in methods (see Fig. 14).

VII. DISCUSSION

“Digital Dementia”, a term coined by the top German neuroscientist Manfred Spitzer in his 2012 book with the same title [42], is a term used to describe how overuse of digital technology is resulting in the breakdown of cognitive abilities in a way that is more commonly seen in people who have suffered a head injury or psychiatric illness. Spitzer proposes that short-term memory pathways will start to deteriorate from underuse if we overuse technology.

Nowadays it is getting more and more important to know how does the brain work [43]. In many situations treating Internet as a natural source of information is replaced by FoMO – Fear of Missing Out [44]. Multimedia which ten years ago were a very promising educational tool nowadays make students unwilling to learn. They do prefer to watch video in a passive way rather than to learn in an active way.

Tests widely used in E-education to control knowledge are also a kind of a pitfall. What is really controlled by tests this is an art of passing tests and knowledge of the answers on numerous questions. The best databases updated continuously cannot replace the teacher asking questions. Knowledge and understanding of a certain field is not equal to the knowledge how to answer on numerous questions.

Last but not least E-cheating seems to be the biggest problem in E-education. Different IT tools can make cheating more difficult but will not fully stop it.

Lessons learned from twenty five years long research in the field of e-Learning show that cultural differences should be taken into account while introducing new solutions like in the case of flipped classroom. Fifteen years after the question “how to change the unchanging” [45] was raised many things has changed. Despite all pitfalls and traps there is the only one answer on the question to be e- or not to be in the field of education. But we should be e- in a more rational way. There is still need for deep look into all three dimensions of learning [46] or how professionals learn in practice [47].
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## TABLE I.

### COMPARISON OF RESULTS OF SURVEYS

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Acceptability</th>
<th>Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000 mean</td>
<td>2010 mean</td>
</tr>
<tr>
<td>Showing assignment work to a lecturer for guidance</td>
<td>2.07</td>
<td>2.21</td>
</tr>
<tr>
<td>Posting to an Internet newsgroup for assistance</td>
<td>2.07</td>
<td>2.28</td>
</tr>
<tr>
<td>Two students collaborating on an assignment meant to be completed individually</td>
<td>2.54</td>
<td>3.20</td>
</tr>
<tr>
<td>Resubmitting an assignment from a previous subject in a new subject</td>
<td>2.82</td>
<td>2.99</td>
</tr>
<tr>
<td>Submitting a friend’s assignment from a past running of the subject</td>
<td>2.86</td>
<td>3.46</td>
</tr>
<tr>
<td>Copying the majority of an assignment from a friend’s assignment, but doing a fair bit of work yourself</td>
<td>2.98</td>
<td>3.37</td>
</tr>
<tr>
<td>Not informing the tutor that an assignment has been given too high a mark</td>
<td>3.08</td>
<td>3.29</td>
</tr>
<tr>
<td>Being given the answer to a tutorial exercise worth 5% by a class mate if the computer you used has problems</td>
<td>3.76</td>
<td>4.29</td>
</tr>
<tr>
<td>Copying material for an essay from a text book</td>
<td>3.81</td>
<td>4.19</td>
</tr>
<tr>
<td>Copying material for an essay from the Internet</td>
<td>3.85</td>
<td>4.28</td>
</tr>
<tr>
<td>Obtaining a medical certificate from a doctor to get an extension when you are not sick</td>
<td>3.94</td>
<td>4.02</td>
</tr>
<tr>
<td>Swapping assignments with a friend, so that each does one assignment, instead of doing both</td>
<td>3.96</td>
<td>4.45</td>
</tr>
<tr>
<td>Copying another student’s assignment from their computer without their knowledge and submitting</td>
<td>4.18</td>
<td>4.62</td>
</tr>
<tr>
<td>Copying all of an assignment given to you by a friend</td>
<td>4.30</td>
<td>4.62</td>
</tr>
<tr>
<td>Hiring a person to write your assignment for you</td>
<td>4.51</td>
<td>4.62</td>
</tr>
<tr>
<td>Using a hidden sheet of paper with important facts during an exam</td>
<td>4.59</td>
<td>4.64</td>
</tr>
<tr>
<td>Hiring someone to sit an exam for you</td>
<td>4.65</td>
<td>4.69</td>
</tr>
<tr>
<td>Taking a student’s assignment from a lecturer’s pigeonhole and copying it</td>
<td>4.72</td>
<td>4.72</td>
</tr>
</tbody>
</table>
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Abstract—With time education becomes more personified. New categories of learners join in educational processes and new areas of education appear. Brain-computer interfaces have good perspective to contribute to these tendencies. This technology may allow disabled people to participate in social life, including education, and may let healthy people to develop the skill of controlling brain waves. Training the skill is the object of investigation and researchers recommend taking into account human factors: general principles of learning, motivations, personal patterns and abilities (among them, spatial). Education may be a source of highly motivated training tasks. The paper treats brain-computer interface as a type of communication and argues for semiotic training that is a variant of training spatial abilities. Semiotic training have proved effectiveness in other areas of education. Theoretical background and preliminary empirical comments of the approach are considered.

I. INTRODUCTION

The aim of the paper consists in attracting attention to educational perspectives connected with future development of brain-computer interfaces (BCI) and proposing theoretical rationale for semiotic training as a possible way of developing the skill of controlling brain waves. BCI is considered as a sort of communication.

I. Structure of the Paper

Consequent reasoning characterizes the trends in education and introduces the aspects of BCI that are important for the issue under consideration (Section II). Section III presents general information about BCI. Section IV proposes semiotic view on BCI, argues for methodology of field linguistics as the perspective way of learning BCI skill; discusses basic lines of semiotic training and its benefits. Section V proposes the illustrative model by considering semiotic regularities of human pictorial imagination appearing in comics, the other products of human intentional imagination. The model analysis provides data that may be useful for strategies of semiotic training. Section VI resumes the considered issue.

II. TRENDS IN EDUCATION

Three trends of contemporary education are especially important for the current consideration: individualization of educational trajectories, widening the scope of educational activity, and involving new categories of learners.

The scope of educational activity have substantially widened when its virtual forms appeared and allowed new categories of learners to participate in e-learning. Besides, education tends to become more individually fitted and polyvariant. Strategies of education come closer to self-education. Subjectively estimated, elaborated and regulated ways of developing knowledge and experience gain their significance for the subjects of education. Not only general solutions concerning perspectives of education in whole are significant, specific educational technologies designed for concrete category of learners are also valuable.

Developing BCI seems to have a strong potential of contributing to these trends. Communication in whole is basic for education, thus training BCI as the specific means of communicating with external world for mastering internal skills can involve certain categories of people (disabled or healthy) into educational processes [1]–[4]. Besides, according to [5], reproducing physical actions (with the help of movement interactive devices) trains memory and motor abilities. This result supports the hypothesis that implementing physical actions by the force of imagination may give the same benefits. The proposed semiotic training procedure may give double benefit by affecting both semiotic and brain control skills. The former is valuable for dealing with semiotic systems (for instance, natural languages), the latter – for mastering BCI.

III. BRAIN-COMPUTER INTERFACES

I. General Characteristics

BCI allows a person to perform physical actions (on the screen or really) by the force of intended imagination, or more precisely, by the force of another side of imagination – brain waves – that are fixed and translated into characteristics of the physical action. The intentions often are not fully arbitrary, and should follow a task that is given to a BCI user. The tasks may differ in complexity and content. Some BCI designs presuppose a free training session. During this session, a BCI user chooses imagery tasks by his / her own decision [6].

Among the current discussions about BCI, two items are especially crucial for prospective education.
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First, training procedures for mastering this sort of interaction, particularly mental tasks and feedbacks. Currently used training protocols are discussed, for instance, in [6]. Feedback provides perceivable data for accessing effectiveness of brain control. There are different variants of feedback, for instance, neurofeedback [7], the motor imagery training system proposed in [8]. The present paper discusses only the variant of training BCI skill and does not concern the details of designing feedbacks.

Second, perspectives of BCI that go beyond solely medical purposes and cover other sorts of activities intended for disabled or healthy people [1]–[2].

BCI is substantially interdisciplinary undertaking and, as the authors of [9] notice, cooperation across disciplines has good potential to improve situation. The present paper proposes linguistic view on the situation.

This view rests on considering BCI as a sort of communication subject to semiotic interpretation. The stance suggests the idea of semiotic training based on the methodology of field linguistics. In case of BCI, the semiotic training will develop spatial abilities. This is important because according to the hypothesis [10]–[11] spatial abilities may efficiently contribute to the development of BCI skill.

II. Training Procedures

Efficiency of BCI may depend on ability of a human to control brain activity, and this skill is not inherent by nature, many people (between 15 and 30 % [10]) cannot use it at all. It is crucial for certain types of BCI, particularly for spontaneous BCI [6]. Lack of the capacity to control brain waves is called “BCI illiteracy” or “BCI deficiency” [10].

Thus, thinking over strategies of preliminary training and perfecting the capacity is often marked as actual. Two approaches are noteworthy in the context of the present paper. The first [6] recommends to generalize the key features of efficient training in different areas of knowledge and to infer relatively skill-independent recommendations. The second [10] suggests personifying the process by using individually designed strategies of mastering the skill. Since we consider BCI as a sort of communication, the former approach gives reason for generalizing linguistic experience of learning unknown languages by reconstructing the semiotic structure of a language on the base of the speech data. According to the latter approach individual semiotic training (as a skill of reconstructing semiotic structures from communicative data) seems to be promising.

IV. SEMIOTIC VIEW ON BRAIN-COMPUTER INTERFACE

I. Brain-Computer Interface as a Semiotic System

BCI is interpretable as a sort of translation that transforms information along the following line: intention – image – physical action. The shortened line admits semiotic representation.

The notion of sign varies in different semiotic theories. “Dyadic” [12] and “triadic” [13] models of sign are the most common. The visual form of the latter is “semiotic triangle”. There is no full agreement about the terms marking the interrelated angles of the triangle. We will use the following terms: sign (signifier, a linguistic form) – meaning (mental entity, concept) – reference (physical or abstract entity indicated by the sign in a real act of communication). A language user can directly control the usage of a sign and voluntarily modify it if necessary.

In BCI, image plays the role of a signifier. A BCI user can intentionally modify it. Resulting physical action plays the role of the referent Meaning is individual intrinsic skill of building appropriate images, i.e. images that effectively initiate desired actions.

An image may be a simple sign or a compound sign. The components of a compound sign correlate with the features of a referent. Compound signs appear on rather developed level of communicative skill.

In linguistics, natural language signs are usually considered as linear, one-dimensional. In BCI, signs are non-linear. BCI as communication is closer to sign languages, (used by deaf people): sign languages localize in space, not in line.

II. Extractability of Semiotic System

Semiotic systems can vary in their substance broadly. They are not limited in modalities of realization, in number of dimensions, or nature of elementary and complex signs. At the same time, there are general rules governing their internal structure and functioning, and these two aspects are closely connected: a structure becomes apparent during functioning and thus is extractable from the instances of functioning. Validity of the result depends on quantity and quality of communicative data.

Sign languages give the appropriate illustration. These languages are spatial: a “speaker” creates signs by different sorts of gestures, including body movements and mimics. Thus, competence in a sign language requires sufficiently developed spatial abilities.

The history of sign languages is rather instructive. Many years had passed before linguists recognized semiotic nature of sign languages and began to consider them not as a mere pantomime. This happened due to the pioneer work of William Stokoe [14]; in 1960th sign languages became the objects of contemporary linguistics. Possibility of the crucial turn was stipulated by semiotic analysis fulfilled by Stokoe: he extracted constituents of semiotic system (“cheremes”) from continuum of raw communicative data. This process is similar to deciphering a language. Corresponding linguistic methodology is typical for field linguistics.

Viewing the gesture space as a medium obeying semiotic regularities permits to segment gestures into elementary features of signs and to imitate (to a certain extent) communication based on a sign language automatically in the systems of machine translation [15].

Theoretically, an intended image in BCI can also be semiotically complex and consist of several more simple parts
of signs. Presumably, these constituents of the intended image correspond to certain constituents of the desired resulting movement; and a set of such constituents is individual and specific for each person.

Special area of linguistics develops methodology for extracting semiotic systems from raw communicative data. This is “field linguistics” [16].

III. Field Linguistics

Field linguists are learning and studying the languages (usually exotic) that are unwritten, familiar only to their native speakers who do not know any other language besides their own. Moreover, the circumstances of life and phonetic features of the target language are also exotic thus limiting linguists in using analogies.

Field linguist works in specific investigational situation when the researcher has no linguistic competence in the target language, and the native speaker constitutes the only source of information about the language [16]. Similarly, a BCI user fulfills the role of a “linguist”, which is analyzing perceptive data in order to extract the underlying semiotic patterns.

Both types of communicators, intentionally and experimentally, by trial and error, are trying to detect (rationally or only perceptually) the proper abstract knowledge. Difference is in the nature of this knowledge: a BCI speaker develops visual or kinesthetic skill, a linguist – articulatory skill that also can be auditory or kinesthetic. In both cases kinesthetic skill is said to be more basic ([6], [16]).

At the very beginning of a scientific research (within so called “zero cycle”), a field linguist knows nothing about semiotic structure of the target language, he / she should discover the signs and meanings of the language on the base of analyzing language use.

Undoubtedly, BCI speaker usually is not a linguist; these two types of peoples have different interests and goals. Nevertheless, the linguistic character of BCI training is substantially similar to that of a zero cycle in field linguistics. Both are akin to deciphering.

IV. Semiotic Training

If a BCI user wants to develop the skill of controlling brain waves, he / she tries to discover why the image of desirable movement appeared to be insufficiently strong. Actually, the process means that the BCI user tries to change hypothesis about the proper constituents of the images (signs) and to elaborate the more effective ones. Developing BCI skill actually means the process of refining the hypothesis. In fact, a BCI user intentionally trains his / her linguistic competence in BCI communication. The field linguist fulfills the similar task.

The learning procedures for developing semiotic skill should train general subject independent schemas of semiotic analysis; at the same time, the object of the analysis is individual (individual perceptive data). In contrast, a foreign language learner usually learn the concrete semiotic system with previously stated signs.

Semiotic training involves series of iterative semiotic analysis. The latter consists in searching for combinatorial regularities in perceptive data. General regularities are common and sufficiently strict; [17] presents basic variant of the procedures used in field linguistics. The whole scope of investigation in field linguistics embraces all language levels and thus may seem not easy for a BCI user if he / she is not a linguist. Nevertheless, semiotic analysis is flexible and does not require building a multilevel structure (as for natural languages); the analysis may not go beyond one level thus becoming well understandable.

The proposed procedure of semiotic analysis is a sort of mental experiment. A user of BCI, or an “experimenter”, may realize it by fulfilling the following types of operations: 1) to fix some part of an image of the desired physical action; 2) to vary the remained part / parts and simultaneously trace the results (check if the resulting physical action is appropriate); 3) to repeat (if necessary) the experiment with different variants of the division; 4) to search for interchangeable parts that may replace each other without changing the context (the sets of such parts hypothetically correspond to abstract entities).

The experimenter may repeat these operations cyclically and then summarize the results of several experiments. The obtained system of signs will be individual and specific for each person.

It is worth noting that each semiotic cycle exercises spatial abilities of the person.

Semiotic training may give double benefit by affecting both brain control skill and semiotic skill.

The latter is substantial for dealing with other semiotic systems, particularly with natural languages, and this idea has the empirical confirmation. The Traditional Linguistics Olympiads successfully use the linguistic variant of supposed semiotic tasks (in the spirit of field linguistics) for searching and training linguistically gifted children. For solving the tasks of the Olympiad, no prior knowledge of linguistics or languages is required: logical ability and the will are sufficient. Information about the Olympiads and the collections of tasks are available at http://www.ioling.org/, http://www.lingling.ru/olymps/mos_olymp/. Several decades (46 years) of fruitful practicing this type of semiotic tasks give empirical support for efficiency of training procedures based on the methods of field linguistics.

V. Semiotic Analysis

I. Parameters of Images

Semiotic analysis briefly depicted in the previous section does not provide deterministic procedure. The analysis has no less than four degrees of freedom: 1) the way of segmentation and granularity of the static perceived data, 2) the way of segmentation and granularity of the dynamic perceived data, 3) the set of simple / elementary actions, and 4) the goals of actions. For instance, a BCI user fulfilling the task of grasping an apple may imagine only a rather undetermined and undivided movement beginning from the initial location of the hand and ending at the location of the apple. In other case, the user may imagine the same process in details including, for instance, the images of tensed muscles, trajectory of hand movements, positions of fingers on the apple, rotation of the apple. The whole task may correspond to one goal or to the
set of interconnected goals, for instance: to bring the hand nearer to an apple, to open the fingers, to touch the apple by the palm, to clasp the fingers around the apple.

Thus, semiotic analysis may be characterized by certain numeric parameters, among them: number of discrete parts detected in the visual continuum; number of modified parts; number of steps implementing the modifications; power of the set of elementary static / dynamic constituents. A person may determine these parameters of imagination by his / her own choice.

Nevertheless, semiotic analysis depend not only on individual decisions; it may reflect some general regularities: limitations, peculiarities and habits of people. Semiotic analysis made by linguists cannot give an appropriate example for learning these regularities because linguists usually have overtrained semiotic skill; a BCI user, on the contrary, may have a minimal experience in semiotic analysis. Besides, linguists as a rule do not analyze dynamic imagination. According to the survey of linguistic approaches to comics [18], the works in this area usually use comics for supporting the already existing linguistic theories elaborated for ordinary human languages. For our aims, we need to understand how the mind transfers meanings from imaginary to visual modality.

It would be useful to have some preliminary considerations about the parameters. These considerations may help to specify initial point for launching a semiotic cycle and to propose some guidelines for its developing.

It is not easy to undertake wide-ranging semiotic investigation of BCI data. Contemporary BCI is still barely used outside laboratories [10]–[11] and thus does not allow to observe diversified and complex physical movements implemented by brain force. Therefore, it is productive to make preliminary observations concerning the abovementioned substantial features of human intentional imagination on the base of other data that are more easily acceptable and do not need sophisticated or expensive equipment. We suppose to consider pictorial imagination for illustrative model analysis.

II. Model Analysis

The main question for consideration: How do a person split imaginary actions into parts when he / she reproduces the copies of the actions in the physical world?

The purposes of model analysis are: 1) to refine the list of parameters substantial for visualizing imaginary actions; 2) to provide data useful for operating with the parameters. Primarily we should choose a type of pictorial imagination appropriate for the purposes of model analysis.

As [19] shows, the way of performing a spatial task depends on the medium where it is performed. If one performs the task in virtual world, on the screen, the operations should be precise, discrete, well planned, governed by the goal in mind. The details of performing operations should be rather explicit than implicit. On the contrary, in the real world, one performs the same task intuitively, operations are continuous, and do not require high degree of specification. The image of a future action often appears in consciousness only vaguely. The authors of [19] suggest that spatial thinking skills required for creating representations in virtual and real worlds may be different. Actions performed due to BCI, like actions in virtual world, require higher degree of refinement.

In this respect, painting gives a similar example because for depicting an imagined scene, a painter should refine the image (initially viewed as integral and continuous) and may divide it into discernible well-defined parts. A picture alone is static, yet a sequence of pictures may depict dynamic stages of an action. This is typical for comics, thus comics give appropriate illustrative model for considering regularities in visual representations of imagined actions.

A person implementing a complex action by the force of imagination divides the action into parts. The painter of a comics also transforms a continuous action into discrete parts, i.e. determines, among other things, the static and dynamic components of the image, the elementary movements, the goals and sub-goals of actions; the abstract characteristics like speed, chronological order, importance, intensity. In other words, the painter makes decisions similar to these that are crucial for implementation of a physical action within BCI.

Comics may vary broadly in their genres. For our purposes, we need an example with a realistic plot, which depicts coherent realizable situations and processes. Logicomix [20] is the suitable variant for our model analysis.

The analysis showed that the way of splitting actions into parts depends rather on distribution of attention than on type of action. Attention may focus on the stages of an action and / or on its characteristics (particularly, abstract). For instance, intention to attract attention to quickness of an action often results in dividing the action into stages, i.e. fixing the successive phases of the action. This mode of emphasizing the speed / intensity may be used with reference to physical or to internal actions (for instance, mental).

Thus, the main recommendation for developing semiotic abilities may consist in training the skill of distributing degrees of attention between actions, their stages and characteristics. The skill presupposes elaborating the subjective patterns of simple actions (stages of actions) typical for essential behavior and training these patterns separately, as the isolated signs; stages are especially actual for intensive / high-speed actions. It may be useful to ask a person who wants to develop semiotic skill to make a drawing of the stages of a desired action. However, for disabled people this variant may be impossible. Concrete material for preliminary designing patterns and splitting actions is extractable from the typology of actions.

The analyzed material induces the ternary typology of actions that include active states, detailed actions, and undetailed actions.

Active states include: a) monotonic repeated movements, b) random movements specific for a situation under consideration, c) panoramic view of co-located motions. One active state usually corresponds to one panel.

For instance, several elementary movements on one panel may correspond to a continuous monotonous process like walking round and round a flowerbed during a course of cogitation. The panel in this case shows several positions of the person located on the garden path around the flowerbed. Monotonous repeated processes like dangling a foot give
another example of elementary movements representable on one panel; in this case, the panel shows several positions of the foot simultaneously. Both cases give evidences for relatively small importance of elementary movements; the movements from one panel have common purpose.

The detailed action has refinements that may indicate stages, chronological order, highlighted constituent parts, speed, and degree of importance or intensity. Indicators of these characteristics include assortment of colors (the past is less colored), focus distance (may reflect degree of importance, intensity, speed); rotations (may serve as a means of highlighting the actual constituents). Little difference between successive panels may indicate intensity of an action (predominantly for mental actions). Visual indicators of changing attention may include; moving away from a depicted scene or closer to it (making an image, not frame, smaller / larger); modifying the angle of the field of vision; modifying the environment, elimination of the background (thus emphasizing the focus of attention).

In addition to the parameters listed above the annotation of the panels includes information about the hierarchy and the types of physical actions.

The whole slot of the comics breaks up to sub-slots (scenes); a sub-slot depicts a sequence of collocated actions. In Logicomix, the volume a sub-slot may reach several dozens of panels.

Realization of a complex action may include several simple actions (the stages). A simple action may include several elementary movements; a panel presents all of them simultaneously. Thus, we have the following hierarchy: slot – sub-slots – complex actions – simple actions – elementary movements. The hierarchy of actions corresponds to the hierarchy of goals.

The database provides characteristics actual for semiotic training (calibration, launching and developing semiotic analysis); proposes the ways of visualizing complex actions and their characteristics (particularity, abstract) for designing BCI and other types of visualized human-computer interfaces.

VI. CONCLUSION

BCI and the skill of controlling brain waves are prospective areas of future education. This position, expressed, for instance, in [3] and [4], is the starting point of the paper.

BCI is a sort of communication and allows semiotic analysis. The proposed semiotic training procedure bases on the linguistic experience elaborated for dealing with unknown semiotic systems. Semiotic training (in its linguistic version) has already proved its effectiveness in linguistic education.

The realized model analysis considers pictorial intentional imagination as a source of preliminary data useful for developing semiotic analysis.

The proposed variant of semiotic training is consistent with general recommendations that the specialists in BCI suggest: it takes into account human factors, individual capacities, and trains spatial abilities of a person.

Semiotic training may have different implementations; its potential seems to be promising and going beyond the area of BCI or training the skill of controlling brain waves.
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Abstract—This study develops a unified pedagogy for the design and evaluation of e-learning software for high-school Computer Science. In accordance with the pedagogy, prototype e-learning software was developed for use in student instruction and independent learning. The pedagogy was iteratively refined based on the evaluation of teachers and education experts and the resulting e-learning software was developed considering student feedback. The problem domain focuses on the UK’s recent shift in educational emphasis towards Computer Science GCSEs; however, the findings are broadly transferable to other developed nations. The pedagogy synthesizes the following learning theories: Constructivism, Social Constructivism, Connectivism, Cognitive Load, ARCS and VARK learning styles, these were in turn distilled into 31 heuristics. The research is broken into three phases, the first two phases are discussed in this paper; Phase 1 is the Initial Pedagogical Strategy and Prototype, Phase 2 is the Elaboration via Action Research.

I. INTRODUCTION

THERE is a well-publicized body of inquiry, consisting of various reports, analysis and political rhetoric that assert that computing education in the UK has been struggling [9], [11], [22]. This concern led to the programme of study for Information and Communication Technology (ICT) being temporarily dis-applied while new initiatives introduced an arguably more academically rigorous Computer Science GCSE [8].

The prevalence and ubiquitous nature of ICT in developed countries and its impact on recent generations is well documented [13]. Digital technology is shown to be a fundamental part of the fabric of society in developed countries such as the UK [9], [15], [18]. These findings arguably make the need for computing education all the more important, and in support of computing education it is postulated that e-learning software can offer learning benefits in the form of a media rich interactive environment that is engaging and can promote active learning [7].

The objective of the research presented in this paper is to study and synthesize leading learning theories into a single unified e-learning pedagogy that will support high school computing, and in particular, the new Computer Science GCSEs. This pedagogy will be embodied in an e-learning software prototype and both will be evaluated to identify their impact on student learning and engagement.

II. QUALITY E-LEARNING SOFTWARE

Although e-learning software has become mainstream, one of the main concerns still remains that what is delivered often falls short [1], [6]. Content quality, pedagogical usability, instructional design and a lack of alignment with education needs and standards remain a concern in existing e-learning software [6], [12], [20].

This research aims to support increased use of e-learning in high-school Computer Science, and to safeguard the pedagogical quality of the e-learning software, by defining a comprehensive set of pedagogical heuristics to guide teachers in designing and/or evaluating e-learning software for use in teaching. Therefore, in the context of this research, quality focuses on the standard and degree of excellence of the pedagogy underpinning the learning process.

III. LEARNING THEORIES

One approach to ensure the pedagogical quality of e-learning software is to ground it in established learning theories. There is a significant body of research into learning theories, e-learning and Science, Technology, Engineering and Mathematics (STEM) education, but this is somewhat overwhelming; there are complementary and competing learning theories and varied perspectives on how to best implement these theories in technology [14], [25].

Illeris [14] proposes that since learning is so complicated, any “analyses, programmes and discussions of learning must consider the whole field if they are to be adequate and reliable”(p.18). It is for this reason that this research synthesizes this overwhelming body of knowledge into an accessible set of pedagogical heuristics. The learning theories considered include Constructivism [4], Social Constructivism [19], [24], Connectivism [3], Cognitive Load [7], [23], ARCS [16], [17] and VARK learning styles classification [10]. These theories were selected primarily...
due to their maturity and the availability of research that discusses them, their effective implementation, and the evidence of their positive affect on learning and motivation. A final consideration was to include theories that relate to technology and our current digital society.

IV. RESEARCH METHODOLOGY

The research study that is presented in part in this paper is divided into three phases (Refer to Fig. 1) and each phase uses a mixed methods approach, but with a different qualitative-quantitative mix. Overall, the phased approach utilizes an exploratory mixed methods design in which Phase 1 and 2 use primarily qualitative data from students, teachers and education experts to synthesize a set of pedagogical heuristics. The rationale for this research design is to initially work in depth using significant literature review and iterative Action Research cycles to gradually refine the heuristics and e-learning test tool.

Phase 3, although not discussed in this paper, will have a quantitative priority and a larger student sample in order to generalize the findings to the wider student population. The aim will be to measure whether there are improved assessment results using e-learning software that adheres to the pedagogical heuristics synthesized in this research. A final consideration was to include theories that relate to technology and our current digital society.

A. Phase 1: Initial Pedagogical Strategy and Prototype

The primary objective of Phase 1 was to set a strong foundation for the research study; this was achieved in terms of:

1. Piloting the research methods and protocol,
2. Developing the first draft of the e-learning pedagogical heuristics,
3. Developing a working e-learning software prototype for the topics of Algorithms and Computational Thinking that was in turn used for evaluation purposes.

This supported the early identification of shortcomings in the research methods and protocol, and in the design and development processes; but most importantly, it allowed early feedback on the pedagogy and e-learning software.

The first step was to undertake a comprehensive literature review resulting in the first draft of the e-learning pedagogical heuristics for GCSE Computing.

An experienced GCSE teacher and five education experts then evaluated the pedagogy and provided constructive feedback and validation of the appropriateness of the heuristics for Computer Science for the GCSE age group. This feedback was analyzed and incorporated into the research prior to Phase 2-Cycle 1.

As a proof of concept, a prototype e-learning software was developed according to the e-learning pedagogical heuristics. Eight GCSE ICT students were recruited from a local high school and observed using the e-learning software. Prior to the observation study, an online VARK questionnaire was administered to participants to collect their learning style preferences. Additionally, after the observation study an online survey was administered to collect participants’ feedback on their experience of using the e-learning software. This survey also included John Keller’s Instructional Materials Motivation Survey (IMMS), which measures student motivation according to the ARCS motivation model [16]. Subsequently, a focus group was held in which the participants had a facilitated discussion where they elaborated on the key themes identified in the observation study and the survey results.

The findings from the observation study, VARK questionnaire, student survey and focus group were examined holistically to understand whether the different research strands converged or diverged, to identify areas requiring further investigation, and to inform the development of the pedagogical heuristics and the e-learning software for Phase 2-Cycle 1. The findings are predominantly qualitative in nature; have a small sample size and are a collection of open and ordinal data (Likert and Ranking). Descriptive statistics gave basic quantification of results and are followed by textual descriptions that link to open responses from either the questionnaire or focus group and interpret the result findings.

B. Phase 2: Elaboration via Action Research

The purpose of Phase 2 was to further refine and elaborate the e-learning pedagogical heuristics and software via an Action Research methodology. An Action Research approach was chosen since it links theory and practice, achieving both practical and research objectives. The practical focus lies in the iterative development of the e-learning software and the research focus on the elaboration, evaluation and validation of the e-learning pedagogical heuristics. Susman and Evered [21] detail a five phase cyclical process, which forms the basis of the action research cycle used in this research. The five phases are diagnosing, action planning, action taking, evaluating and specify learning; these are outlined in Fig. 2.

Two cycles of evaluation and update were included in Phase 2. Phase 2-Cycle 1 study participants were six year 5 high school students (2nd year of the GCSE) and three year 4 high school students (1st year of the GCSE). The year 5 students also participated in Phase 1 and have worked with...
the previous version of the e-learning software. With each cycle of Action Research, the e-learning pedagogical heuristics were updated based on the evaluation of teachers, education experts and ongoing literature review. Then, aspects of the pedagogy were represented in the e-learning software for evaluation purposes.

As with Phase 1, the student feedback on the e-learning software was collected via a combination of direct observation of software usage, online questionnaire and associated focus groups. Again, aligned with Phase 1, these findings were represented with descriptive statistics and contextualized with text description and links to open responses. These findings are examined holistically and merged with the feedback from education experts in order to inform the next cycle of action research.

V. DEVELOPMENT OF PEDAGOGICAL HEURISTICS

The pedagogical heuristics originally developed in Phase 1 have been iteratively refined and evaluated by two teachers and five education experts in Phase 1 and Phase 2-Cycle 1. Both teachers teach GCSE Computer Science or ICT; one teacher had five years of experience at the time of the study, the other less than one year of experience. The education experts were university academics in the fields of Child Computing Interaction, Computer Science, Education and Educational Media.

In Phase 1-Cycle 1 there were 31 e-learning heuristics defined. The evaluation findings in Phase 2-Cycle 1 indicate that the heuristics have a comprehensive pedagogical coverage, are appropriate for Computer Science, and are overall appropriate for the GCSE age group (15 and 16 year olds). Whilst the heuristics themselves have received positive feedback, the pedagogy document requires further work in Phase 2-Cycle 2 to reduce the document size, rationalize the heuristics and make the pedagogy more appropriate for its intended usage and audience.

VI. RESULTS

Research findings from Phase 1 and Phase 2-Cycle 1 have informed the e-learning pedagogical heuristics and the e-learning prototype; however, this section discusses only the most significant findings, such as multimodal learning, active learning, authenticity vs. cognitive load, moderation in the heuristics, collaborative learning and learner motivation. Phase 2-Cycle 1 gave some initial encouraging findings since the heuristics have a comprehensive pedagogical coverage, are appropriate for Computer Science, and are overall appropriate for the GCSE age group (15 and 16 year olds). Whilst the heuristics themselves have received positive feedback, the pedagogy document requires further work in Phase 2-Cycle 2 to reduce the document size, rationalize the heuristics and make the pedagogy more appropriate for its intended usage and audience.

A. Multimodal Learning

Multi-modal learning was implemented in the software by representing educational material through combinations of text, audio, video, diagrams, pictures, animations and activities. The findings from Phase 1 and Phase 2-Cycle 1 support the multi-modal strategy outlined in the pedagogy. The combined VARK modal preferences of the student participants in both phases show a relative balance across the four modalities. This is further supported by the feedback in Phase 2, where four students agreed and four students strongly agreed with the statement “The approach of using varying methods to represent the same educational concepts helped my understanding.” Speaking on this point one student summarized that: “I really liked the short videos, I think the pictures were actually really good, the text was also decent…” [Student 19]

The multimodal approach is also given additional credibility since in Phase 1 the instructional designer for the e-learning software had a dominant Read/Write modal preference, which was left unmanaged and resulted in e-learning software with a heavy text bias. This led to a clear negative reaction in the Phase 1 student feedback. In Phase 2-Cycle 1, knowing this bias, the instructional designer took appropriate mitigation steps. This led to an improved response from the student participants in Phase 2-Cycle 1.

B. Active Learning

In support of the constructivist principle of active learning, the pedagogy proposes a significant focus on activities, problem solving and kinesthetic learning. This form of learning was well received by students; all nine students agreed or strongly agreed that the activity-based parts (problem solving, games, simulations, assessments and quizzes) of the e-learning software helped them to understand the subject matter. In addition, all nine students agreed or strongly agreed that the activity-based parts of the e-learning software were engaging.
C. Authentic learning vs reducing cognitive load

In schools, there is a tension between preparing students for assessments and the responsibility to develop well-rounded individuals who can think beyond exams. This pedagogical tension is also reflected in the e-learning pedagogy. For example, in order to reduce cognitive load, all learning material that does not directly contribute to learning outcomes should be reduced or removed; but this in turn, can weaken the authentic learning also proposed in the pedagogy. The tension between authenticity and cognitive load was discussed in both focus groups; the majority of students felt that authentic learning material that may not be directly examinable should not be sacrificed in favor of reducing cognitive load. Speaking on this point one student summarized that: “It might not be in the exam but it really broadens your perspective, especially in giving you examples of real life applications.” [Student 23]

The important factor was that each student needed to use their judgment to decide whether they would focus on such supplementary learning content. In the focus groups, it was agreed that in order to support this decision making process, such learning material would be clearly marked with a visual marker to reflect that it is supplementary information.

D. Moderation and balance in Heuristics

Taken at their extremes, learning theories such as Constructivism and Connectivism postulate some radical positions; these include learners being free to identify their own learning needs as they materialize, being free to support those learning needs by choosing their own learning (nodes) from the learning network and being free to construct their own understanding. In contrast, the preliminary findings of this research support a moderate balanced set of heuristics. The findings from Phase 1 and Phase 2-Cycle 1 show that the students value a degree of freedom, especially in learning activities, but that freedom needs to be bounded within a structured environment.

In Phase 2 Cycle 1, five students agreed and four students strongly agreed with the statement “It is easy to use the navigation and program controls of the e-learning software.” This strengthened the Phase 1 results and gave positive support for heuristics related to restricted navigational control. During both focus groups, the students clearly voiced support for the restricted navigation approach.

Furthermore, the results of the survey instrument suggest that the students are fully aware of the value of using the Web to support their subject learning, but the majority still prefer the guidance of the e-learning software to support their learning. This aligns with the moderate Connectivist approach suggested in the pedagogy in which the e-learning software becomes the hub that suggests (links to) other learning resources that are known to be reliable. As in Phase 1, the e-learning software was perceived to be comprehensive and the students preferred the structure of having one place to learn from, avoiding the wasted time in searching the Web and evaluating whether the information they find is correct. Almost all student feedback was aligned with the following comment: “The E-Learning software has activities and features that are much more engaging than looking up information on the Web. The Web sometimes contains sites with wrong information, so the E-Learning software would be a much more reliable and easy source of information.” [Student 14]

The Phase 2-Cycle 1 focus groups also revealed some unexpected feedback. Although, the e-learning software had an implicit structure and grouping of learning content, a significant portion of the students expressed the opinion that they would like explicit sections to be introduced. These sections were suggested to mimic a traditional chapter format, with the chapter learning objectives, learning material, review questions and finally a learning summary.

E. Collaboration

The research study has shown conflicting findings in relation to collaborative learning. Based on a student ranking of ten learning object types collaborative learning is ranked lowly in eighth place. Furthermore, only three from eight students agreed or strongly agreed that collaborative activities helped them understand the subject matter. However, a follow up question in the survey instrument and further discussion in the focus groups offered a different context. The students were asked to describe briefly, whether the collaborative activities gave them any learning or motivational benefits and what those benefits were. “The collaborative activities gave me and my partner the opportunity to help each other understand the questions we had. One could answer the questions of the other, which was really helpful in order to complete our task.” [Student 14]

The positive responses where reiterated and elaborated during the focus groups; however, one critical factor was also expressed. The respondents clarified that technology enhanced collaborative activities are artificial in a classroom context and much more suited for homework. In the context of this study, the majority of time spent using the e-learning software and the collaborative learning environment (CLE) was in class hence did not feel natural to the students. What was tentatively postulated in Phase 1 was more clearly established in Phase 2-Cycle 1; the experiment design had influenced the research findings. To naturally reflect a collaborative learning context requires a longer duration in which the students have weeks to review, respond and interact. However, the abiding conclusion from Phase 2-Cycle 1 was that despite the mixed feedback, overall, the students saw good potential for collaborative learning in spite of an initial learning curve.

F. Motivation

One of the key objectives of the e-learning pedagogy is to improve learning motivation; a number of heuristics specifically focus on student motivation and others offer supplementary motivational benefits. Phase 2-Cycle 1
findings are therefore broadly positive that six from nine respondents reported that the e-learning software increased their overall enthusiasm and interest in computing.

In relation to the ARCS motivation model, which focuses on Attention, Relevance, Confidence and Satisfaction, the results from the IMMS survey gave further positive indicators for student motivation. The results range between 3.52 and 3.76 on a continuum between Moderately True (3) to Mostly True (4), the maximum on this scale being Very True (5).

VII. CONCLUSION AND FURTHER WORK

In this paper we have presented early research that suggests that e-learning can offer educational benefit to high school Computer Science. This educational benefit is realized and maximized by ensuring that the e-learning is underpinned by an appropriate set of e-learning pedagogical heuristics. The qualitative research described here offers support for a number of the heuristics developed in the pedagogy and offer further direction on areas to further refine in Phase 2-Cycle 2.

Although the focus of this research is primarily the UK there are various international comparisons [2], [5], [22] that show that the concerns and challenges outlined in the UK are common to a number of countries. The US, New Zealand, Israel, Germany and India are all in varying stage of similar initiatives to give greater prominence to the high-school computing curriculum. It follows that the findings of this research will be broadly transferable to such initiative in other nations.

The progress so far in Phase 1 and Phase 2 of the presented research, give a sound indication that the developed heuristics positively affect the pedagogical quality of e-learning software. The planned final research phase (Phase 3) of this study is to establish whether the pedagogy influences learning performance and motivation as theorized, it will further validate the findings of the first two phases by confirming them using quantitative methods and attempting to generalize them to a wider population.
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Abstract—The b-matrix spatial distribution (BSD) is an effective method of improving accuracy of diffusion tensor imaging (DTI) measurements. It is based on a calibration with an anisotropic phantom measured in six positions inside an MRI scanner. However, if the contribution of non-diffusion gradients to the b-matrix can be neglected, simplified form of calibration with only 3 positions of the phantom could be sufficient. We called this approach simplified BSD-DTI (sBSD-DTI).

In this paper we introduce the above-mentioned technique and present the results of the computer simulations of BSD-DTI experiments and compare them with standard DTI. The complete BSD method, sBSD as well as BSD with assumption of phantom uniformity (uBSD) were simulated.

The simulations revealed that both simplified methods are less accurate than the complete BSD-DTI. Nevertheless, the calibration procedures and the algorithms are streamlined.

I. INTRODUCTION

Diffusion tensor imaging (DTI) is a powerful MRI technique with multiple clinical applications, including presurgical planning and intraoperative guidance in regions adjacent to critical neural tracts, evaluation and treatment of neurodegenerative diseases like epilepsy, multiple sclerosis, Alzheimer’s or ischemic stroke [1]. Its accuracy depends strictly on correct identification of the b-matrix for a given imaging sequence [2][3]. Due to the complex character of the b-matrix and the fact that it is not constant across the volume [2], its analytical derivation is a very tedious and imprecise process [4][5]. Therefore, in the majority of MRI systems, the b-matrix is calculated relying only on the diffusion gradient vectors.

Several ways of improving the precision of the correct form of the b-matrix have been reported. Some of them take into account the cross-terms between the diffusion and imaging gradients. That includes refocusing each imaging gradient before turning on the diffusion gradient and refocusing each diffusion gradient before the imaging gradient is applied [6] or acquiring data twice; once with the given diffusion gradient and once with the opposite polarity [7][8]. However, these methods involve a prolonged acquisition time. The cross-terms effect can be also minimized by numerical calculations of the b-matrix [9][3], using calibration scans of an isotropic phantom [10] or by establishing the optimal diffusion gradient scheme [11].

In all of the above-mentioned techniques only diffusion, imaging and other known gradients are taken into account, while the background noises and further unknown factors, which may have an impact on the b-matrix, are neglected. Moreover, all of these practices assume the same form of the b-matrix throughout the imaging space, which is not true in general.

The b-matrix Spatial Distribution in Diffusion Tensor Imaging (BSD-DTI) is a method which enables one to discover the real form of the b-matrix for every voxel using a precisely defined anisotropic phantom [2]. It allows to maintain the accuracy and precision of the measurement even if the diffusion properties of the phantom are not spatially constant [12].

In this paper the simplified form of the BSD calibration is introduced. It requires measurement of the phantom in only three positions instead of six. Moreover, we present the results of the computer simulations which depict the effectiveness of this method.

II. THEORY

A. Diffusion Tensor Calculation

The elements of a diffusion tensor can be calculated from the formula: [13]

\[
\ln \left( \frac{S_n(b)}{S(b_0)} \right) = -\sum_{j=1}^{n} (b_j - b_0) S_{ij} \nonumber
\]

which is the form of the Stejskal-Tanner equation, where \( S_n(b) \) is a signal intensity for the \( n \)th diffusion gradient, \( S(b_0) \) is a signal intensity without any diffusion gradient. \( S_{ij} \) and \( b_j \) are the components of the diffusion tensor and the b-matrix, respectively.

B. B matrix calculation

The b-matrix used in eq. (1) is given by [9]

...
where  

\[
b(t) = 2 \left[ k(t) - 2H(t-t)k(t) \right] \left[ k(t) - 2H(t-t)k(t) \right]^T dt \,. \tag{2a}
\]

G(t) is a column vector which represents the particular gradient in the imaging sequence, \( \gamma \) is the gyromagnetic ratio, \( 2t \) is the echo time, \( H(t) \) is the Heaviside unit-step function.

If the imaging and other background gradients can be ignored, the \( b \)-matrix can be calculated from the dyadic product of the adequate gradients [14]; for example

\[
b = G_n G_n^T = \begin{bmatrix} g_x^2 & g_x g_y & g_x g_z \\ g_y g_x & g_y^2 & g_y g_z \\ g_z g_x & g_z g_y & g_z^2 \end{bmatrix} = \begin{bmatrix} g_x \delta_{x \beta} g_x \delta_{x \beta} g_x \delta_{x \beta} \\ g_y \delta_{y \beta} g_y \delta_{y \beta} g_y \delta_{y \beta} \\ g_z \delta_{z \beta} g_z \delta_{z \beta} g_z \delta_{z \beta} \end{bmatrix} = \begin{bmatrix} g_x g_y g_z \end{bmatrix}
\]

Otherwise, the expressions for components of the \( b \)-matrix, due to the cross-terms between diffusion and other gradients, has more complex form:

\[
b_{ii} = a G_i^2 + b G_i + c
\]

for the diagonal components and

\[
b_{ij} = a G_i G_j + b G_i + c G_j + d
\]

for the off-diagonal.

C. Calibration with anisotropic phantom in three positions

To perform the simplified BSD-DTI (sBSD) calibration the phantom is situated inside an MRI scanner in such a way, that its diffusion tensor is diagonal in the laboratory coordinate system and then the diffusion tensor is measured. Subsequently, the phantom is rotated twice about 90° around the two orthogonal axes of the coordinate system respectively and each time the measurement is repeated. In this situation, according to the Stejskal-Tanner equation, the signal attenuation in voxel \((k, l, m)\) in laboratory coordinate frame for a particular diffusion gradient is given by

\[
\ln \left( \frac{S(b_{\text{lin}})}{S(0)} \right) = -b_{\text{lin}} \cdot \begin{bmatrix} D_{1,\text{lin}} & 0 & 0 \\ 0 & D_{2,\text{lin}} & 0 \\ 0 & 0 & D_{3,\text{lin}} \end{bmatrix} = b_{x,\text{lin}} D_{1,\text{lin}} + b_{y,\text{lin}} D_{2,\text{lin}} + b_{z,\text{lin}} D_{3,\text{lin}}
\]

Providing that diffusion properties of the phantom are well known in a coordinate system associated with the phantom \((r, s, t)\), in laboratory coordinate frame \((k, l, m)\) they can be found in two steps [15]. First, the \((k, l, m)\) coordinates are found by

\[
\begin{bmatrix} k \\ l \\ m \end{bmatrix} = R(\alpha, \beta, \gamma) \cdot \begin{bmatrix} r \\ s \\ t \end{bmatrix},
\]

where \( R(\alpha, \beta, \gamma) \) is a rotation matrix.

In the next step the diffusion tensor \( D_{\text{lin}} \) is derived by rotation transformation

\[
D_{\text{lin}} = R(\alpha, \beta, \gamma) \cdot D_{\text{lin}} \cdot R^T(\alpha, \beta, \gamma).
\]

In order to calculate the diagonal components of the \( b \)-matrix, one must solve the system of three equations for every diffusion gradient direction. Assuming that \( b \)-matrix has a form given by Eq. (3), off-diagonal components are equal to:

\[
b_{ij} = \text{sgn}(g_i g_j) \sqrt{b_i b_j}
\]

where \( \text{sgn}(g_i g_j) \) is a sign of the product \( g_i g_j \), where \( g_i \) and \( g_j \) are the diffusion gradient strengths in \( i \) and \( j \) direction, respectively.

If the diffusion properties of a phantom are assumed to be constant in its whole volume, the \( k, l \) and \( m \) indexes of the tensor \( D \) can be removed. BSD calibration under such assumption has been called uniform BSD-DTI (uBSD-DTI) [7].

III. MATERIALS AND METHODS

In order to examine the effectiveness of simplified BSD-DTI method in comparison to BSD-DTI, uniform BSD-DTI (uBSD-DTI) and standard DTI (S-DTI), the computer simulations were conducted. First of all, the expressions given by Eq. (4a) and (4b) were derived for an exemplary imaging protocol for Bruker BioSpin 9.7 T imaging system.

Components of \( b \)-matrices are given by

\[
\begin{align*}
b_{xx} & = 598.5 \ G_x^2 + 73.5 \ G_x + 12.5, \quad (9a) \\
b_{xy} & = 600 \ G_y^2 + 72 \ G_y + 12.5, \quad (9b) \\
b_{xz} & = 596 \ G_z^2 + 76 \ G_z + 13, \quad (9c) \\
b_{yx} & = 597 \ G_x G_y + 37 \ G_x + 37 \ G_y + 12.5, \quad (9d) \\
b_{yz} & = 597.5 \ G_x G_z + 38 \ G_x + 37 \ G_z + 13, \quad (9e) \\
b_{zx} & = 598.5 \ G_y G_z + 37.5 \ G_y + 36 \ G_z + 13, \quad (9f)
\end{align*}
\]

Diffusion gradient directions were chosen as follows

\[
G_1 = [0.666, 0.333, 0.666], \quad (r, s, t), \quad \text{lab}
\]

\[
G_2 = [0.666, -0.333, 0.666], \quad (r, s, t), \quad \text{lab}
\]

\[
G_3 = [0.333, 0.666, 0.666], \quad (r, s, t), \quad \text{lab}
\]
Then, the b-matrix spatial distribution was established by distorting the diffusion gradients and calculating b matrices for every voxel separately using Eqs. (9a)-(9f). The gradients were distorted systematically in following way
\[ G_n = \frac{G_n \sigma (x + y + z - 36)}{12.4904}, \]
where \( G_n \) is a distorted diffusion gradient for a voxel \((x, y, z)\) in the laboratory coordinate system. \( G_n \) is a diffusion gradient in nth direction. \( \sigma \) is the relative standard deviation of the spatial gradient distribution. In described simulations this parameter was set equal to 5%.

Subsequently, simulations of the BSD-DTI calibrations were performed for a virtual anisotropic phantom. The phantom was a cube with a side equal to 41 voxels. This size is required to indicate the b-matrix spatial distribution in the 25x25x25 voxels field of view (FOV). Diffusion properties of the phantom were similar to the diffusion properties of the anisotropic plate phantom [16]. The mean eigenvalues of its diffusion tensor were 0.002, 0.002 and 0.0005 mm/s. In order to imitate the properties of a real phantom the tensor was spatially distorted by Gaussian noise with relative standard deviation equal to 1% and mean value equal to 0.

The distribution of the b-matrix was calculated in four ways. Using the complete BSD-DTI method, uniform BSD, simplified BSD and uniform BSD (uniform BSD with three phantom’s positions - usBSD). Finally, diffusion tensor experiment were simulated for other two virtual homogeneous phantoms P1 and P2. The former was characterized by diffusion tensor with eigenvalues equal to 0.001, 0.002 and 0.003 mm²/s. The latter was isotropic with diffusion coefficient equal to 0.002 mm²/s. The first phantom was oriented in such a way that in the laboratory coordinate system its edges were inclined at 45° angle from the axes of the laboratory coordinate system. The tensor was calculated using each of the aforementioned b-matrix spatial distributions, spatially constant b-matrix (S-DTI) and distribution calculated with approximation given by Eq. (3).

### IV. RESULTS

Tables 1 and 2 report the b-matrix elements calculated according to expressions (3) and (9a)-(9f), while table 3 reports the relative difference between them.

Mean values and relative standard deviations of diffusion tensor eigenvalues obtained in the simulations are reported in table 4.

In the case of isotropic phantom P2 as well as the phantom P1 orientated in such a way that its diffusion tensor was diagonal and in the case of b-matrix calculated with dyadic approximation, obtained results were similar for the simplified BSD and the BSD-DTI approaches.

Computing time of the b-matrix spatial distribution calculations performed on a personal computer was 331s, 227s, 72s and 44s for BSD-DTI, uBSD, sBSD and usBSD, respectively.

### Table 1.

<table>
<thead>
<tr>
<th>bxx</th>
<th>byy</th>
<th>bzz</th>
<th>bxy</th>
<th>bxz</th>
<th>byz</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>315.00</td>
<td>90.67</td>
<td>315.56</td>
<td>169.67</td>
<td>315.56</td>
</tr>
<tr>
<td>G2</td>
<td>315.00</td>
<td>42.67</td>
<td>315.56</td>
<td>-120.33</td>
<td>315.56</td>
</tr>
<tr>
<td>G3</td>
<td>91.00</td>
<td>314.67</td>
<td>315.56</td>
<td>169.67</td>
<td>170.11</td>
</tr>
<tr>
<td>G4</td>
<td>42.00</td>
<td>314.67</td>
<td>315.56</td>
<td>-120.33</td>
<td>-120.78</td>
</tr>
<tr>
<td>G5</td>
<td>315.00</td>
<td>314.67</td>
<td>91.56</td>
<td>314.67</td>
<td>170.44</td>
</tr>
<tr>
<td>G6</td>
<td>315.00</td>
<td>314.67</td>
<td>40.89</td>
<td>314.67</td>
<td>-119.78</td>
</tr>
</tbody>
</table>

### Table 2.

<table>
<thead>
<tr>
<th>bxx</th>
<th>byy</th>
<th>bzx</th>
<th>bxy</th>
<th>bxy</th>
<th>byx</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>315.00</td>
<td>90.67</td>
<td>315.56</td>
<td>169.67</td>
<td>315.56</td>
</tr>
<tr>
<td>G2</td>
<td>315.00</td>
<td>42.67</td>
<td>315.56</td>
<td>-115.93</td>
<td>315.28</td>
</tr>
<tr>
<td>G3</td>
<td>91.00</td>
<td>314.67</td>
<td>315.56</td>
<td>169.22</td>
<td>169.46</td>
</tr>
<tr>
<td>G4</td>
<td>42.00</td>
<td>314.67</td>
<td>315.56</td>
<td>-114.96</td>
<td>-115.12</td>
</tr>
<tr>
<td>G5</td>
<td>315.00</td>
<td>314.67</td>
<td>91.56</td>
<td>314.83</td>
<td>169.82</td>
</tr>
<tr>
<td>G6</td>
<td>315.00</td>
<td>314.67</td>
<td>40.89</td>
<td>314.83</td>
<td>-113.49</td>
</tr>
</tbody>
</table>

### Table 3.

<table>
<thead>
<tr>
<th>S-DTI</th>
<th>BSD-DTI</th>
<th>uBSD</th>
<th>sBSD</th>
<th>usBSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>av. E1</td>
<td>1.0021E-03</td>
<td>0.001</td>
<td>9.9859E-04</td>
<td>9.9630E-04</td>
</tr>
<tr>
<td>av. E2</td>
<td>2.0048E-03</td>
<td>0.002</td>
<td>2.0020E-03</td>
<td>2.0137E-03</td>
</tr>
<tr>
<td>av. E3</td>
<td>3.0520E-03</td>
<td>0.003</td>
<td>3.0006E-03</td>
<td>3.0520E-03</td>
</tr>
<tr>
<td>ΔE1</td>
<td>0.206%</td>
<td>0%</td>
<td>-0.141%</td>
<td>-0.372%</td>
</tr>
<tr>
<td>ΔE2</td>
<td>0.240%</td>
<td>0%</td>
<td>0.011%</td>
<td>0.682%</td>
</tr>
</tbody>
</table>
I. DISCUSSION

The calculations of the $b$-matrix for the exemplary imaging sequence show that neglecting the cross-terms leads to a systematic error in the off-diagonal elements up to 5.47%.

As expected the BSD-DTI method ensures the highest accuracy and precision of DTI experiments, but also takes the longest period of computing time. However, in the case of post hoc image analysis it may be irrelevant.

Accuracy of the uBSD-DTI is almost as good as in the case of BSD-DTI. Nevertheless, due to not taking into account the imperfections of the phantom the precision is lower.

In the simplified BSD-DTI, due to the differences in $b$-matrix elements reported in tab. 3, precision is slightly lower. Nevertheless, in comparison with S-DTI the accuracy is significantly improved. It also allows to reduce the computing time.

When one combines the uniform and simplified BSD approaches, in comparison to complete BSD-DTI method, the accuracy and the precision definitely decrease but also the calculations time is drastically reduced.

If the diffusion tensor of imaged object is diagonal in laboratory coordinate system (like in the cases of isotropic media) the off-diagonal components of the $b$-matrix can be neglected, therefore the quality of sBSD-DTI is the same that of BSD-DTI.

II. CONCLUSION

BSD-DTI is a robust and effective method of improving precision and accuracy of DTI experiment. Nevertheless, sBSD approach can be an expedient trade-off between quality and simplicity, especially when non-diffusion gradient presents during the imaging sequence are negligible.
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\[
\begin{align*}
| & AE3 & 0.245\% & 0\% & 0.021\% & 1.705\% & 0.721\% \\
RSD & E1 & 9.10\% & 0\% & 3.16\% & 0.03\% & 0.49\% \\
RSD & E2 & 9.81\% & 0\% & 1.62\% & 0.08\% & 4.19\% \\
RSD & E3 & 9.89\% & 0\% & 1.18\% & 0.19\% & 3.67\% \\
\end{align*}
\]
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The rest of the paper has been organized in the following way. In Section II the general optimal control problem with the multistage differential-algebraic constraints has been formulated. In Section III the generalized description approach for the multistage DAE system has been proposed. Then, in Section IV, the generalized description approach has been illustrated with the three-stage chemical process. In Section V the presented considerations have been concluded.

II. STATEMENT OF THE OPTIMAL CONTROL PROBLEM

The origin of the considerations about the multistage descriptor processes analysis are connected with two articles [16] and [17]. The assumptions and algorithms proposed in these articles are treated as the mile stones in control and optimization of the multistage technological processes. The observed progress in the control algorithms has been presented in details in three monographs [2], [3], [5].

In this section the most important features of the optimal control problem with the multistage differential-algebraic constraints have been given.

Assumption 2.1: The multistage process are consisted on the \( N \) successive stages, where \( N \) is the known number and \( N \in \mathbb{N} \).

Assumption 2.2: Each stage can be described by the \( i \)-th stage DAEs system, where \( i = 1, \ldots, N \).

Assumption 2.3: The range of the process time duration is known \( a priori \) and

\[
t \in [t_0, t_F].
\]  

(1)

According to the Assumptions 2.1 and 2.3, the time domain of the each considered stage can be defined separately.

Definition 2.1: The time domain of the stage number \( i = 1, \ldots, N \) can be defined as

\[
t^i \in [t^i_0, t^i_F].
\]  

(2)
In the stage number i and during the time domain t^i the process is governed by the set of the differential-algebraic equations.

**Assumption 2.4:** [7] At the stage number i, the process is governed by the set of the differential-algebraic relations

\[
\begin{align*}
\dot{y}^i(t) &= F^i(y^i(t), z^i(t), u^i(t), p, t^i) \\
0 &= G^i(y^i(t), z^i(t), u^i(t), p, t^i)
\end{align*}
\]  

(3)

where \( i = 1, \ldots, N \) is the number of the stage considered, \( y^i(t) \in \mathbb{R}^{n_y^i} \) is a differential state variable, \( z^i(t) \in \mathbb{R}^{n_z^i} \) is an algebraic state variable and \( u^i(t) \in \mathbb{R}^{n_u^i} \) denotes the unknown control function. The independent variable (e.g. time or length of the chemical reactor) is denoted as \( t \in \mathbb{R} \).

**Definition 2.2:** The relations in (3) are defined as follows

\[
\begin{align*}
F^i : \mathbb{R}^{n_y^i} \times \mathbb{R}^{n_z^i} \times \mathbb{R}^{n_u^i} \times \mathbb{R} \rightarrow \mathbb{R}^{n_y^i}
\end{align*}
\]  

(4)

and

\[
\begin{align*}
G^i : \mathbb{R}^{n_y^i} \times \mathbb{R}^{n_z^i} \times \mathbb{R}^{n_u^i} \times \mathbb{R} \rightarrow \mathbb{R}^{n_z^i}.
\end{align*}
\]  

(5)

The minimized process performance index, which can be treated as the measure of the control quality, is defined as follows

\[
\min_{u^i(t), i=1,\ldots,N} Q
\]

\[
= \sum_{i=1}^{N} \int_{t_n^i}^{t_F} \mathcal{L}(y^i(t), z^i(t), u^i(t), p, t)dt
\]  

\[
+ \mathcal{L}(y^N(t_F^N), z^N(t_F^N), u^N(t_F), t_F^N).
\]  

(6)

III. THE GENERALIZED DESCRIPTION APPROACH

In this section we would like to propose the new generalized description approach for the multistage differential-algebraic processes. The presented methodology extends the proposition from the article [16].

**Definition 3.1:** The particular differential state vector for the i-th stage \( y^i \) is consisted from all the differential state variables in the whole process. The differential state variables, which are constant during the i-th stage, are equal to their initial values.

The particular differential state vector is characteristic for the each stage and for the \( i \)-th takes the form

\[
y^i(t) = \begin{bmatrix} y_1^i(t) \\ \vdots \\ y_{n_y^i}^i(t) \end{bmatrix} \in \mathbb{R}^{n_y^i}.
\]  

(7)

**Definition 3.2:** The differential state matrix is formed by the particular differential state vectors is the following way

\[
Y(t) = \begin{bmatrix} y^1(t) & \cdots & y^N(t) \end{bmatrix},
\]  

(8)

where \( y^i(t), i = 1, \ldots, N \) denotes the particular differential state vectors.

The properties of the differential state matrix:

1) The number of the differential state matrix rows is equal to the size of the particular differential state vector. Therefore, the number of the differential state variables can be identified.

2) The number of the differential state matrix columns is equal to the number of the process stages.

3) The differential state matrix indicates the stages, in which the chosen differential state variable has the same physical interpretation.

In the same way like the differential state matrix, the algebraic state matrix can be formed

\[
Z(t) = \begin{bmatrix} z^1(t) & \cdots & z^N(t) \end{bmatrix},
\]  

(9)

the control matrix

\[
U(t) = \begin{bmatrix} u^1(t) & \cdots & u^N(t) \end{bmatrix},
\]  

(10)

as well as the matrix of the parameters constant in the time

\[
P \equiv p.
\]  

(11)

The differential state matrix, the algebraic state matrix, the control matrix, as well as the matrix of the parameters constant in the time can be used to define the multistage descriptor process

\[
\begin{align*}
\dot{Y}(t) &= F(Y(t), Z(t), U(t), P, t) \\
0 &= G(Y(t), Z(t), U(t), P, t)
\end{align*}
\]  

(12)

where

\[
F : \mathbb{R}^{n_y} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_y} = \mathbb{R} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_y} = \mathbb{R} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_y} = \mathbb{R} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_y},
\]  

(13)

\[
G : \mathbb{R}^{n_y} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_z} = \mathbb{R} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_z} = \mathbb{R} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R} \rightarrow \mathbb{R}^{n_z},
\]  

(14)

and \( t \) denotes the duration time of the whole considered process

\[
t \in [t_0, t_F].
\]  

(15)

The generalized system description has been used to obtain the new form of the optimal control problem of three-stage chemical process.

IV. APPLICATION IN THE MULTISTAGE PROCESS

The matrix-based approach for the multistage DAE systems description has been applied to model of the three-reactor process (Fig. 1). The considered system is consisted of two chemical reactors and a mixing stage between them [16].

At the beginning, the first reactor is loaded with the substrate A with the volume 0.1 m^3 and concentration 2000 mol/m^3.
Due to reactions, which take place in the system, the products B and C are obtained according to the scheme

\[ 2A \rightarrow B \rightarrow C. \]  

(16)

Additionally, the first reactor was equipment with a heating exchanger, which can be used to control the process temperature and in this way - to influence the trajectories of the process variables. The concentrations of the substrate and products are changing in the following way

\[ \dot{C}_A = -2k_1(T)C_A^2 \]  

(17)

\[ \dot{C}_B = 2k_1(T)C_A^2 - k_2(T)CB \]  

(18)

\[ \dot{C}_C = k_2(T)CB \]  

(19)

with the kinetics constraints

\[ k_1(T) = 0.0444 \exp(-2500/T) \]  

(20)

and

\[ k_2(T) = 6889.0 \exp(-5000/T). \]  

(21)

Then, in the mixing stage at the time \( t_0^1 \), the component B of concentrations \( C_B^0 = 600\text{mol/m}^3 \) and some volume \( S \) is added. Therefore, the volume and concentrations of the substrates are changing, so the following relations are satisfied

\[ V_2C_A(t_0^2) = V_1C_A(t_F^1) \]  

(22)

\[ V_2C_B(t_0^2) = V_1C_B(t_F^1) + SC_B^0 \]  

(23)

\[ V_2C_C(t_0^2) = V_1C_C(t_F^1) \]  

(24)

where \( V_1 \) is the volume of substrates loaded at the beginning of the first reactor. Therefore, the volume \( V_2 \) in the second reactor is given by

\[ V_2 = V_1 + S \]  

(25)

The volume \( S \) is a decision parameter with

\[ 0 \leq S \leq 0.1(\text{m}^3) \]  

(26)

After the mixing stage, the substrates are loaded into the last reactor, where three reactions are taking a place

\[ B \rightarrow D \]  

(27)

\[ B \rightarrow E \]  

(28)

\[ 2B \rightarrow F \]  

(29)

In the 2nd reactor, the reactions take place under isothermal conditions. The state variables are changing in the following way

\[ \dot{C}_A = 0 \]  

(30)

\[ \dot{C}_B = -0.02CB - 0.05CB - 2 \times 4.0 \times 10^{-5}C_B^2 \]  

(31)

\[ \dot{C}_D = 0 \]  

(32)

\[ \dot{C}_E = 0.02CB \]  

(33)

\[ \dot{C}_F = 0.05CB \]  

(34)

\[ C_F = 4.0 \times 10^{-5}C_B^2 \]  

(35)

The decision variables are the profile of the temperature \( T(t) \), the duration time of the reactions in each stage, and the amount \( S \) of component B, which is added at the mixing step.

The process is aimed to maximize the amount of the product \( D \) at the output of the 2nd reactor

\[ \max_{t_1, t_2, S, T(t)} V_2C_D(t_2) \]  

(36)

subject to the constraints on the temperature profile

\[ 298 \leq T(t) \leq 398(K), \quad t^1 \in [t^1_0, t^1_F]. \]  

(37)

According to the presented methodology, the three-stage technological process can be rewritten in the generalized matrix form. There are six state variables, which indicate the appropriate concentrations

\[ y(t) = \begin{bmatrix} y_A(t) \\ y_B(t) \\ y_C(t) \\ y_D(t) \\ y_E(t) \\ y_F(t) \end{bmatrix}. \]  

(38)

The particular vector of the state variables takes the form

\[ y^1(t^1) = \begin{bmatrix} y^1_A(t^1) \\ y^1_B(t^1) \\ y^1_C(t^1) \\ y^1_D(t^1) \\ y^1_E(t^1) \\ y^1_F(t^1) \end{bmatrix}. \]  

(39)

\[ y^2(t^2) = \begin{bmatrix} y^2_A(t^2) \\ y^2_B(t^2) \\ y^2_C(t^2) \\ y^2_D(t^2) \\ y^2_E(t^2) \\ y^2_F(t^2) \end{bmatrix}. \]  

(40)

\[ y^3(t^3) = \begin{bmatrix} y^3_A(t^3) \\ y^3_B(t^3) \\ y^3_C(t^3) \\ y^3_D(t^3) \\ y^3_E(t^3) \\ y^3_F(t^3) \end{bmatrix}. \]  

(41)

Therefore, the matrix of the state variables for the considered process takes the form

\[ Y(t) = [y^1(t^1) \ y^2(t^2) \ y^3(t^3)]. \]  

(42)

The control function is constructed in a similar way

\[ u(t) = \begin{bmatrix} T(t) \\ S \\ C_0 \end{bmatrix}. \]  

(43)

\[ u^1(t^1) = \begin{bmatrix} T(t) \\ 0 \\ 0 \end{bmatrix}. \]  

(44)
Fig. 1. The three-stage chemical process.

\[
u^2(t^2) = \begin{bmatrix} 0 \\ S \\ C_0 \end{bmatrix} \quad \text{(45)}
\]

\[
u^3(t^3) = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \quad \text{(46)}
\]

and finally

\[
U(t) = [u^1(t^1) \ u^2(t^2) \ u^3(t^3)].
\] \quad (47)

V. CONCLUSION

In the presented article the considerations about the new generalized description approach for the multistage technological processes with the differential-algebraic constraints were discussed. Therefore, the proposed approach was characterized by some important features:

a) the general and simple schematic multistage processes description,

b) the physical interpretation of the process variables,

c) easy modification of the process by addition of new elements to the model,

d) integration of processes developed according to different standards,

e) indication the successive stage of the process by the matrix-based structure of the process variables.

From the presented reasons, the carried out theoretical considerations possess a significant practical application. Thus, the generalized description approach has been used to obtain the new form of the three-stage chemical process model.
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Abstract—The aim of this work was to find an analytical expression describing the b-matrix spatial distribution (BSD) in diffusion tensor imaging, obtained by means of simple calibration to a water isotropic phantom.

The bivariate second degree polynomial function was fitted for the complete set of spatially distributed b-matrix elements derived through measurements on a 3 Tesla clinical scanner.

Smooth, noise free b-matrices were obtained with clear patterns of systematic errors. Diffusion tensor eigenvalues were derived with much better accuracy than for previous BSD calibration. The proposed approach does not require many averages during the acquisition of the phantom and thus can shorten the BSD calibration.

I. INTRODUCTION

DIFFUSION Magnetic Resonance Imaging (dMRI) which appeared in the eighties and quickly developed towards Diffusion Tensor Imaging (DTI) [1] [2], has found number of clinical applications. It became very successful tool for neurological structural and functional imaging [3]. However, DTI is intrinsically prone to the numerous artifacts [4], which makes any quantitative comparison of the images obtained by different scanners questionable.

In order to calculate a diffusion tensor one has to acquire series of images, each with a different diffusion sensitizing gradient applied. The gradients can differ in both magnitude and orientation. Information about diffusion gradient schemes is stored in a b-matrix. The most common way of deriving the b-matrix is an approximated analytical calculation of each element. However, the applied diffusion gradients interact with other magnetic field gradients applied during the imaging sequence and thus the resultant gradients differ from what was expected. Variations of the magnetic susceptibility across the sample volume can also affect the b-matrix [5].

Several methods to partially solve such problems were proposed. Some of them introduced bipolar gradients which cancel out the cross-terms between the applied gradients [6], [7]. The other focused on choosing the best gradient encoding scheme [8], [9], [10]. There were also post processing methods [11] and phantom calibration techniques [12] suggested.

A recent report revealed that for particular imaging sequence parameters the errors superimposed on the b-matrix have a systematic character and can be reduced through a calibration procedure [13]. The solution is based on the derivation of the b-matrix spatial distribution (BSD) which substitutes the standard b-matrix, constant for an entire volume. The BSD method improves the accuracy of diffusion measurements, but since the calibration is based on a real data, the derived distribution of the b-matrix is always biased with noise.

In this paper we present a procedure of deriving the noise free approximation of the actual spatial distribution of the b-matrices. The results are compared with both standard DTI and hitherto BSD-DTI.

II. MATERIALS AND METHODS

Standard diffusion tensor imaging of a water isotropic phantom was performed on a 3 Tesla clinical scanner. Six diffusion gradient directions were applied and the b-value was set to 1000 s/mm². The imaging was done in axial orientation, 25 interleaved slices with voxel size 1x1x3 mm were taken, with number of averages set to 4. The acquisition was repeated then for the BSD calibration purposes.

The spatial distribution of the b-matrices was obtained through simple calibration to water phantom. The experiments were carried out in stable thermal conditions in temperature of 21 °C. The diffusion tensor eigenvalues for an isotropic water phantom in constant temperature are all equal and can be derived theoretically from the Einstein-Smoluchowski equation [14]:

\[ \langle r^2 \rangle = 6Dt, \]

where: \( \langle r^2 \rangle \) – is a mean square displacement, \( D \) – is a diffusion coefficient, and \( t \) – is a diffusion time. The off-diagonal elements of the tensor can be assumed equal to zero, since they describe the rotations of the diffusion ellipsoid being in this case spherically symmetrical. With the above assumptions.
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Fig. 1. Plot of bivariate polynomial fitted to data. In this case the diffusion gradient was applied solely along the x axis. The expression of the fitted function is the following: \( f(x, y) = 992.5 - 1.021x - 1.043y + 0.015x^2 + 0.004xy + 0.007y^2 \).

Fig. 2. Plot of bivariate polynomial fitted to data. In this case the dominating diffusion gradient was applied along the y axis with a nonzero x component. The expression of the fitted function is the following: \( f(x, y) = 208.4 - 0.1145x - 0.2833y + 0.0009x^2 - 0.0001xy + 0.0017y^2 \).

The spatial distribution of the b-matrix elements for each voxel can be derived from Stejskal-Tanner equation [15].

\[
\ln \left( \frac{S_x}{S_0} \right) = -b : D, \tag{2}
\]

where: \( S_x \) – is a signal intensity in particular voxel measured with x diffusion gradient applied, \( S_0 \) – is a signal intensity in particular voxel measured without diffusion gradient applied, \( b \) – is a b-matrix in particular voxel, \( D \) – is a diffusion tensor in particular voxel. The colon indicates a generalized dot product defined as:

\[
b : D = \sum_{i,j} b_{ij} D_{ij}, \tag{3}
\]

where \( b_{ij} \) and \( D_{ij} \) are particular b-matrix and diffusion tensor elements, respectively.

The complete set of b-matrices derived from the above formulas consisted of 900 b-maps (25 slices times 6 b-matrix elements times 6 diffusion gradients).

An 80 x 80 pixel square region of interest (ROI) R1 inscribed in the circle of the phantom’s axial projection was chosen for the analysis.

Theoretically each element of the b-matrix should be a scalar value derived from the sum of various quadratic gradient terms. The number of terms depends on what is really taken into account in calculating the b-matrix, but the diffusion gradients are always dominating, because of their relatively big strength. The influence of the imaging gradients is of secondary importance. Cross-terms between various types of gradients may also appear. Due to imperfections of the gradients, their nonlinearity and interactions between them the actual b-matrix should be described by a superposition of quadratic functions instead of a single constant value.

The actual character of the b-matrix may be expected to be
TABLE I

Comparison of the mean eigenvalues and their standard deviations obtained by means of the three approaches. The improvement factor $K_{sd}$ is equal to the ratio of the standard deviation of standard DTI to the SD of a particular approach.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$D$ [mm$^2$/s]</th>
<th>$sd$ [mm$^2$/s]</th>
<th>$K_{sd}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTI</td>
<td>$1.9822 \times 10^{-3}$</td>
<td>$5.73 \times 10^{-5}$</td>
<td>1.00</td>
</tr>
<tr>
<td>BSD</td>
<td>$1.9984 \times 10^{-3}$</td>
<td>$5.42 \times 10^{-5}$</td>
<td>1.05</td>
</tr>
<tr>
<td>A-BSD</td>
<td>$1.9973 \times 10^{-3}$</td>
<td>$3.92 \times 10^{-5}$</td>
<td>1.46</td>
</tr>
</tbody>
</table>

...described by a superposition of quadratic functions instead of a single constant value.

In order to fit a second order bivariate polynomial function:

$$f(x, y) = a_0 + a_1 x + a_2 y + a_3 x^2 + a_4 xy + a_5 y^2,$$  (4)

to all the 900 ROIs, a python script using least-squares fitting procedure was written.

The initial b-matrix values within the ROIs were substituted with values derived from the fitted functions. Eventually, diffusion tensors were calculated in three ways:

1) Standard DTI - using single b-matrix, constant in the entire ROI.
2) BSD - incorporating spatial distribution of the b-matrix, derived directly from the calibration procedure.
3) Actual BSD (A-BSD) - with usage of b-matrix spatial distribution derived from the fitted polynomial. The tensors were calculated for a circle ROI R2 inscribed in the R1 used for the fitting.

III. RESULTS

The calculated diffusion tensors were diagonalized with LU decomposition method in order to obtain the eigenvalues. For each of the 25 slices mean eigenvalue in R2 and its standard deviation were calculated. The results for selected slices together with the improvement factors $K_{sd}$ are presented in table I. Mean eigenvalues are quite similar for all the three approaches, however, standard deviations differ. The lowest value of $sd$, which indicates the best accuracy, was obtained for the A-BSD approach using the fitting procedure.

Plots of exemplary bivariate polynomial fits obtained for two different gradient directions are depicted in figures 1 and 2, respectively. The first corresponds to the diffusion gradient applied solely in $x$ direction, whereas the latter, to the stronger component in $y$ direction and weaker, nonzero component in $x$.

Two dimensional maps of the fitted b-matrices for selected slices are depicted in figures 3 and 4.

IV. DISCUSSION AND CONCLUSIONS

The described procedure resulted in a noticeable improvement of the diffusion tensor eigenvalues homogeneity for the isotropic water phantom. The analysis was done in axial direction in which distortions in b-matrices are the smallest, accordingly to the previous studies [13] [16]. Thus also the $K_{sd}$ improvement factor is relatively small. However, fitting the b-matrix data to the bivariate polynomial function decreases the mean eigenvalue standard deviation to the approximately one third of the $sd$ obtained through hitherto BSD calibration.

The analyzed dataset is characterized by a relatively high noise level, due to only 4 averages. Application of the fitting procedure visibly smooths the b-matrix spatial distribution and emphasizes the shape of the systematic errors. Figures and the equations of the fitted functions show that $a_3$ coefficient is an order of magnitude bigger than $a_2$ when the gradient direction was set along $x$ axis and on the contrary the $a_5$ coefficient is an order of magnitude bigger than $a_3$ when the gradient is directed mostly along the $y$ axis. The linear coefficients of the fits are also not negligible. It corresponds to the already...
discussed in this paper theoretical underpinning of the b-matrix. Complicated, by number of terms which are difficult to take into account in the analytical derivations (including cross-terms), the structure of the b-matrix in the presented approach is revealed in its final shape through an experiment.

The two dimensional maps of the b-matrix elements depict the shape and intensity of the systematic errors. Comparison of figures 3 and 4 confirms the best homogeneity of the b-matricies in the isocenter of the scanner (most of the terms in figure 3 are close to yellow color corresponding to the assumed standard value of $b_{ij}$ element), and intensification of the distortions while moving towards the edges of the scanner (fig 4.).

In conclusion the presented method improves the BSD approach to DTI further. It enables one to derive noise-free spatial maps of b-matrices even from a dataset with relatively high noise level. This gives hope for shortening the BSD calibration time. Second degree bivariate polynomials turn out to define well the b-matrix elements according to the theory. The presented approach successfully excludes the systematic errors affecting the accuracy of diffusion tensor derivation and opens the path for truly quantitative diffusion tensor measurements independent of a chosen scanner and imaging sequence.

V. ACKNOWLEDGMENTS

The work was financed by the National Centre of Research and Development, contract No. STRATEGMED2/265761/10/NCBR/2015.

K. K. would like to thank the Marian Smoluchowski Cracow Scientific Consortium - KNOW for their support.

REFERENCES


Multilayer perceptron for gait type classification based on inertial sensors data

Damian Szczepański
Rzeszów University of Technology al. Powstancow Warszawy 12, 35-959 Rzeszów, Poland
Email: dszczepanski@prz.edu.pl

Abstract—In this study, the gait type classification process is considered. Input data are obtained by using the inertial sensors tracking system. Three types of gait are recorded: normal walk, tiptoeing and walk retaining long stance phase. Two data set types, describing the registered motion, are prepared. The most significant input features are selected by means of the sensitivity analysis (SA) procedure. The classification process is conducted using multilayer perceptron (MLP) with various structures. The classification accuracy of the network is computed with the use of a cross validation procedure. The obtained results show that the successful classification of presented gait types can be achieved using relatively simple MLP architecture.

I. INTRODUCTION

NOWADAYS, as the society is getting older, the illnesses typical for the elderly age, are becoming more and more meaningful part of modern medicine. In turn, the doctors need immediate and accurate methods in everyday diagnosing. The analysis of human gait from the very beginning has been a basic method in rehabilitation and early locomotive disease detection. Nowadays, Parkinson’s disease (PD) is most common and onerous dysfunction of medicine [1]. At the early stage, PD does not show any significant symptoms, except for small gait and posture changes. Typical gait modification relies on the increasing foot contact in stance phase (shuffling steps), forward-flexed posture and limbs tremor. In order to treat PD effectively, the rehabilitation and exercises should be employed at the very early stage of disease detection. The technology progress in human body motion capture provides new solutions which could be used in human gait and posture analyses.

Since the beginning, the optical systems have been the basic tool in human motion capture. However, due to its complicity, their usage can be very complicated on a daily basis. One of the most promising approaches is the inertial sensors technology, which is simpler in usage and comparable in accuracy with the optical systems. Inertial systems have been used in many fields of medical diagnose assistance[2], i.e.: cerebral palsy [3], [4], determining gait defects, sport medicine [5]. Flexibility advantage of such system is very useful in rehabilitation [6], exercise motivation [7] and automatic exercise advising [8].

The main purpose of this article is to explore the classification problem of gait which is registered on the basis of the motion parameters such as joint angles, segments velocity and accelerations values. The motion acquisition is conducted by using Xsens MVN Biomech suit (MVN) [9] which is based on inertial measure units (IMU) wirelessly connected to the computer. In the classification process, the MLP classifier is used and the best architecture with highest accuracy is chosen. In current study, one also considers the problem of input features’ selection. Therefore, the SA procedure is utilized to determine the most significant gait attributes. MLP classification performance is assessed with reduced number of inputs.

All simulations, the classification process and the IMU synthesis are conducted by using Matlab [10], DTReg [11] and MVN Studio [12] software.

The paper is composed of the following sections. Section II presents the input data used in this work. In Section III, the problem statement is formulated and the approaches utilized in the classification process are shortly described. Sections IV and V outline the experiments’ settings and the obtained results, respectively. Section VI concludes the paper.

II. INPUT DATA

A. Data acquisition

The registration process is conducted by using MVN which utilizes 17 inertial sensors attached to each body segment (see Fig. 1).

Two subjects (M: 90kg, 180 cm, 29 years, M: 75 kg 181 cm, 26 years) take part in the experiment. They are asked to walk in three different gait manners: (a) – normal walk with natural speed, (b) – tiptoeing and (c) – walk retaining long stance phase and very small distance between foot and ground in swing phase. The (c) type of gait is similar to PD walk. Registration is repeated 20 times per gait type by each person, which gives 120 data series for all gait types.

One gait cycle, which is one step, is defined as a time between heel ground contacts. Fig. 2 presents a joint angle registered within a single gait cycle.

B. Data type

Raw data (accelerometer, gyroscope, magnetometer values), which are acquired directly from IMU sensors during registration process, are synthesized by MVN Studio Software. All joint angles, segment accelerations, segment velocity, angular segment accelerations and angular segment velocity are calculated. Each parameter has three values in each dimension what, in turn, gives 612 values per one time frame data. Sample screen-shot from MVN Studio with rendered subject avatar and plotted joint angles are presented in Fig. 3.
C. Input vectors

For the purpose of the comparison, two data sets are prepared from the gait recordings. The first data set is represented by statistical values (SV): maximum value, minimum value, mean and standard deviation, which are calculated from acceleration values of 17 body segments. Every IMU accelerometer measure signal in $x$, $y$, $z$ axis what in result gives 204 values (4 statistical values of 17 segments in 3 axis). These are: pelvis, thoracic spine, head, right shoulder, right upper arm, right forearm, right hand, left shoulder, left upper arm, left forearm, left hand, right upper leg, right lower leg, right foot, left upper leg, left lower leg, and left foot. An exemplary single body segment, i.e. left upper leg, is illustrated in Fig. 3 (red curve).

The second data set is represented by the normalcy index (NI) parameters commonly used in gait analyses [13]. The 15 values proposed in [14] are determined: time of toe off, walking speed, mean pelvic tilt, range of pelvic tilt, mean pelvic rotation, minimum hip flexion, range of hip flexion, peak abduction in swing, mean hip rotation in stance, knee flexion at initial contact, time of peak knee flexion, range of knee flexion, peak dorsiflexion in stance phase, peak dorsiflexion in swing, and mean foot progression angle. All calculations are conducted in Matlab software.

Three types of gait described in subsection II-A impose three class classification problem.

III. APPLICATION OF MLP NETWORK TO GAIT CLASSIFICATION PROBLEM

A. Problem statement

For the input data set described in Section II, the task is to find the optimal MLP architecture with respect to the highest prediction accuracy ($\text{Acc}$) of the model. The accuracy is calculated as a sum of true positives and true negatives divided by number of all input vectors. The experiment is repeated 10 times and after all tests, the average value and the standard deviation ($\text{Std}$) of $\text{Acc}$ are calculated. The accuracy in each test trial is computed using a 10-fold cross validation procedure. Furthermore, an optimal subset of input features is found with the use of the SA procedure. As in the case of all input attributes, the highest $\text{Acc}$ of MLP is determined for reduced data set.

B. Multilayer perceptron

MLP is the feedforward neural network [15], [16], i.e. the model where the input signal is fed forward through a number of layers [17]. There are three types of layers in MLP: an input layer, one or more hidden layers and an output layer. The input layer consists of the nodes which are the features of an input vector. Each of $i = 1, \ldots, n$ input features is connected to a hidden layer neuron activated as follows

$$y^{(1)}_j = f \left( \sum_{i=1}^{n} w^{(1)}_{ji} x_i + b^{(1)}_j \right),$$

where $f(\cdot)$ is the activation function, $w^{(1)}_j = [w^{(1)}_{j1}, \ldots, w^{(1)}_{jn}]$ is the weight vector of the $j$th hidden neuron, $x = [x_1, \ldots, x_n]$ is an input vector and $b^{(1)}_j$ denotes the bias of the $j$th hidden neuron. The outputs $y^{(1)}_j$ of the hidden neurons are linearly combined with the second layer weights $w^{(2)}_{kj}$ and the bias $b^{(2)}_k$ and, after activation, create an output of the $k$th neuron in the second layer

$$y^{(2)}_k = f \left( \sum_{j=1}^{m} w^{(2)}_{kj} y^{(1)}_j + b^{(2)}_k \right).$$


In (1) and (2), $f(\cdot)$ should be selected in the way it is continuous, differentiable and monotonically increasing. $f(a) = \frac{1}{1 + e^{-\lambda a}}$ is the most commonly used activation function. The number of hidden layers and the number of neurons in each hidden layer must be optimized in order to maximize MLP’s prediction accuracy. In this study, scaled conjugate gradient algorithm is used for MLP training.

C. Sensitivity analysis procedure

SA procedure steps separately through a single feature in each iteration. It randomly permutes its values across the rows of the data set. The values of this feature remain the same but they are randomly moved to different rows. Then the accuracy the network is evaluated on the modified data set. If the feature is important, randomizing the order of its values greatly degrades the accuracy of the predictions. If the feature is not valuable in prediction, the order of its values has little or no influence on the accuracy of the network. Last step is to determine the rank of the importance of features based on the amount of degradation that occurred by randomizing their values and to scale the scores so the most important feature has a relative importance of 100.

IV. Experiments

MLP used in experiment has 3 outputs (one for each gait type). The number of neurons in the hidden layer is taken from the set $\{2, \ldots, 10\}$. The linear, logistic and tangent activation functions are utilized for MLP training. In the first part of the experiment, MLP is trained by using all input variables both for SV and NI data. As a result, the best network architectures for both data sets are chosen. The classification process is repeated using reduced MLP and best network architectures are chosen.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak body dorsiflexion in stance phase</td>
<td>100.00</td>
</tr>
<tr>
<td>knee range flexion</td>
<td>61.90</td>
</tr>
<tr>
<td>peak body dorsiflexion in swing phase</td>
<td>48.87</td>
</tr>
<tr>
<td>range of hip flexion</td>
<td>9.61</td>
</tr>
<tr>
<td>mean foot progression angle</td>
<td>7.28</td>
</tr>
<tr>
<td>walking speed</td>
<td>5.45</td>
</tr>
<tr>
<td>mean hip rotation in stance</td>
<td>3.21</td>
</tr>
</tbody>
</table>

TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean right foot acceleration in Z axis</td>
<td>100.00</td>
</tr>
<tr>
<td>mean acceleration of right thigh in Y axis</td>
<td>69.79</td>
</tr>
<tr>
<td>mean left foot acceleration in Z axis</td>
<td>69.75</td>
</tr>
<tr>
<td>mean right foot acceleration in X axis</td>
<td>48.72</td>
</tr>
<tr>
<td>mean left foot acceleration in X axis</td>
<td>38.11</td>
</tr>
<tr>
<td>mean left foot acceleration in X axis</td>
<td>35.08</td>
</tr>
<tr>
<td>standard deviation of pelvis tilt acceleration in Z axis</td>
<td>18.75</td>
</tr>
</tbody>
</table>

TABLE II

A. Result for SV dataset

For MLP with 204 inputs, the highest accuracy (99.18%) is achieved for the network with 2 hidden neurons. Using only mean right foot acceleration in Z axis (importance 100), mean acceleration of right thigh in Y axis (importance 69.79), mean acceleration of left foot in Z axis (importance 69.74),
### TABLE III
RESULTS OF SV DATASET CLASSIFICATION.

<table>
<thead>
<tr>
<th>Used parameter</th>
<th>Neurons</th>
<th>Acc</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>all parameters</td>
<td>2</td>
<td>99.18%</td>
<td>0.11%</td>
</tr>
<tr>
<td>mean right foot accel. in Z axis</td>
<td>2</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>mean accel. of right thigh in Y axis</td>
<td>3</td>
<td>91.14%</td>
<td>0.93%</td>
</tr>
<tr>
<td>mean left foot accel. in Z axis</td>
<td>9</td>
<td>94.59%</td>
<td>1.51%</td>
</tr>
</tbody>
</table>

### TABLE IV
RESULTS OF NI DATASET CLASSIFICATION.

<table>
<thead>
<tr>
<th>Used parameter</th>
<th>Neurons</th>
<th>Acc</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>all parameters</td>
<td>2</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>peak body dorsiflexion in stance phase, knee range flexion, peak body dorsiflexion in swing phase</td>
<td>2</td>
<td>99.92%</td>
<td>0.26%</td>
</tr>
<tr>
<td>peak body dorsiflexion in stance phase</td>
<td>9</td>
<td>81.91%</td>
<td>3.25%</td>
</tr>
<tr>
<td>peak body dorsiflexion in swing phase</td>
<td>4</td>
<td>88.71%</td>
<td>0.72%</td>
</tr>
<tr>
<td>knee range flexion</td>
<td>3</td>
<td>91.40%</td>
<td>1.16%</td>
</tr>
</tbody>
</table>

Acc = 100% for the model with 2 hidden neurons. Having run the classifications process with a single parameter (mean right foot acceleration in Z axis) for single layer MLP, 100% accuracy is also obtained. Interestingly, Acc = 91.14% when using only mean acceleration right thigh in Y axis parameter with 3 neurons in hidden layer. Utilizing only the mean acceleration left foot in Z axis parameter, 94.59% accuracy is achieved for MLP with 9 hidden neurons.

B. Result for NI dataset

The classification with all 15 features allows MLP with 2 hidden neurons to achieve 100% accuracy. When using 3 most important features selected by the SA procedure, i.e.: peak body dorsiflexion in stance phase (100 importance), knee range flexion (61.91 importance), peak body dorsiflexion in swing phase (48.87 importance), Acc = 99.92% for MLP with 2 neurons in hidden layer. By employing only one parameter (peak body dorsiflexion in stance phase), 9 hidden neurons’ MLP yields 81.91% of accuracy. Application of the knee flexion parameter allows MLP with 3 hidden neurons to reach Acc = 91.40%. Consequently, the use of 4 neurons in hidden layer of the network with a single input parameter (peak body dorsiflexion in swing phase) provides the accuracy of 88.71%.

VI. CONCLUSION

In this article, the gait classification problem was studied. Three types of gait were registered: normal walk, tiptoeing and walk retaining long stance phase. For the purpose of the comparison, two data sets were created from the gait recordings. The first data set represented the statistical values calculated from 17 body segments. The second data set was composed of the NI parameters, which are commonly used in gait analyses. Furthermore, the SA procedure was applied to select the most important features in the data sets. The classification tasks were performed by MLP for both original, and reduced data. In all cases, the prediction accuracy achieved very high values at relatively simple architecture of MLP. Moreover, in some cases, decreasing the number of neurons in the hidden layer contributed to the increase of the accuracy.

The results presented in this work encourage the author to explore gait classification problem deeper. For this purpose, real gait recordings will registered from the patients in near future.
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Abstract—This paper present identification algorithms of the VAG gas valve and a comparison between them. One of the mathematical models is based on the differential-integral calculus of fractional order. This mathematical tool can be used for modeling devices serving to closed-loop systems synthesis. Admitting fractional orders in difference equations improves the performance of proportional-integral-derivative controller action.

Index Terms—gas valve, differential-integral calculus of fractional order, identification.

I. INTRODUCTION

THE AUTOMATION determines a comfort of use and operating costs of the heating system, which is responsible for controlling its operation [1, 2, 3]. In discussed case the VC200 control unit is responsible for it, which along with the VAG gas valve constitutes a set to control the operation of heating boilers. This control unit is designed to maintain the degree of the valve opening based on measured temperature parameters and set temperature by the user. The valve offers linear and constant characteristics of operation of a gas burner to heating boiler with standby position. This solution causes a measurable reduction in gas consumption in older type of systems, elimination of incomplete burning and condensation of the exhaust fumes in emitters.

Many unpredictable factors must be taken into account in design of control systems. Application of coil and steel core in the VAG valve causes non-linear dependence of the degree of opening to current amplitude and hysteresis of valve motion up and down. In case of control with using information about the model, there is a possibility to remove uncontrolled disruptions. In PID type of control units the signal that controls the device is a sum of three functional blocks: multiplication, integration and differentiation. Difference, which appears between the set and currently measured value, is a result of specified operations. It is possible in more accurate way to describe real objects using differential equations of fractional order, and therefore application of fractional order control units in such cases is more beneficial [1, 2, 3].

II. IDENTIFICATION ALGORITHMS

In a room was placed the test bench in order to study static and dynamic characteristics of the control system temperature. Setting parameters of the control unit operation is carried out by RS232 communication channel connected to the computer. The computer has installed the Windows operating system that is required to run the DIAG200 program. The test bench consists of: 1. the VAG gas valve, 2. the VC200 controller, 3. a computer with the Windows OS, 4. a injector air nozzles, 5. a gas cylinder LPG.

Description of the black box which is a linear system having one input and output is described by a differential equations of fractional order. The mathematical model is based on the differential-integral calculus of fractional order. This mathematical tool can be used for modeling devices serving to closed-loop systems synthesis. Admitting fractional orders in difference equations improves the performance of proportional-integral-derivative controller action.

The mathematical model is based on the differential-integral calculus of fractional order. This mathematical tool can be used for modeling devices serving to closed-loop systems synthesis. Admitting fractional orders in difference equations improves the performance of proportional-integral-derivative controller action.

Fig. 1. The test bench for measuring the VAG gas valve.
the solution of the Equation (1) is:

\[ x(t) = ae^{-bt} \]  

(2)

The difference backward \( v \)-th row is defined as:

\[ k_0 \Delta^v(k) = \sum_{i=k_0}^k a_i (x(k + k_0 - i)) \]

(3)

another form of the difference backward:

\[ k_0 \Delta^v(k) = \begin{bmatrix} a_0 & a_1 & \cdots & a_{v-k_0} \\ x(k) - x(k-1) & \vdots & & x(k) \end{bmatrix} \]

(4)

To create the differential equation is applied the backward difference of first order \( x(k) \) function:

\[ a_0 \Delta^1(k) + a_0 x(k) = b_0 u(k) \]

(5)

\[ x(k) - x([k - 1]h) + a_0 x(k) = b_0 \]

(6)

\[ x(k) = \frac{1}{1 + a_0} [x(k - 1)] + \frac{1}{1 + a_0} \]

(7)

A. Static model

Static model can be described in a form of graph that presents static characteristics of studied object. The graph of this type is not dependent on the time. Static characteristics constitute a material for system identification; it is a relation between the input and output signal.

The controller uploads current temperature in the room from a sensor and according to parameters set by the program is controlled by a needle in the valve. This type of regulation enables to supply of planned quantity of gas to the injector air nozzles, and depending on demand to increase or reduce the temperature in examination room.

Study consisted on leading into the control system, unchanging in time, subsequent values of the input signal, and on measurement of corresponding values of the output signal. As a result of conducted experiment related to determination of the static characteristics, discreet values were obtained and they were marked on a graph (Fig. 2). Obtained graph of static characteristics shows the position of valve in relation to output voltage of the control unit.

The second basic aim in determination of static characteristics is to appoint characteristics equation from the graph (Fig. 2). Using computer synthesis methods and analyses there was a few methods to resolve the task. For the valve an approximation was used with method of the smallest squares. In order to obtain the static characterization of object, an approximation of received extortion values was conducted and corresponding responses on the graph (red line in Fig. 2). Below is presented third degree polynomial that approximates results of conducted measurement:

\[ w(x) = -x^3 + 0,0005x^2 + 0,0322x + 15,579 \]

(8)

In order to describe appearing phenomena and processes there are used mathematical models. Complexity result of identification depends on its destination. It is possible to describe its correct construction by mapped accuracy of the process flow with reference to applied model. On the one hand, too high complexity of the model structure may require a lot of calculation by which the model may turn out to be useless. However, on the other hand, the simplified model may have large variations in relation to mapped reality [5].

B. Dynamic models

An important aspect is identification of dynamic properties of the object. Observation of the process response to stimulation enables to obtain information about its description in the field of variable time. Time line of the output rate triggered by extortion is called dynamic characterization of the object. Dynamic characterization is a transmittance between two established states. Method of dynamic model identification in case of valve consists in evaluation of the object transmittance based on variable characterization. The object of regulation is a movable control needle fixed on the electromagnet core in the VAG valve. As the variable characterization of valve a percentage relation of needle fall was accepted, when set temperature and measured temperature starts to reach standby position.

Temperature in the room, which is the object of regulation, at the time of measurement was 17°C. On the controller was set temperature 23.5°C. After reaching required temperature the valve began to limit supply of gas to the burner by linear needle fall. Figure shows the moment of needle fall to full opening to a minimal position. Duration of a single experiment was 33s, results of sampling every 1s. were presented in points. Figure presents three selected sample measurements, differences between individual measurements result from carrying out examining within the entire day. As the variable characterization of valve a percentage relation of needle fall was accepted.
Based on the Fig. 3 it is possible to state that it is the inert object of first order. Inert response type of regulation object to irregular extortion results from the process occurring during the study. Extortion in reductions of opening degree of the valve causes a change of gas supply flow. Reduced power of injector air nozzles resulting for this reason proceeds with certain delay. Other processes are also delayed: heat transfer between the burner and examination room via air and heat transport from surrounding to the temperature sensor. After leveling of new heat loss value in the room with the amount of heat provided by the burner arise a new steady-state and air temperature, and a level of the needle position remains unchanged.

The second dynamic model is described by a discrete transfer function and the state-space equations [3]. Equation (1) is approximated by the backward difference of first order:

\[
\frac{\Delta x(kh)}{h} + a_0 x(kh) = b_0 \frac{\Delta u(kh)}{h}
\]  

(10)

\[
\Delta x(kh) + a_0 h x(kh) = b_0 \Delta u(kh)
\]  

(11)

the difference of function \( f(kh) \) is:

\[
\Delta f(kh) = f(kh) - f[(k-1)h]
\]  

(12)

the difference of function (12) is substituted to the backward difference of first order (11). Based on fact that the measured object got the Dirac delta function extortion it follows \( \Delta u(kh) \) is replaced by \( \delta(kh) \):

\[
x(kh) - x[(k-1)h]a_0 h x(kh) = b_0 \delta(kh)
\]  

(13)

\[
(1 + a_0) x(kh) = x[(k-1)h] + b_0 \delta(kh)
\]  

(14)

The solution of the approximation which is based on the backward difference of first order is:

\[
x(kh) = \frac{1}{1 + a_0} x[(k-1)h] + \frac{b_0}{1 + a_0} \delta(kh)
\]  

(15)

The next step is to adjust the parameters \( a_0, b_0 \) in order to reproduce the response. The approximate function is based

where continuous time \( t \) must be replaced by the value \( k \) which is next step, the \( h \) value is a sampling time and equal 1 second. On obtained values was approximated exponential function:

\[
x(kh) = ae^{-bkh}
\]  

(9)

To the subsequent measurements was matched functions. For the first attempt of response was approximated and illustrated in Fig. 4 exponential function: \( x(k) = ae^{-\frac{k}{10}} \), the second attempt of response: \( x(k) = ae^{-\frac{k}{12}} \), the third attempt of response: \( x(k) = ae^{-\frac{k}{14}} \).
on the differential equation of integer order (Fig. 6) where: order of differential equation for all attempts $v = 1$ and rate $b_0$ of differential equation is equal $v$. Rates of differential equation for the first attempt: $a_0 = 0.107$; for the second attempt $a_0 = 0.085$; for the third attempt $a_0 = 0.073$.

The third dynamic model is also described by a discrete transfer function and the state-space equations. The differ-integral of fractional order is a generalization of the calculus[3]. Equation (1) is approximated by the backward difference of fractional order:

$$\frac{\Delta^v x(kh)}{h} + a_0 x(kh) = b_0 \frac{\Delta u(kh)}{h}$$

The solution of the approximation which is based on the backward difference of fractional order is:

$$\begin{bmatrix} x(kh) \\ x(k-1)h \\ \vdots \\ x(h) \end{bmatrix} + a_0 x(kh) = b_0 \delta(kh)$$

Fig. 6. Function based on the differential equation of fractional order.

The next step is to adjust the parameters $a_0$, $b_0$, $v$ in order to reproduce the response. Function based on differential equation of fractional order (Fig. 6), where: rate $b_0$ of differential equation for all attempts is equal $v$. Order of differential equation for the first attempt $v = 1.08$; rates of differential equation: $a_0 = 0.115$; Order of differential equation for the second attempt $v = 1.08$, rates of differential equation: $a_0 = 0.092$; Order of differential equation for the third attempt $v = 1.08$, rates of differential equation: $a_0 = 0.073$.

In order to exclude the role of subjective factors in assessing the accuracy of model, as a basis it is necessary to adopt measurable criterion. It is possible to evaluate the level value of control system using integral rates of the course of regulated size. In case of conducted study of valve response, the model accuracy consists on comparison to what extend modeled functions correspond to real measurements. As the correctness criterion of model selection a value of the integral was chosen from the Integral Square Error between measured values and mathematical model [5].

Fig. 7. Comparison a quality of the identification models.

Based on above graphs it is possible to conclude that in any case the best response of device reflects a model based on differential equation of fractional order. The model that reaches the best results in each comparison is several times better than other. Models based on exponential function and differential equation of first order reaches similar degree of approximation.
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Determination of the quality of results obtained by various numerical methods for BSD

Abstract—This article describes the determination of the quality of results obtained by various numerical methods for BSD (B-matrix Spatial Distribution). In order to verify the influence of the numerical error on the real data, two datasets acquired using two types of phantoms (isotropic and anisotropic) and the reference random data were analyzed. Additionally examined aspect was the duration of the calculations. The research were carried out on six of numerical methods for solving systems of equations (Gauss, Gauss Jordan, LU; Gauss with partial pivoting, LU (numerical recipes), Gauss-Jordan (numerical recipes)).

I. INTRODUCTION

Diffusion Tensor Imaging (DTI) is one of the most widely used methods of imaging the anisotropic biological structures such as white and gray matter and skeletal muscles. DTI is an imaging technique basing on the phenomenon of nuclear magnetic resonance (NMR), which allows for measurement of diffusion coefficient and its direction, expressed in the form of diffusion tensor. Scientific reports present a broad range of clinical applications of the described method e.g. nerve fibers (tractography), diagnosis of cerebral ischemia, multiple sclerosis, epilepsy, metabolic disorders, tumors of the brain [1-3], and studies on the brain function [4].

Diffusion tensor is a symmetrical 3x3 matrix containing six independent elements. To derive all elements of the diffusion tensor one reference and 6 diffusion weighted images (obtained with various non collinear orientations of a diffusion gradient vector) are required. The relations between the signal and diffusion tensor is described by Stejskal-Tanner equation [6]:

\[
\ln \left( \frac{S_n}{S_0} \right) = -\mathbf{b} : \mathbf{D} = -\sum_{i,j=1}^{3} b_{ij} D_{ij}
\]

where \(S_n(b)\) and \(S(b_0)\) are the signal intensities with and without nth diffusion sensitizing gradient, respectively; \(b_{ij}\) is a component of the diffusion gradient \(b\) matrix; \(D_{ij}\) is a component of the diffusion tensor \(D\). The colon designates the generalized dot product. Each direction of a diffusion sensitizing gradient is described by individual matrix [5].

Computations on floating-point numbers are biased with an error resulting from numerical representation of the numbers. Only a finite length string of binary words can be used for representation of a number, what in the case of irrational values (i.e. with infinite binary expansion) such as \(\pi\) or Euler's number, leads to a necessary rounding and loss of the precision.

Another type of an error is the cut-off error. It occurs during computing as a result of decreasing the number of operations, e.g. during computing an infinite Taylor series while calculating the value of \(\ln\), extremely important fact is that a minor numerical error can grow during further calculations (e.g. multiplication of small values by larger ones) and cause a major error in the result. The aim of this work is to test the influence of the numerical error on the result of the DTI method. The errors stemming from the fact that the measurements of physical quantities can be done only with the limited accuracy are neglected here.

Several numerical methods for calculating a system of linear equations such as the method of Gauss elimination and its variations (Gauss-Jordan, Gauss with partial pivoting), LU method and Cramer's rule, were implemented. Additionally the implementations of Gauss elimination method and LU decomposition from the Numerical Recipes were added. The following experimental equipment specification were used: Processor Intel Core Intel Core i7-4700MQ @ 2.4 GHz, 8 GB RAM.

II. VERIFICATION OF THE METHODS

The first stage of the work was checking the correctness of the implemented methods on random data. For this purpose, each independent value of bh matrix and D tensor were drawn from the range -1 to 1. By transforming the equation (1) one obtains the formula expressing Sn value:

\[
S_n = e^{-\mathbf{b} : \mathbf{D}} S_0
\]
For final determination of $S_n$ one needs a value of $S_0$ which is also drawn from the range [-1;1].

Equation (1) has the following form in the matrix representation:

$$
\begin{bmatrix}
-b_{x1} & -b_{y1} & -b_{z1} & -2b_{x1} & -2b_{y1} & -2b_{z1} \\
-b_{x2} & -b_{y2} & -b_{z2} & -2b_{x2} & -2b_{y2} & -2b_{z2} \\
-b_{x3} & -b_{y3} & -b_{z3} & -2b_{x3} & -2b_{y3} & -2b_{z3} \\
-b_{x4} & -b_{y4} & -b_{z4} & -2b_{x4} & -2b_{y4} & -2b_{z4} \\
-b_{x5} & -b_{y5} & -b_{z5} & -2b_{x5} & -2b_{y5} & -2b_{z5} \\
-b_{x6} & -b_{y6} & -b_{z6} & -2b_{x6} & -2b_{y6} & -2b_{z6}
\end{bmatrix}
\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix}
= \begin{bmatrix}
bn(S_0/S_1) \\
bn(S_2/S_1) \\
bn(S_3/S_1) \\
bn(S_4/S_1) \\
bn(S_5/S_1) \\
bn(S_6/S_1)
\end{bmatrix}
$$

(3)

In the case of the presented test, all values in the above equation are known. In DTI, the problem lies in determination of unknown values of the diffusion tensor $D$. To do that, a system of equations containing six unknown variables has to be solved. By solving the system of equations for randomly generated $b$ and $S_n$ (3), new values of diffusion tensor $D'$ were determined. Comparing the values of initially determined tensor $D$ with calculated $D'$ one obtains the numerical error $\varepsilon$.

$$
\varepsilon = \sum_{i,j=1}^{6} |D_{ij} - D'_{ij}|
$$

(4)

III. COMPARISON OF THE METHODS

In the case of DTI data, the exact value of tensor $D$ is unknown, what makes the direct determination of the numerical error impossible. However, the error can be estimated alternatively. In DTI one measures values of $S_n$ for the assumed gradient $b$. Solving the system of equations (3) for $S_n$ and $b_n$ data the values of Tensor $D$ (with a certain numerical error) are obtained. Then, using the formula (2) $S'_n$ values were determined. Comparing the input values $S_n$ with re-calculated $S'_n$, one obtains indirect numerical error $\xi$:

$$
\xi = \sum_{n=1}^{6} |S_n - S'_n|
$$

(5)

In order to verify the influence of the numerical error on the real data, two datasets acquired using two types of phantoms (isotropic and anisotropic) and the reference random data were analyzed. It is important that real data belong to distributions which are far from the uniform distribution (-1.0, 1.0).

On the basis of Fig. 2 it can be stated that, for the randomly generated data, the indirect error for all numerical methods is 15 orders of magnitude smaller than the average value of the input data. But on the other hand, in the case of real measurements, the results for the Gauss elimination- and Gauss-Jordan method are different from the others. In theory, the difference between these methods is: If, using elementary row operations, the augmented matrix is reduced to row echelon form (REF), then the process is called Gaussian elimination. If the matrix is reduced to reduced row echelon form (RREF), the process is called Gauss-Jordan elimination. For these methods, a large part of the error is of the same order as the input values.
Subsequently the difference between the results obtained with LU method (numerical recipes) and the results obtained in the remaining methods and (Fig.3) were compared. On this basis it can be concluded that the biggest numerical error appears in the noise area. In the case of Gauss and Gauss-Jordan those errors are significantly larger than in the phantom region. In the other methods the errors in both phantom and noise regions are of the same order as the errors in the noise area in Gauss and Gauss-Jordan methods.

The last examined aspect was the duration of the calculations. For this purpose, the averaged computing time was determined by repeating the calculations 1000 times for anisotropic phantom (64x64 image) for each of the implemented methods. The fastest method was the Gauss elimination method, the rest were 15-70% slower. From the previous tests it is known that Gauss method is very prone to numerical errors. The fastest method out of ones giving correct results was the LU, which was 15% slower than Gauss. if one takes into account the total duration of computing for DTI, i.e. the memory allocation, calculation of own values etc., then the percent difference between Gauss and LU decreases to 8%.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time of computing tensor D [ms]</th>
<th>Ratio to Gauss [%]</th>
<th>Time of computing BSD [ms]</th>
<th>Ratio to Gauss [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauss</td>
<td>2.05</td>
<td>100.00</td>
<td>5.49</td>
<td>100.00</td>
</tr>
<tr>
<td>Gauss-Jordan</td>
<td>2.88</td>
<td>140.48</td>
<td>6.38</td>
<td>116.21</td>
</tr>
<tr>
<td>LU</td>
<td>2.36</td>
<td>115.12</td>
<td>5.95</td>
<td>108.37</td>
</tr>
<tr>
<td>Gauss with partial pivoting</td>
<td>3.49</td>
<td>170.24</td>
<td>7.04</td>
<td>128.23</td>
</tr>
<tr>
<td>LU (nr)</td>
<td>2.54</td>
<td>123.90</td>
<td>5.92</td>
<td>107.83</td>
</tr>
<tr>
<td>Gauss-Jordan (nr)</td>
<td>3.33</td>
<td>162.43</td>
<td>6.72</td>
<td>122.40</td>
</tr>
</tbody>
</table>
IV. CONCLUSION

Calculating the diffusion tensor D in DTI one has to take into account the impact of the numerical errors, occurring especially in the noise area. Computing time, if all aspects such as the time taken for the allocation of the memory and determining own values and vectors are taken into account, is of minor importance. The methods less affected by the numerical errors, differs in the execution time about 10%. The optimized algorithms will be implement in the B-matrix Spatial Distribution DTI (BSD-DTI) method using a spatial distribution of b-matrix.
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Abstract—Recent years can be characterized by the rapid increase of mobile device usage in people’s lives. Contemporary mobile devices are equipped with many sensors and have high computational and processing capabilities. In a crowdsourcing systems, mobile users participate constructively in specific information handling. Data collected by crowd of mobile devices and stored in a database may help offering new services such as operator’s radio quality evaluation and tracking of users.

In this paper, we focus on mobile positioning by clustering and interpolating data to match fingerprints to positions. Our method is trained during the offline phase and parameters are periodically updated to track possible changes in propagation environment.

I. INTRODUCTION

In recent years a new field of research in radio communication technologies was born taking benefit from wisdom of mobile crowds [1]. In crowdsourcing a large group of users or crowd participate in service gathering, enhancement or evaluation, information sharing and passing in a professional or a social network. Many crowdsourcing applications have been designed so far, and some of them require provision of location information, with different level of accuracy. The traditional way to retrieve mobile location is GPS positioning but its drawback is activating GPS on mobile phone which is power consuming and it does not work well in indoor environment. The actual challenge for crowdsourcing location based techniques, is how to estimate mobile position using only collected statistics and network parameters.

Our paper deals with mobile user location based on crowdsourcing data collected with the use of smartphones. Various techniques exist in literature, the most common is fingerprinting based positioning. Another positioning method is lateration technique, lateration technique depends mainly on propagation model which changes from one area to another, network parameters may also change: transmitted power, antenna parameters, the environment also may changes when there is a new buildings and new trees, some special events may also change model parameters.

Techniques that use mapping between fingerprints and mobile location were also studied and such methods as: \( k\)-nearest neighbors \( k\)-NN, neural network and support vector machine (SVM) were applied in order to approximate the location of mobile user [4].

In this work, we investigate the possibility of mobile position determination based on information collected from cellular networks and WLANs. The main idea is based on data clustering and multidimensional interpolation, the use of clustering is justified by the fact that similar fingerprints could exist in different locations, mobile devices sense and retrieve network information periodically, collected data are sent to a database, where received information is organized in tables and columns.

User’s position are sparse in outdoor environment and estimation of mobile position is a challenge. The proposed method takes into account the fact that equal fingerprints may occurs in different positions.

The remainder of the paper is organized as follows: in section II we described structure and pre-processing of collected data, in section III we presented the propagation model, related works are discussed in section IV. In section V we propose our method of crowdsourcing based terminal positioning. Performance evaluation and results are presented in section VI we finish by a conclusion and future works.

II. CROWDSOURCING DATA

A. System architecture and data structure

In crowdsourcing context, mobile applications data are collected by user devices and sent to a database. The overall architecture of the application is depicted in Fig. 1. Various data are collected related to the network parameters and also fingerprints, timestamps are also recorded. To summarize, the collected information covers:

1) Received signal strength (RSS) collected from 2G, 3G, 4G serving cells and WLAN access points (AP).
2) Cell and BS identifier (CID or BSID).
3) Primary scrambling code (PSC) or physical cell identity (PCI) for LTE.
4) Timestamp.
5) GPS coordinates.
6) RSS from neighboring cells and access points.

The reference static database contains information about cellular network parameters in the region of interest:
1) Cells in the region of interest.
2) Tilt and Azimuth angle of each cell for cellular technologies.
3) Antenna height and maximum gain.
4) GPS coordinates of a base station.
5) Frequencies.
6) Cell identifier.

B. Data pre-processing

Collected data are periodically sent by mobile phone to the database, user should activate the selected technology for measurement, sometimes there are missing or wrong information. The preprocessing phase is necessary to organize data into tables, each table contain measurements relative to a wireless technology (GSM, UMTS, LTE, WLAN).

Pre-processing phase is compulsory to delete rows with non-significant or missed measurements and to match measurement with the reference database. GPS information is needed in the training phase only. To solve the problem of UTM coordinates, we can refer to conversion method in [3] to use Cartesian coordinate system. For example lateration technique based on fingerprints data uses Euclidean distance.

III. PROPAGATION MODEL

We assume the log-distance shadowing model [5], [9] in most cases of outdoor scenario, spatial received power correlation is also considered [6]. Vector of received power $P$ from $K$ transmitters at a specific position $(x, y)$ is given by:

$$ P = \bar{P} + \alpha S(x, y) + \Gamma U $$

(1)

Where, $P$ is $K \times 1$ vector of received power at user side, $\bar{P} = P_{TX} + G_{TX}(\theta, \phi) - L_{feeder} - L_c - 20\log_{10}(f)$ is the received power at one meter from the transmitter, $G_{TX}$, $P_{TX}$ and $L$ are: antenna gain, transmitted power and feeder attenuation respectively, and:

$$ S(x, y) = \begin{bmatrix}
-10\log_{10}(d_1) \\
-10\log_{10}(d_2) \\
\vdots \\
-10\log_{10}(d_K)
\end{bmatrix} $$

(2)

is the vector of log of distance between location $X$ and each transmitter’s location, each element of the vector is given by: $d_i = \sqrt{(x - \alpha_i)^2 + (y - \beta_i)^2}$ for $i = 1 \ldots K$, where $(\alpha_i, \beta_i)$ is the position of transmitter $i$. $\Gamma$ is the result of Cholesky decomposition of the covariance matrix $R$ of the shadowing channel, $R$ is given by:

$$ R = \Gamma^T \Gamma $$

(3)

$U$ is a vector of normal distribution with mean zero and identity covariance matrix. Elements of $U$ are statistically independent. Many others models based on environment characteristics are reported in the literature. In our work, collected RSS at each user position are assumed to be the mean value of power in equation 1, $RSS = \bar{P} + \alpha S(x, y)$. Statistical properties of the shadowing model are not covered by this paper.

IV. RELATED WORKS

In outdoor scenario, received power depends on several parameters such as: network configuration, propagation environment, mobile orientation and user’s velocity, complexity of exploiting fingerprints information from crowdsourcing data increases when one or more parameters are missing or erroneous. lateration and radio map techniques assume knowledge of network parameters and also radio models. Many propagation models exist in literature, and choice of the right model depends on the environment. In many research works we assume shadowing model with known parameters such as propagation exponent and shadowing variance.

Geolocalization methods of mobile users range from geometrical approaches such as lateration techniques using Cartesian coordinates [8], time and angle of arrival at a given position, to data analysis approach using matching methods between fingerprints and associated positions:

1) Lateration based: In lateration technique, we assume the shadowing propagation model with known parameters, hence, we estimate the distance between current position and transmitter position, the number of received signals should be at least 3, by solving a set of $K$ linear equations, mobile position $X = (x, y)^T$ is estimated as:

$$ \hat{X} = (A^T A)^{-1} A^T b $$

(4)
Where, $A$ and $b$ are defined as:

$$A_{i,1} = 2(\alpha_i - \sum_{j=1}^{K} w_{i,j}\alpha_j)$$

$$A_{i,2} = 2(\beta_i - \sum_{j=1}^{K} w_{i,j}\beta_j)$$

$$b_i^{(1)} = (\alpha_i^2 + \beta_i^2) - \sum_{j=1}^{K} w_{i,j}(\alpha_j^2 + \beta_j^2)$$

$$b_i^{(2)} = \hat{d}_i^2 - \sum_{j=1}^{K} w_{i,j}\hat{d}_j^2$$

$$b_i = b_i^{(1)} - b_i^{(2)}$$

$$\sum_{j=1}^{K} w_{i,j} = 1$$

$$\hat{d}_i^2 = 10^{- \frac{P_i - P_{i,0}}{10}}$$

This method is known as linear least square (LLS) [7]. Weighting coefficients $w_{i,j}$ are set to $\frac{1}{K}$. Other techniques based on distance estimation such as nonlinear least square (NLS) and Differential RSS techniques are applied when information on transmitted power and antenna parameters is missing [9].

Geometrical method has some limitations because propagation channel is subject of fast and slow fluctuations that vary from location to another, hence affects positioning accuracy. It is possible to exploit the lateration method in the future in crowdsourcing concept.

2) Neural network based: Neural network is commonly used in pattern recognition in signal processing, in mobile positioning it is used to map received RSS vector of received power in a given position $X$ to a set of parameters or criteria.

3) Radio coverage map based: During planning phase of radio network, coverage and quality maps should be traced and stored in a database. Strength of the signal received by a mobile phone from nearby base stations is compared to reference points in the radio map. The reference points are usually organized into rectangular or hexagonal grids. This technique is not adapted to the variation of radio propagation channel and parameters changes.

Localization methods are evaluated based on accuracy and algorithmic complexity. When collected data are sparse in space, previous methods seem to be less accurate because there is not enough points to determine model parameters in each area and we may face the problem of appearance of the same fingerprints (SF) in different positions.

V. PROPOSED METHOD

In our proposed method we start by subdividing data into two sets, the first one used to perform data clustering using collected information and built up functions that fit well each cluster in order to overcome spatial data sparsity problem, the second set is used to perform tests. Fig. 2 summarizes our approach.

Many clustering techniques are used in literature, such as $k$-means, $c$-means, multimodal classification. First, we cluster collected data based on their CID or BSID, to guarantee that samples belong to one geographical area. Let $P_i$ be the vector of received power in a given position $X = (x, y)^T$, number of element in $P_i$ may change from position to another, depends on sensitivity of the mobile terminal. Clustering using cell identifier or base station identifier is an alternative to determine location area of mobile user, if we consider identifier of more than one cell, we can enhance precision.

After classification of user positions into small regions of interest, we will focus on data interpolation assuming compactness of input data in each cluster, clustering using both transmitter identifier and RSS may reduce the similar fingerprint problem and enhance then positioning accuracy. We look for function $f$ that fits well all points inside a specific class. For example in [7] interpolation using polynomial regression was applied. Our method assumes the use of radial basis function (RBF) with Gaussian kernel.

A. Data clustering

Clustering or data partitioning, is the way of grouping data based on some parameters or criteria, for example, received power, CID or BSID, frequency.
1) Network parameters based:

- Frequency: frequency of the received signal can give information about location of serving cell, if we know frequency plan of region of interest each cell is characterized by its frequencies, but frequency plan may change when needed, hence this method is not good from crowdsourcing point of view.
- Cell identifier or base station identifier: knowledge of CID/BSID increase location accuracy of mobile user, if we consider more than one signal we can approximate better the mobile position, generally, values of CID and BSID are fixed, CID/BSID is considered also as spatial clustering.
- The strongest signals: The number of received signal \( K \) in a given position may change from area to another, the RSS vector contains the power of the serving cell-transmitter and the candidate cells or the neighboring cell.

2) Fingerprint based clustering:

\[ k \text{-Means}: k \text{-Means is an unsupervised clustering algorithm taking as input multidimensional data and as input } N \text{ centroids. Each input fingerprint } P_i, \text{ power vector of received signal strength, is assigned to the cluster with center } C_j \text{ as:} \]

\[ C_j = \arg \min_{C_i} ||P_i - C_i||^2 \]  (6)

Cluster centers \( C_j \) are computed by iterative process, the new center of each cluster is the centroid of the old cluster.

Fuzzy \( C \)-Means: Is a modified version of \( K \)-means, was proposed by James Bezdek [11], where each sample may belong to a cluster with some membership degree, the mathematical formulation of FCM is given by:

\[
\begin{aligned}
\{ \underset{C_j}{\text{arg min}} & \sum_{i=1}^{M} \sum_{j=1}^{K} u_{ij}^m ||P_i - C_j||^2 \\
& \sum_{j=1}^{K} u_{ij} = 1 \\
& m > 1
\end{aligned}
\]  (7)

Optimization is performed using the differentiation with respect to \( U, C \) and \( \lambda_i \) of:

\[ \xi(U, C) = \sum_{i=1}^{M} \sum_{j=1}^{K} u_{ij}^m ||P_i - C_j||^2 - \sum_{i=1}^{M} \lambda_i \left( \sum_{j=1}^{K} u_{ij} - 1 \right) \]  (8)

\( \lambda_i \) are the Lagrangian multipliers relative to each condition, cluster centers and weights are computed using iterative algorithm.

B. Class definition

Each data class is represented by a vector \( V \) containing: the number of sensed signals \( K \), cell identifier CID/BSID and fingerprint centroid \( C_j \).

\[ V = \{ CID, K, C_j \} \]

CID may contain two or three identifiers of transmitters. From cellular network point of view, we know that location area with one \( CID \) vector, where more than two signals co-exists, are unique, but we can not generalize this assumption in cell’s borders. If we increase the number of identifiers that characterize one area, it is possible to reduce the cluster and hence enhance positioning accuracy. Before using interpolation, each measurement is assigned to its corresponding class \( V \), for more accuracy we can use more than one cell for CID clustering.

C. Multidimensional data interpolation

Multidimensional interpolation is a mathematical tool that fit some input data with dimension \( N \times K \) to output data with dimension \( N \times 2 \). Interpolation problem is equivalent to solving set of linear equations in order to determine parameters of interpolating function [12]. In positioning radial basis function was used for indoor localization in [13] where RSS fingerprints are fitted with corresponding positions, mathematical formulation of interpolation is given by:

\[
X : \mathbb{R}^K \rightarrow \mathbb{R}^2 
\]

\[
P \rightarrow f_k(P) \]  (9)

Where \( K \) is the number of detected signals by the receiver at a given position. \( P \) is the input vector and \( X \) the associated position. Interpolation by radial basis function (RBF) is given by:

\[
X = \sum_{i=1}^{N} W_i \phi_h(||P - P_i||) \]  (10)

Where \( \phi_h \) is a radial function, \( h \) a shape parameter, and \( W_i \) are \( 2 \times 1 \) weighting coefficients. To compute weight coefficients, it is necessary to train the network using fingerprints and associated locations.

We assume \( N \) input and output data \( (X_i, P_i) \), Equation 10 became:

\[
X_j = \sum_{i=1}^{N} W_i q_{i,j} \]  (11)

Where \( q_{i,j} = \phi_h(||P_j - P_i||) \), \( T_h \) is \( N \times N \)-symmetric matrix, and \( X \) is \( N \times 2 \) matrix. Equation 11 is equivalent to:

\[
W = Q_h^{-1} X \]  (12)

In the case where \( Q_h \) is singular matrix, we can modify the solution by introducing small value \( \epsilon \) as:

\[
W_h = (Q_h + \epsilon I)^{-1} X \]  (13)

This case occurs when there are the same fingerprints in one cluster. If we want to fix the number of basis functions in each cluster, the weight vector is given as:

\[
W = (Q_h^T Q_h)^{-1} Q_h^T X \]  (14)

Gaussian kernel function is used for data interpolation.

\[
\phi_h(r) = \exp \left( -\frac{(hr)^2}{2} \right) \]  (15)

Performance of RBF interpolation depends mainly on choice of \( h \), number of radial basis functions and also the choice of the radial norm.
D. Advantages and limitations of the proposed method

In the test phase, first we assign mobile to its cluster using one clustering technique, then, we estimate its position based on interpolation function.

In order to evaluate the accuracy of our method, we use two approaches: in the first one we compute the distance between from the estimated value of the position and a reference point, with nearest RSS vector. Let start by first order Taylor expansion of \( \phi_h(||P - P_i||) \) around \( P_j \):

\[
\phi_h(r_i) = \phi_h(r_{i,j}) - 2h^2(P - P_j)^T(P_j - P_i)\phi_h(r_{i,j}) \tag{16}
\]

Where \( P_j \) is the nearest neighbor to \( P \), \( r_i = ||P - P_i|| \) and \( r_{i,j} = ||P_j - P_i|| \). The distance between the nearest point with position \( X_j \) and test point with position \( X \), and using function interpolation of user’s position, is expressed as:

\[
d_{\text{RBF}} = 2h^2\sum_{i=1}^{N} W_i(P - P_j)^T(P_j - P_i)\phi_h(r_{i,j}) || \tag{17}
\]

The second level of evaluation is to check if CID cluster of the test point and the reference point are overlapping or not. If the two clusters are not overlapping, the estimation using RBF is wrong and we have to assign a position from the training set that have similar CIDs.

If the value of the distance \( d_{\text{RBF}} \) is low, and the test cluster overlap with the reference one, the RBF interpolation approximates well the position.

When receiving low numbers of signals from transmitters, the probability of getting SF increases. We conclude that interpolation is more efficient when the number of received signals is high in one hand, in the other hand, we need more sample data to get good approximation by interpolation when the dimension of the received signal is high. The number of collected identifiers may reduce the size of the cluster. Then in the training phase, when the number of samples is high within the cluster region, accuracy increases, otherwise, we cluster the data with lower number of cell identifiers.

Differences between global interpolation and interpolation within cluster are:

- Lower complexity for interpolation within a cluster and matrix inversion do not consume memory.
- Lower number of SF for cluster based interpolation, hence good fitting properties.
- Higher error in positioning for global interpolation with some probability different from zero.

Limitations of the proposed method are:

- Samples are sparse, to overcome this problem we need more measurements and more memory to store data.
- This method should be upgraded in order to track fluctuations of propagation channel, transmitted power and network’s parameters changes.

VI. PERFORMANCE EVALUATION

A. Measurement setup

The crowdsourcing system used for evaluation of the proposed approach consisted of application and database servers responsible for data storage and pre-processing, and a group of Android-based mobile devices. The test devices were equipped with dedicated mobile application running in the background and responsible for collecting of the measurement data during normal device operation. The background service is also responsible for communication with the application servers and periodic uploading of the measured data to the system database. The data were collected in the opportunistic manner, i.e. during everyday device usage by a group of test users, and using different devices. The range of data reported to the system covered strengths of the signals received by the device from surrounding radio access network transmitters (the set of parameters depends on the radio access technology as described in Section II) and from nearby Wi-Fi access points, as well as actual GPS-based position of the user.

B. Experimental results

During the initial tests of the system, the measured data were collected in the surroundings of Lodz University of Technology campus area using number of terminals. The locations of reference measurement points are shown in Fig. 3 and 4, measurements could be performed dependently or separately.
basis functions, the remaining 20% of RSS measurements are reserved to the test phase.

Fig. 5 shows cell identity pairs from collected data, in y-axis the identifier of the strongest cell or server and in x-axis the best neighbor cell, hence each point describe a set of fingerprints, more the number of fingerprints is more the accuracy we get. In cellular network, theoretically two CIDs are sufficient to characterize a compact location area because antennas are directive, in WLAN technology antennas are generally omni-directional and at least three received signals are required for area identification. It is possible also to cluster data using three or more best cells in order to identify a location area with some serving cells. Fingerprints associated to unique CID pair are collected together. Then RSS vectors are clustered based on their dimensionality, dimension $K$ of received RSS vary from 2 to 7.

Clustering using k-means or FCM will be applied only when the number of fingerprints in each fixed (CID, $K$) set is huge, the splitting of data into smaller clusters may reduce the complexity in the interpolation phase.

Table I shows the number of samples for each signal dimension. The fitting error increase with the number of existing SF pairs in the training sequence, it is obvious that for global fitting method the error is higher than for clustered method.

In total we have 416 pairs of cell identifiers (CID), retrieved from the collected data, an average number of fingerprints in a CID cluster equal to 348.4. In order to increase accuracy of location area, we can also use triplets of CIDs, in this case the size of the area will be further reduced.

When the number of fingerprints is between $Th_2 = 50$ and $Th_2 = 10$ for given pairs we use interpolation technique after CID clustering. When the number of fingerprints is higher than $Th_2$, we create new sub-clusters using $c$-means or FCM, then we use interpolation. Table II show the distribution of cluster’s size

<table>
<thead>
<tr>
<th>cluster size</th>
<th>201</th>
<th>143</th>
<th>72</th>
</tr>
</thead>
</table>

and 171 respectively: Clusters with sample size higher than

**Fig. 5. CID based clustering**

**Fig. 6. GSM clusters**

$Th_2$ are subdivided into subsets using $k$–means or FCM, further studies will be focused on how to tune thresholds and also in which case we should use one or the other of the clustering algorithm in order to get more accurate results.

After the clustering phase, we determine the interpolation function assigned to each cluster using RBF. We compare in the table III the fitting error between the proposed method and interpolation only method.

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>cluster based RBF</td>
</tr>
<tr>
<td>$8.9357 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Increasing the number of cell identifiers per each cluster may adds more accuracy comparing to the case when using only a pair of CI, but number of samples will be low and interpolation error will increase too.

From measurements we can notice that, a test point could be assigned a position in a different cluster while using global interpolation technique, as we discussed in the limits and advantages paragraph, we can detect this error and assign a new position to the test point based on CID only, in this case we may gain in terms of accuracy. Our method requires many measurements to train and extract associated parameters for each cluster, as we introduce the SF problem, we may also define the same position problem SP and how to solve it. In future we plan to consider such issues as network parameters.
tackling as a result of tilts modification, transmitted power and azimuth changes using correlation between measured information with its corresponding cluster. Crowdsourcing adds more consistency to positioning. In our method we add clustering using transmitter identifier with comparison to lateration techniques which based on propagation model, our approach is more realistic and can track possible changes that occurs in propagation channel. Lateration technique assumes knowledge of APs positions and also transmitter’s parameters. Our method can outperform also radio map based technique as many changes may happen in the network after the initial deployment.

Disadvantages of our method is the updating policy of the database. Any change of radio network parameters induces possible changes in received power, and old value of saved RSS will be useless.

VII. CONCLUSION AND FUTURE WORKS

This paper deals with crowdsourcing data analysis with special emphasis on localization. Statistical information from data collected by smartphone can be exploited for user localization, approach using techniques like lateration depends on propagation model and the model vary in space and time. We start our work by data partitioning into small or compact area using cell identifier of received signals, if the cardinality of partition is higher than a given threshold, associated RSS fingerprints are clustered into each region using k-means or c-means methods. Adding clustering may reduce the same fingerprint problem SF that can occur in radio propagation scenario. The second step of the training process was multidimensional interpolation using RBF with Gaussian kernel to estimate the user’s position. Clustering and interpolation increase positioning accuracy, in global interpolation method, the probability of similar measurement in two different locations increase with collected data, hence it is possible to get a bad estimate of the position, due to the channel fluctuation it is possible also to get two different fingerprints for the same position. The proposed method, can be updated each time positioning accuracy, in global interpolation method, it is possible also to store new sub area and update parameters of interpolation function. As future works, we focus to exploit more correlation techniques between fingerprints and transmitter’s identifiers and tracking techniques.
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Abstract—The article presents an innovative method for assessing performance of modular SDN controllers, focusing on test customization. The method was validated by construction of a testing framework that gives its users the opportunity to emulate various network traffic patterns by using arbitrarily chosen applications, rather than simulating workloads. The presented solution is more comprehensive than others available in contemporary SDN environments also because it that takes into account specific features of modular SDN controllers.

I. INTRODUCTION

Software Defined Networking (SDN) is a promising concept for computer networking. The main idea behind it is the separation of control and data planes. The control plane is moved to a logically centralized, software-based controller. However, as the scale of the application grows, the performance of a controller can become a bottleneck and appropriate techniques for controller scaling need to be employed. For example consider using hierarchical controllers [1], increasing the autonomy of data plane components [2], [3], distributing controllers [4] or elastic scaling [5]. It is also possible to use adaptation mechanisms utilized in SOA systems [6]. Another method - which is of focus for the article - is increasing controller’s performance by building upon the modularity offered by modern programming and runtime environments, such as Erlang.

Although there are works related to measuring the performance of monolithic SDN controllers, there is little research regarding modular ones. Therefore, this paper is focused on the development of a method and framework for assessing performance of modular SDN controllers. The framework also provides its users with means required to emulate various network traffic patterns. It was implemented upon open technologies, such as the LOOM Controller Framework [7], Mininet Cluster Edition1, and Open vSwitch (OVS)2.

The paper organization is as follows. Sections II and III overview the domain of the presented research, including research in the area of measuring performance of SDN controllers. The survey forms a base for choosing a testing approach and designing the framework architecture - both are presented in Section IV. Section V presents a proof-of-concept implementation of a testing environment and in this way demonstrates the options for customizing the framework to a practical use case. Moreover, it presents results gathered from a series of experiments and the conclusions that were drawn from them. The article ends with concluding remarks and acknowledgments, which form Sections VI and VII, respectively.

II. BACKGROUND

In SDN, forwarding logic no longer has to run on specific hardware built into the switches, routers or other networking devices. The control plane functions, implemented by a SDN controller, can be achieved in general purpose programming languages and run on regular servers. Thanks to that, control plane development is much more flexible, cheaper and faster.

To make user traffic reach its destinations, the control plane needs to communicate with data plane devices. Currently, the most popular protocol for control to data plane communication is OpenFlow, created and maintained by Open Networking Foundation3. The OpenFlow protocol allows to define simple actions (e.g. drop packets or send packets specific ports), but it is also possible to build more complex policies [8]. SDN and OpenFlow concepts can also be applied to PON networks [9], vehicular networks [10] or multimedia transmission over HTTP [11].

The research in the area of SDN results in many new concepts and technologies being developed. Traffic patterns for new applications can be highly distributed and can require extremely short response times [12], [13]. As the result, various solutions regarding network topologies have been proposed [14], [2]. However, there is no consistent framework that would facilitate early stage performance evaluation of SDN environments designed to host new applications. The framework presented in this article aims to fill the gap.

Because new control plane developments are typically implemented using open controllers and new data plane developments use virtual switches, this section overviews the respective categories.

Controllers. As SDN and OpenFlow gain popularity, many controllers appear on the market. In most cases, they are distributed as open source projects. Table I lists some of the

2http://openvswitch.org/
3https://www.opennetworking.org/
controllers along with their core technologies, the number of contributors and popularity indicators. The latter are expressed by the number of cloned repositories (table column Forks) and the number of people who found the project interesting (table column Stars). Based on this information (and on the last activity times) one can estimate the potential and size of a particular developing community.

<table>
<thead>
<tr>
<th>Name</th>
<th>Language</th>
<th>Devs</th>
<th>Stars</th>
<th>Forks</th>
<th>Last activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ryu</td>
<td>Python</td>
<td>60</td>
<td>457</td>
<td>339</td>
<td>recently</td>
</tr>
<tr>
<td>Floodlight</td>
<td>Java</td>
<td>58</td>
<td>313</td>
<td>323</td>
<td>recently</td>
</tr>
<tr>
<td>POX</td>
<td>Python</td>
<td>18</td>
<td>282</td>
<td>285</td>
<td>2 years ago</td>
</tr>
<tr>
<td>ONOS</td>
<td>Java</td>
<td>74</td>
<td>147</td>
<td>132</td>
<td>recently</td>
</tr>
<tr>
<td>Trema</td>
<td>Ruby</td>
<td>18</td>
<td>238</td>
<td>77</td>
<td>recently</td>
</tr>
<tr>
<td>OpenDaylight</td>
<td>Java</td>
<td>66</td>
<td>82</td>
<td>114</td>
<td>recently</td>
</tr>
<tr>
<td>NOX</td>
<td>C++</td>
<td>6</td>
<td>75</td>
<td>66</td>
<td>one year ago</td>
</tr>
<tr>
<td>OpenMed</td>
<td>C</td>
<td>2</td>
<td>18</td>
<td>8</td>
<td>recently</td>
</tr>
<tr>
<td>Beacon</td>
<td>Java</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>4 years ago</td>
</tr>
<tr>
<td>LOOM</td>
<td>Erlang</td>
<td>22</td>
<td>26</td>
<td>3</td>
<td>7 months ago</td>
</tr>
</tbody>
</table>

TABLE I: Popularity of OpenFlow controllers (based on GitHub data).

In many cases controllers are in fact entire SDN platforms (they are often referred to as monolithic controllers). They consist of many components which deliver rich functionalities to users, such as topology discovery or security analysis tools. OpenDaylight\(^4\), the leading production controller, is a representative of this group. On top of the controller developers write single, monolithic network applications. They use supported languages, APIs, and libraries provided by the framework, compile the entire platform and run the created application as a single process. Note however that an error in any part of the application can have adverse effects on the entire system.

Erlang community promises to deliver extensible, robust OpenFlow controllers based on the LOOM [7] framework. The main goal is to make the controller scalable and distributed (that is the main rationale for using Erlang virtual machine). LOOM has a modular and layered design. In control plane it consists of Network Execution and Application layers. LOOM-based controllers share core libraries, such as low-level library for encoding and decoding OpenFlow messages, an abstract interface to OpenFlow switches and a driver with a common base for OpenFlow controllers. LOOM developer creates a controller (specific to his needs) that can be later orchestrated by the network execution layer. Such approach clearly differs from monolithic controllers.

**Virtual switches.** When it comes to switches supporting OpenFlow, there are many hardware and software products on the market. However, from the perspective of early stage testing, software ones are the most important, because it is much easier to build test environment based on software switches (and larger environments can be prepared more easily). Moreover, because software switches often implement the latest version of the OpenFlow standard, new features can be used as soon as a reference implementation is available. Software switches are also widely used in production environment (e.g., VMware NSX [3]), so their evaluation is also valuable.

**Erlang community** (together with Infoblox and Erlang Solutions) is currently working on LINC-Switch\(^5\). It is run in operating system user space to facilitate usage flexibility and quick development. LINC-Switch is used as a simulator of an optical network, in one of Open Network Operating System (ONOS)\(^6\) controller use cases. LINCX\(^7\), which also comes from Erlang community, is a new, faster version of LINC-Switch.

In the presented framework we use "Open vSwitch" because of its popularity and implementation quality. The switch supports multiple protocols and network standards. Moreover, because OVS is integrated with Mininet\(^8\), it is easier to build test environment based on the switches distributed among multiple physical servers.

III. RELATED WORK

There are a few noteworthy research efforts in the area of measuring SDN controllers performance that can be leveraged by new ones, especially to identify the metrics to be measured and key test environment parameters. Shalimov et al. [15] measured latency, and throughput of controllers based on (1) the number of cores the controller uses, (2) the number of switches connected to the controller, and (3) the number of hosts in the network. For their tests, they created their own Haskell emulator of OpenFlow switches - hcprobe\(^9\).

Similar work [16], evaluates performance of two Java-based controllers: OpenDaylight and Floodlight. The authors used a cluster of hosts running Cbench\(^10\). The tool directly stresses a controller by sending OpenFlow Packet-In messages. Another study [17], describes metrics of ONOS, including Flow installation throughput. The metric shows a number of flow mods, which can be sent by the SDN control plane in response to requests coming from applications or network events.

While all the mentioned characteristics were studied using network emulators, authors of the [18] proposed a methodology that utilizes network virtualization. To interconnect virtualized hosts, Mininet was used. They evaluated performance, as the number of Packet-In messages (requesting installation of new flows), a controller can handle per second.

As an example of more structured and holistic approaches, consider IETF draft describing the methodology for reporting SDN controller performance [19]. The document touches three aspects, namely: the number of switch sessions a controller can handle, the network size (number of nodes, links, and hosts) a controller can discover, and forwarding table capacity.

---

\(^4\)https://www.opendaylight.org/
\(^5\)https://github.com/FlowForwarding/lincx
\(^6\)https://onosproject.org/
\(^7\)https://github.com/onosproject/ONOS
\(^8\)https://github.com/ARCCN/hcprobe
\(^9\)https://github.com/Infoblox/LINC-Switch
\(^10\)https://github.com/Infoblox/LINC-Switch

---
No performance tests are covering modular controllers (especially written in Erlang), although the authors of [15] mentioned that they examined FlowER, and it was not ready for evaluation under heavy workloads. Nonetheless, Erlang is designed to be used in the telecommunication industry and seems to be well suited for SDN use cases. Therefore, we decided to focus on controllers developed upon LOOM framework. To our best knowledge, this article is the first to present any results on Erlang SDN/OpenFlow controller performance testing.

Additionally, the presented framework aims to facilitate profiling of network topologies in context of specific applications (which generate specific traffic) by enabling the developer to define the virtual network topology to be constructed by the framework, and to deploy the applications in the network.

IV. ARCHITECTURE OF SOLUTION

Before starting to test performance of a SDN controller, it should be decided what to measure, and how to perform the measurements, i.e., what kind of environment to use to generate load against the controller, how to collect the data, and how to interpret it. This article proposes a method that follows a generic methodology consisting of the following steps:

1) Deciding upon testing objectives.
2) Building the test environment.
3) Configuring the test system.
4) Running tests and collecting data.
5) Interpreting the test results.

The following subsections refer to the steps in more detail.

A. Testing objectives

For measuring controllers performance two characteristics seem to be most important: latency and throughput. Latency describes an average amount of time that is needed to process a request. Although OpenFlow controllers have to be able to process various requests, those related to topology changes and new traffic flows are crucial. Regarding networking devices configuration, when a new traffic flow occurs, a controller has to handle Packet-In requests. Handling them, from a controller perspective, usually boils down to installing flow entries in the data plane device that originated the Packet-In, in order to instruct it what to do with packets belonging to the new flow. Note that latency in processing a Packet-In depends on the kind and context of a particular request, so the values measured can be different for particular application, network topology, etc.

Throughput is a metric describing how many requests a controller can handle, on average, in a given period. The requests related to receiving an unrecognized traffic flow may be sent simultaneously from multiple data plane devices to a single controller. Thus, this metric is sensitive to the characteristics of the network, i.e., its topology, number of switches and hosts, etc.

Regarding the controller itself, the following parameters affect its performance (i.e., both latency and throughput):

- number of cores used by the controller,
- the amount of memory used by the controller,
- the number of instances of the controller (if it can operate as a distributed system),
- workload distribution strategy.

The framework presented in the article provides means for building test environments that enable the user to manipulate all the mentioned variables and measure metrics including, but not limited to, latency and throughput.

B. Building the Test Environment

There are three generic approaches to building an environment that mimics a real network generating Packet-In messages:

- **Building an SDN network from hardware.** Testing a controller with a real network can provide most accurate results. On the other hand, the approach is expensive, not flexible, and not scaling well. Additionally, it is not easy to gather statistics from all the devices on the network.
- **Emulating an SDN network by using specialized software.** There are switch emulators designed for testing SDN networks, e.g., Cbench and Hcprobe, which offer easy configuration and automation of test scenarios. It is relatively easy to scale the environments based on emulators – it usually involves adding new servers/virtual machines with emulator instances. This approach has been used in evaluation of Network Management Systems [20]. Note however, that emulators are hard to synchronize across instances, making it more difficult to coordinate test scenarios, and to gather and analyze the results.
- **Using network virtualization to simulate an SDN network.** In this approach, a tool such as Mininet can be used to virtualize a complex network on hardware hosts by using Linux containers interconnected with software switches. Such a tool allows for easy automation, controlling traffic generation and gathering statistics.

The presented list is not exhaustive. It is easy to imagine an approach that combines all of the above. It is also possible to test scalability using discrete-event network simulator such as NS-2.

For the implementation of our framework, We chose virtualization-based approach because of the ease of test automation and low cost, we chose virtualization-based approach. Figure 1 presents essential components of a test environment that could be developed with the proposed test framework. It outlines three main modules, as well as the data channels between them.

The core elements of the Network Module are those related to network simulation: OpenFlow switches, hosts, and topology. To enable the user to reproduce arbitrarily designed topologies, the framework uses Mininet Cluster Edition, and Open vSwitch. The emulated network characteristics can be very close to what would be observed in production networks also because the Mininet hosts come with a full implementa-

11https://www.nsnam.org/
tion of OSI protocol stack, so arbitrarily chosen applications can be used for testing, and act as traffic generators.

Local Data Collector is a component responsible for collecting and persisting tests-related data, like traffic metrics or counters of OpenFlow messages sent by the switches (i.e., the load metrics). The Test Results Channel indicates the likely transfer of collected data to the Data Analysis Module. The Network Module Management and Configuration component's task to facilitate automatization of Network Module set up and its coordination with the Controller Module via the Test Management Channel.

The Controller Module module encapsulates the SDN/OpenFlow Framework and User SDN Application components, that together form a fully capable SDN controller, which is the System Under Test (SUT). Because the framework is intended to be used mainly with modular, Erlang-based SDN controllers, a natural choice was to leverage the LOOM framework as the basis for SUT implementations, so that custom controllers can be easily built into the framework. The Local Data Collector and Management and Configuration components have similar responsibilities as their counterparts from the Network Module. Similarly to the Network Module case, the Test Results Channel indicates the likely transfer of collected data to the Data Analysis Module.

The Data Analysis Module is related to data produced during the tests: gathering, parsing, presenting and interpreting information. Depending on a particular test scenario, this component could be placed either inside the environment (in the case of runtime analysis) or outside (in the case of offline analysis). Global Data Collector is a component that gathers all the metrics from other modules so that they can be processed further in a consistent way. Data Parsing and Data Visualization components are designed for presenting the data in readable formats. Data Interpretation denotes additional tools that facilitate interpretation processes. Data Analysis Module Management and Configuration component is intended for management and configuration of the data analysis process.

C. Configuring the Test System

The configuration of a test environment can result in changes of traffic patterns. The key network configuration parameters include number of switches, number of hosts per switch, topology, and deployed applications.

Regarding the controller, there are usually less parameters to change. However, changing the hardware specification (e.g., memory, CPU), setting some options at the controller level (e.g., the number of cores it can use) or choosing the controller system structure option (centralized, distributed) have to be considered.

D. Data Collection and Interpretation of Results

Metric probes (i.e., values read from a given metric) can be taken at different intervals, cover different time spans, and have various aggregation rules. For example, when measuring load as the number of Packet-In requests, one needs to decide on how often the value will be measured, what time it will cover (e.g., last 10 minutes), and how it will be aggregated (e.g., maximum, average). Those decisions have to be taken keeping in mind the planned test scenarios.

In the presented framework, the core of the component responsible for collecting test data is implemented by using the exometer package - it is run as a user application dependency in the same Erlang Virtual Machine. The package allows for instrumentation of Erlang code, so that data reflecting system performance can be exported to a variety of monitoring systems.

The following exometer metrics are implemented:

Application Packet-In Handle Time: histogram metric that captures elapsed time it takes for the SDN application (part of the SUT) to handle a single Packet-In request.

LOOM Packet-In Handle Time: similar as above, but time for the whole SUT (i.e., LOOM framework and SDN application) is captured.

Packet-In Count: counts Packet-In messages that are processed by the SDN application.
Packet-Out Count: counts Packet-Out messages that are sent out by the SDN application.

Flow-Mod Count: counts Flow-Mod messages sent out of the SDN application.

In order to make updates to the LOOM Packet-In Handle Time metric, the LOOM framework code had to be instrumented. In the proof of concept implementation it is assumed that each Packet-In message has a corresponding Packet-Out message. Based on that, each Packet-In message that arrives to the controller framework is marked with a timestamp just after being decoded. Then, the mark is copied into the corresponding Packet-Out message. When the message is about to be encoded before sending, the mark is retrieved and the metric value is computed. Note that such instrumentation would not be possible with closed controller code.

The value of Application Packet-In Handle Time is based on the same assumption. The first timestamp is made when a Packet-In message enters the application process, and the second when Packet-Out and possibly Flow-Mod messages are sent.

The presented set of metrics is not closed and can be extended by metrics specific for a particular controller. To make use of the metrics collected during a test run, appropriate subscriptions and reporters need to be configured. Each reporter reads values from a metric at given interval and writes them to a file. The values are then processed by the Data Analysis Module. Depending on test scenarios’ specifics, data can be analyzed (and, e.g., visualized) at run time or saved for later reference.

V. FRAMEWORK EVALUATION

In order to prove the framework usability and test whether it fulfills the requirements, a learning switch application was developed. The switch (called later LOOM Switch), was built upon the LOOM Framework. Together with the framework it formed a simple, but fully functional, SDN controller. The basic design decisions regarding the LOOM Switch were as follows:

1) There is no topology detection service: LOOM Switch fills in the forwarding tables based on the standard MAC addresses learning algorithm.

2) There is exactly one forwarding table (FT) for each data plane switch connected to the controller.

3) A packet that does not match any of the flow table entries is buffered in the data plane switch and its portion is sent to the controller using a Packet-In message.

4) At most one flow table entry is installed in the data plane switch that sent a Packet-In message.

5) Flow tables of other data plane switches are not changed.

Figure 2 depicts an example test setup. It demonstrates how the most important parts of the test environment are related to each other. Thick solid lines represent network links. Arrows show OpenFlow channels, connecting each of the switches to the LOOM Switch controller. Test management and data collection components were omitted for clarity.

In the case of process per switch deployment, each forwarding table (implemented as a hash map) is associated with

The network used for proof-of-concept testing was built from a number of switches that formed a linear topology, each of which had an even number of hosts attached. Network traffic was generated by a simple application called Pair, that was deployed on Mininet hosts. The application was sending out a UDP datagram to a random counterpart, receiving a reply, changing its configuration (including MAC address) and flushing its ARP table. Such an application provided an evenly distributed, constant load during the test runs.

A. Testing scenarios

Because Erlang is a highly concurrent functional language, and the presented framework supports the specifics of Erlang LOOM, it was a natural choice to evaluate two options of LOOM Switch deployment. In the first, called later regular, a single Erlang process handled requests coming from all the switches. In the second, called later process per switch, each switch had its dedicated process. The intention was to compare performance offered by the deployment options.

Figure 3 shows the LOOM Switch deployment architectures from the perspective of Erlang processes, for LOOM Switch application instance that serves 3 switches. The dashed arrows in the figure represent invocations of LOOM Switch callbacks from the LOOM framework.
a separate Erlang process. In the regular deployment case, all the tables are accessed from one process. Regardless of the deployment option, LOOM Switch uses a single process for asynchronously handling metrics (LS Metrics) and for sending messages to the switches via LOOM Send API.

B. Experimental results

We conducted framework proof-of-concept tests for configurations in which the controller (i.e., LOOM Switch) used 2, 4 or 8 cores. As a representative test case, we chose the results gathered for 4 cores serving the LOOM Switch, run in the process per switch deployment option.

Figures 4a, 4b, 4c and 4d contain plots with metrics obtained during respective test runs. Each graph is labeled with \((X, Y)\), where \(X\) is a number of switches in the (linear) topology and \(Y\) is a number of hosts per switch. The overall number of hosts (240) was constant across all the test runs, and the same number of traffic generator (i.e., Pair) instances was used, so the performance was expected to be dependent only on the deployment option and the number of switches used. Note that the same number of hosts and conversations resulted in different loads in terms of Packet-In requests due to the assumptions regarding LOOM Switch and the varying number of data plane switches in the topology.

The following metrics are presented:

- **Application Packet-In Handle Time**, i.e., SDN application (part of the controller) latency, called later LS Time.
- **LOOM Packet-In Handle Time**, i.e., SDN controller latency, called later LOOM Time.

The collected values correspond to a 20 minute period of a stable load. To get a time frame in which the load is stable, the measurement was started after 15 minutes of test execution. The values were sampled every minute.

The difference in values of LS Time and LOOM Time is quite impressive. Average LS Time values, indicating the time it takes LOOM Switch to handle a request are becoming lower and less significant in relation to LOOM Time, which represents the overall time needed to serve a request by the controller (which consists of the LOOM Switch and the LOOM framework). In percentages, they take 38.7\%, 9.8\%, 1.7\%, and 0.6\% of LOOM Time, respectively.

The phenomenon of decreasing values of LS Time metric can be explained as follows. In the process per switch deployment option, computations related to switching decisions are spread across the available cores, because each switch is served by a separate process. Along with the increase of Packet-In messages rate the LOOM framework gets overloaded and slower in serving requests, in comparison to the LOOM Switch application. As a result, as the framework needs more time to process the messages, and they are delivered at a lower pace to the LOOM Switch. Consequently, a message spends less time being processed by LOOM Switch, because it is able to process it instantly, since a major part of the messages is buffered (and stuck) in the framework.

C. Comparison of deployment options

In the presented test case of process per switch, four cores deployment scenario, the LOOM framework was observed to be a bottleneck. As presented in section V-B, the LS Time constituted only a few percent of the whole LOOM Time, which clearly denotes that the Packet-In messages were stuck in the framework. The highest load measured was about 228000 Packet-Ins per minute with average times of 3 ms and 572 ms for LS Time and LOOM Time metrics, respectively.

Similar values of LOOM Time (580 ms) were observed in case of the regular deployment for the load of 73000 Packet-Ins per minute. In that case, the values of LS Time and LOOM Time metrics were almost equal, indicating that most of the processing time was consumed by the LOOM Switch application. Its pace of serving requests was significantly slower than the pace of request delivery performed by the LOOM framework.

From the results gathered from two test sets for the two LOOM Switch deployment options, it is clear that the way of deploying a modular SDN controller has a tremendous impact on its performance. The same hardware configuration, 4 cores per controller, yielded about three times better processing capability in the process per switch case than in the regular one while offering the same processing time. Note that the processing time values cannot be directly compared with results presented in other articles, because it was measured for the maximum number of Packet-In messages that the controller was able to process. As shown in [5], the processing time grows rapidly after exceeding a certain threshold, mainly due to request queuing.

In the following section, we present an experiment that was conducted to check whether adding more cores to the LOOM controller improved the situation, i.e., lowered the processing time for the maximum load identified for 4 cores.

D. Scalability Test for Process Per Switch Deployment

Figure 5 presents a plot for the tested controller running in the process per switch mode, that depicts the relation between controller performance and the number of cores available for the schedulers. The plot was created based on experiments conducted on the same topologies that were used for comparing deployment options. Each test scenario (denoted \((X,Y)\) on the X axis) has three values for three corresponding controller configurations that vary only in the number of used cores. Each point represents an average value of the LOOM Time metric measured in a given test scenario and controller configuration. Note that the experiment was conducted under heavy load (228000 Packet-In messages per minute processed), which proved to be the limit of processing capability of the tested controller running on 4 cores.

The most important conclusion from comparing the results depicted in figure 5, is that while switching from 2 cores to 4 gives a significant increase in performance in all test scenarios, such situation does not happen when doubling the number of cores again, from 4 to 8. In the case of 5 schedulers the controller performed even a bit worse. As a consequence, it
should be stated that the bottleneck (for 8 cores) does not result from insufficient computing power, but rather from the LOOM framework implementation.

The reason that LOOM running LOOM Switch in the discussed deployment option scales well only up to the certain point (to 4 cores given the presented results), may be related to locks. Some processes in LOOM may be acquiring the same lock. The more cores available to the system, the more processes can execute simultaneously. As a result, there could be more failed attempts to acquire a particular lock. Of course, there could be other potential reasons but checking the locks seems to be a good starting point in searching for an explanation.

VI. CONCLUSIONS

In the article, we presented our research on the development of an innovative framework for measuring the performance of SDN controllers. As a part of the presented research, we built a test environment to evaluate the framework practically by testing specific features of modular SDN controllers. The presented results are promising, and form a good base for further development and analysis. We plan to extend our environment with different traffic generators to emulate various application workloads (e.g. multimedia sessions, big data processing). It will allow measuring performance of SDN controllers in real scenarios, with real applications and with different traffic conditions.

The framework presented in this article is designed for assessing various network topologies, and controller deployments, with arbitrarily chosen applications generating network traffic. Such a tool is needed, e.g., for early stage testing of a new network-intensive application that creates network traffic with certain characteristics. Using the framework presented in the article one can define both the network topology and traffic patterns that run on top of it as well and observe the effects of modifying multiple attributes on the performance of the controller.
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Abstract—Malware evaluation is a key factor in security. It supposed to be safe and accurate. The contemporary malware is very sophisticated. Usually it uses complex distributed infrastructure an investigation of which is a very challenging task. In the paper, the development of the testbeds toward malware and its infrastructure evaluation is presented. Based on the real-life experience with the subsequent CryptoWall generations analysis, the MESS evaluation system is introduced. A rich set of analytical results is discussed. A new methods of visualization for malware artefacts analysis are given.

I. INTRODUCTION

In the last decade the main motive of attackers’ actions was associated with money. In the previous years the most precious treasures were credit cards numbers or data used for accessing to e-banking systems. However, it is worth mentioning that reaction to these threats from financial organizations made such attacks harder. From the last few years, more and more popular are attacks that lock victim’s computers and demand some ransom for enabling access to the infected machines. Due to a ransom request, any malware used during these attacks is called ransomware. Reports prepared by antivirus companies show a huge increase in this kind of attacks in the last two years. For example, McAfee shows that only in the first quarter of the 2015 year, the number of observed ransomware samples rose by 165% [1]. Symantec shows even more horrifying data - accordingly to its report number of ransomware which encrypts files in the hard drive rise almost 45 times, from 8274 samples observed in 2013 to the 373342 in 2014 [2].

At the end of March 2015 our security group had to clean-up an infected machine in the Institute of Computer Science. That malware sample (CryptoWall 3.0) was then examined using dynamic analysis. Performed analysis revealed very interesting behavior concerning the network activity of the ransomware. After the infection the sample contacts attacker’s Command and Control server using a list of prior infected Web servers. We called this kind of a Web server a CryptoWall proxy. What should be emphasized, these servers are innocent victims, too. Analysis of few more CryptoWall samples showed that these lists of proxies contain many infected servers, and these lists are centrally managed by attackers. Detailed description of this network activity and results from its initial analysis can be found in [4].

During continuation of research many samples of CryptoWall family were soon gathered. Manual analysis of all samples soon became almost impossible. So, the ARTA system (Automatic Ransomware Traffic Analyzer) was develop and deployed. It consists of several modules. The ARTA has a dedicated subnet with a set of HoneyPots and a DNS redirecting the whole traffic to these HoneyPots. The malware sample is executed within the dynamic evaluation system Maltester (see [4]). Moreover, the whole system is remotely controlled with dedicated the Web application. Results and practical experience gathered with ARTA is presented in [9].

The advantages of using ARTA are really great. However, two things are missing (even if the lack of their presence should not be considered as drawbacks). First of all, in ARTA, the whole network traffic was enclosed within the HoneyPots. It is a safe solution and allows to identify the basic (i.e. initial) communication made by the malware. However, there is no further knowledge about the liveness of external parts of malware infrastructure (i.e. nodes it tries to communicate with). Also subsequent communication of the sample is not known (due to limitations of HoneyPots). Secondly, the Maltester is not designed to provide information about detailed actions taken by the sample within the target system. Maltester allows sample execution and comparison of system state only after the sample evaluation is finished. It is an environment for evaluation of malware in a Xen-based virtualized host by state comparison (only network traffic is monitored on-line from the outside).

There are some ready-to-go solutions, like Cuckoo Sandbox [10] - due to its popularity and availability it is common to meet malware samples that detect being executed in environment like this. Another popular system, Anubis (exposed as a service in web application) is no longer available as its developers has created their own company with malware analysis services. That is why it is important to build own solutions. Moreover, as the malware dynamically evolve, the evaluation infrastructure must be open for fast developing. So, we decided to develop and implement our own solutions.

In this paper we present the Malware Evaluation Support System - MESS - an environment based on Hyper-V virtualization that uses on-line, on-site monitoring of the malware activity. Comparing to Maltester, it delivers not only information about changes made by the malware but also how the execution proceeds. One of the main advantage on
MESS is the ability to remotely control the analysis process including the security settings of the network traffic. This capability was used in long-term experiment with the rich set of Cryptowall ransomware samples. One of the goals was to identify and observe the life-cycle of the so-called proxy servers being a vital part of the Cryptowall infrastructure. For the analysis we also propose a graph-based method that, in our opinion, facilitates identification of the most interesting artefacts of malware infrastructure. In the paper the MESS test-bed, methodology and results of different kinds of analysis are presented.

In the next section the basic differences between different kinds of malware analysis are discussed. Section III generally presents the most contemporary malware type - ransomware. In more detail the behavior of a CryptoWall family ransomware is described. Then, the insights into the MESS test-bed are given in section IV followed by the description of experiments automation (section V). The paper presents the obtained results in section VI.

II. MALWARE ANALYSIS PROBLEMS

Analysis of malware can be conducted in several ways. First of all, statically - with the analysis of the de-assembled/decompiled code. Generally, such analysis can be very effective. However, in the case of malicious software it can be challenging or even impossible: to cheat anti-virus scanners and to obstruct such analysis, the malware usually implements several obfuscating techniques [5], [6], [7]. For example, some techniques introduce dynamic code modifications (upon execution - decryption using XOR or ROT13 on some code blocks, garbage instructions overwritten with NOPs, return statements without previous calls).

In dynamic analysis, the black-box model is assumed - the examined application is analyzed through its behavior. Such analysis requires malware execution along with some dedicated monitoring utilities [6]. Gathered logs are then used to investigate actions taken by the malicious code on the host. Here, two main problems arise: how to safely execute malicious software and how to identify malicious behavior. Virtualization may address the problem of malware sandboxing. Another advantage is scalability - different malware samples can be examined in parallel and the guest system can be efficiently prepared for the evaluation using snapshot for state recovery. On the other hand, there is a risk of virtualization hypervisor disclosure [7]. One of the simplest way to identify virtualization is to check if the hard disk contains any user activity related files (e.g. changed desktop background, web browser temporary files). More sophisticated one is checking in the system registry for CPU information and verification of the number of threads with the declared by the CPU manufacture.

Creating an environment for malware evaluation a key issue is to assure security of other IT resources in the neighborhood. As the contemporary malware often requires Internet connection to be fully operable, the connectivity limitations may also significantly limit the analysis (e.g. unavailability of command-and-control servers, downloading of other malware). At the same time it is obvious that during our experiments we would like to protect our infrastructure as well as limit possible attacks made by the executed malware. So, in particular, the ports 25 and 587 should be blocked to not allow spamming over the Internet.

Dynamic analysis can be made on-line - the malware execution is monitored while its execution - or off-line - the analysis is based on the comparison of the system state before and after the execution.

In the second case, the analysis is mainly focused on changes in the file-system and system registry (i.e. new, deleted, renamed files and directories, registry entries). The main advantage is low probability of analysis disclosure but the temporal analysis is very limited. In fact, only the network traffic can be analyzed in details as it can be gathered from the outside of the host.

The most detailed information can be collected with the real-time monitoring of malware execution on the host itself. In this case the probability of monitoring disclosure by the malware is very high. Especially using debuggers can be easily identified - it interfere with the execution much more than other monitoring utilities [5], [7], [8].

III. CRYPTO WALL FAMILY RANSOMWARE

The first generation of ransomware only locks access to the computer, preventing logging to the machine. For many skilled users these threats can be easily overcome. In the most severe cases full system reinstallation is needed. However, all user’s data stored in the infected machine can be restored. Due to this fact, shortly, a second generation of ransomware become popular which works in more hostile fashion.

In its second generation the malware encrypts various types of files associated with user precious data generated by, for example, word processors, spreadsheets or games - yes, some ransomware encrypts games’ saves files. As in most cases the ransomware uses modern encryption algorithms, like AES (Advance Encryption System), the decryption without the key is almost impossible. The first malware of this generation utilized symmetric-key algorithms, which use the same key for encryption as well as for decryption. In effect, this key could be extracted from its poor implementation (key was not deleted after encryption of the whole data) or during its transfer from the victim’s machine to the attacker.

The one of the most sophisticated ransomware family is called CryptoWall which uses an asymmetric-key encryption algorithm. Such algorithm uses two separate keys: public - used for encryption and private - used for decryption. In this situation both keys are generated somewhere in the Internet and only the public key used for encryption of users’ data is transferred to the infected machine. Private key used for decryption never appears in the victims’ machine. Considering that this malware uses 2048 bit RSA asymmetric-key algorithm, decryption of victim’s data without the private key is unfortunately impossible. Detailed analysis of various ransomware families can be found in [3].
The CryptoWall family, due to utilization of asymmetric cryptography, was one of the most sophisticated ransomware in the 2015 year. Usage of this type of cipher has big advantage in contrast to previous ransomware families that utilize symmetric cryptography - the key required for decryption is not present in infected machine at any moment of ransomware activity. However, the one disadvantage of this approach is a need of contact between a victim and an attacker’s command and control server, which generates asymmetric key pair and provides a public key used for data encryption.

At the end of January 2015 a new version was observed - CryptoWall 3.0. This version uses infected web servers for hosting proxy script that hinder the location of attackers’ command and control server. Detailed description of used communication protocol was presented in [4]. Fig. 1 presents CryptoWall infrastructure.

At the beginning of November 2015, the CryptoWall 4.0 came out. Despite the similar protocol (at first glance), we failed to decrypt its communication for more than a month. Fortunately, due to attackers’ mistake, at 6th of December, one of the proxy servers, instead of the execution of the malicious proxy script, was sending its copy. Analysis of the script source code revealed that (in comparison to the previous versions) it has new four lines of code. This part of the code removes some random bytes added by the attacker at the beginning of the encrypted data (within the communication protocol). Probably, this change is introduced for hindering CryptoWall 4.0 activity from detection by Intrusion Detection System. The previous version uses messages that have almost the same length in particular communication phase during communication with proxy. Analysis of decrypted messages revealed a second change in comparison to the CryptoWall 3.0 - the protocol used is simplified. Instead of five transmissions, CryptoWall 4.0 exchanges only three. Decrypted communication of this CryptoWall version is presented in the Fig. 2.

The first transmission (message exchange) informs the attacker that a new machine is infected. This message contains the message of type one (see the first number in sent request - red color), the name of the used campaign (e.g. crypt13001 - see Fig. 2), the machine unique identifier and the encoded description of Windows operating system version. The next transmission (message with the type of 7) is responsible for downloading the public key and the personalized image presented to the victim. The last transmission confirms reception of all the data needed for the encryption process.

IV. MALWARE EVALUATION SUPPORT SYSTEM

Malware Evaluation Support System (called MESS later on) is a system toward dynamic monitoring in real-time of malware sample execution. Contrary to Maltester, the data collection is made on-the-target machine during the runtime.

A. MESS architecture

It consists of several components, as depicted in Fig. 3:

- Executor - responsible for malware sample execution and on-site monitoring tools. It resides on a target system on which the malware sample is executed - a virtual machine VMx
- NAT/Firewall - responsible for recording and filtering the network traffic to and from the Executor systems from/to the Internet
- Controller - responsible for coordinating the whole MESS infrastructure and interaction with the user
- Supervisor - responsible for controlling the Executors through the hypervisor management API.

All these components can be located on a single physical machine or on multiple virtualization servers. In the first, simplest scenario, the Controller and the NAT/Firewall can be located on a single virtual machine along with a set of Executor - separated virtual machines.

The Supervisor (in order to manage the virtual machines) has to be located within the physical host system. In more complex infrastructure (as in Fig. 3) MESS scales-up with the number of physical virtualizators (each requires its own Supervisor) and their virtualization capabilities (on each physical virtualization host a set of virtual machines VM1-VMx with the Executors can be used in parallel). Theoretically, MESS can utilize several different hypervisors (if a proper Supervisor component is available), however, at the moment only Microsoft Hyper-V is supported.

Within the MESS three networks are defined. The NAT/Firewall machine has to have three network interfaces. The first one is connected to the Internet. The second one serves as a communication channel with the Controller. The third one
serves the Internet connectivity for the target virtual machines with the Executors. However, due to security restrictions, that network is filtered. Executor’s machine is not allowed to communicate with local network as well as with physical LAN (university network in our case). As some ports are commonly used to spread malware (e.g. through automatically sent spam) these ports are also disabled (e.g. 25, 587). During the analysis the settings of the firewall can be changed.

B. Usage scenarios

Typical usage scenario consists of several steps. First of all, a malware sample has to be executed within specially crafted virtual machine. That means, that a set of user-level applications with typical vulnerabilities and a desired set of operating system updates should be installed. A set of system services should be running as well as some user-level emulators (to emulate users’ activity). After preparation of such environment, the virtual machine should be frozen in the snapshot. Later on, it will be rolled back to this state before each sample analysis.

A user has to choose at which target system snapshot he wants to conduct the analysis, as well as the malware sample and its filename at which it should be saved in the target machine. He can also pass a set of tools and scripts (in PowerShell) to be executed upon:

- before actual sample execution - some additional preparation tasks
- before restart of the virtual machine - sometimes an analysis might require to restart the machine
- before the end of the analysis - before the gathered results of monitoring utilities are prepared for sending to the user

If the chosen virtual machine is ready, the Supervisor rolls its state to the one saved in the chosen snapshot and runs it. Then, all the informations (scripts, additional monitoring tools are the malware sample) are transferred to the Executor component on the target machine. The monitoring tools are started and finally, the sample is executed - the actual analysis begins. During the analysis any user actions are not required, however, the user may request target machine restart, can interact with the target system (e.g. with remote desktop or console) or preview the network activity. The option to restart the machine is MESS unique feature. Some malware samples, do not start the main activity during the first execution - they just setup itself within the system. In such case, the system has to be restarted to observe the malware. In MESS, the target system will continue the analysis after such restart.

The sample analysis can end in several ways. In normal scenario the MESS is requested to stop the analysis. Then, the Executor on the target system stops the monitoring tools, executed proper user-defined scripts and the results (from embedded monitoring tools as well as the user’s) are provided to the MESS as a ZIP file. That file is downloaded by the MESS and sent to the user. After this step, the target virtual machine is stopped and rolled back to its initial state, and ready for the next analysis. Sometimes the user may be not interesting in the results or some unusual circumstances occur (e.g. the sample become a part of DDoS attack or do other unpredicted actions). Then, the analysis is interrupted without result preparation and downloading.

By default, MESS uses Process Monitor tool from the Windows Sysinternals suite to register all the actions made by the sample [11]. It can trace events like system registry accesses (reads, writes of keys and values), filesystem operations and thread/process management. Moreover, the tool provides a rich GUI functionality for further data analysis in off-line. For dumping the network traffic, the Wireshark is used directly on the target system. However, the whole traffic can also be registered on the NAT/Firewall machine.

C. Component integration

Communication between MESS components is implemented with REST approach and XMLRPC protocols (both using HTTP beneath). The REST (Representational State Transfer) is used between the Supervisor(s) and the Controller. It was chosen because of its simplicity, very simple implementation on both, the client and the server side. Moreover it is independent to the implementation technology. It is very important aspect, as the Supervisors (as mentioned earlier) can be located on different kind of operating systems and environments.

Communication between the Controller and the Executors is implemented with XMLRPC (XML Remote Procedure Call). Functionally, it allows to implement remote-like procedure calls. All the parameters and results (even collections or binary files) are passed between the client and server sides very
convenient way. The external interface Controller (from the user side) is also implemented with XMLRPC. Thanks to that, the MESS can be easily integrated with external management systems or scripts.

In order to implement these quite complex tasks, the MESS components consists of subcomponents. For example, the Executor consists of a dedicated system service for keeping the analysis context between system restarts, HTTP service to provide convenient way of analysis result downloading and user-level application for sample startup.

D. Remarks

After several months we gained a lot of experience in using MESS. One of the biggest challenge is to properly prepare the target system environment and trim the monitoring tools. From the one side, the one is interesting in many details of the actions taking place but most of them are not anyhow related to the analysed malware activity. The target system or user-related applications may generate a lot of actions, because, for instance, automatic update services, background tasks etc. It has to be stressed that the Process Monitor can provide very rich set of data. That is great, but the result file might be huge. The proper filter may significantly limit the size of gathered data. We faced these problems as we missed (by oversight) that the Opera browser within the target system was left in the snapshot in the state just before the update. In effect, soon after each analysis, the Opera was starting update downloading and installation. That introduced additional traffic (ca. 40MB) and a lot of system actions (registry and filesystem related).

To properly conduct an analysis the target system should be evaluated in different configurations. Using only updated system might be "too good" for the analysed malware. On the other side, using "too old" version of the system (like WindowsXP, or very outdated version) might be useless (unusual configuration) or suspicious for the malware sample (see section II).

As the MESS utilize Hyper-V technology, there is a risk that the malware sample will detect the presence of the hypervisor. Typically, such sample simply terminates the execution without any malicious actions. Generally, we have met such situation only for a few samples. Only one sample has detected Hyper-V. It was stressfully analyzed in Maltester then. The other sample has detected the Xen hypervisor of Maltester. In this particular case, the sample executed in MESS, after some operations suggesting hypervisor detection procedure, failed to detect Hyper-V and was successfully analysed. These cases proves that both solutions are complementary.

V. EXPERIMENT AUTOMATION

Manual analysis of each available sample in attempt to retrieve all active servers utilized by it proves to be tiresome and time consuming process. Fortunately preliminary results of manual analysis helped developing tools which used available experiment environment capabilities to automate the process.

Algorithm 1 briefly presents automated experiment procedure. For clarity timeouts calculation and detection in lines 5 and 9 are not shown. Algorithm contains single procedure, repeated for each malware sample. Each sample is analyzed as long as it tries to connect to new servers. During preliminary analysis of malware it was detected that CryptoWall communicates with its servers in semi-random order. It starts to repeat that order after three attempts to connect to each server. That lead to condition used to detect completeness of the sample analysis (line 5). To mitigate potential transient communication problems, configurable timeouts where also applied in that condition, forcing the timed out experiment to be repeated for the given sample. To ensure high quality of gathered data, each active server was detected using separate execution of the sample in the controlled environment (line 6). After executing sample, experiment controller was monitoring network communication for occurrence of incoming malware server response or until some timeout passed (line 9). If response from server was received, it was added to the experiment results, and communication with IP address of that server was blocked for future experiments with the same sample, forcing that sample to try to stimulate another server (lines 10-13). Nevertheless reason for stopping sample run (line 9), all malware requests sent by this sample were gathered (lines 14-18) and used for experiment completeness condition (line 9). For next sample run, all network traffic blocks were lifted (line 4). Procedures used for detection of malware requests and responses were prepared during manual analysis.

VI. CRYPTO WALL INFRASTRUCTURE ANALYSIS

As was described in the section III, communication to hinder detection infected machine connects to the command and control server via so called proxy servers. These servers are
hacked by the attacker and special proxy script was installed into web server. To raise the chance that an infected machine successfully download public key, each sample of CryptoWall malware contains hard-coded list of multiple proxy servers. The sample tries to connect in a sequence at the beginning of the infection. Our initial analysis reveals that various samples have the same list of proxy servers. Due to this fact we decided to cluster analyzed samples using proxy list as unique group identifier. Our analysis concerns almost 360 samples taken from openly available sources:

- blog.malware-traffic-analysis.net
- malwr.com
- reverse.it services

To manage the collected samples during our research, they can be additionally tagged (beside a number) to be easily identified (cw3-Feb - for a sample of CryptoWall 3.0 obtained in February, cw3-Mar, etc.).

The samples use 59 unique proxy lists; average proxy list contains almost 40 unique URL, however maximal observed number of URL was 70. During our research we detect more than 2000 unique URLs, hosted in 1945 domains. Detailed analysis concerning domains and addresses is presented later in this chapter. Initial analysis of gathered data was performed with the help of graph theory. Data is used for generation of graphs, which represent connections between proxy lists and used domains. In the constructed graph two types of vertexes are introduced - blue and green. The blue vertexes represent name of proxy list. The green vertexes represent domains. Connection between vertexes indicates that this particular proxy list contains URL which is provided by server in this domain. Analysis of constructed graphs can reveal interesting patterns rapidly and help the person, who is performing analysis of gathered data. Analysis of samples from the beginning of the 2015 shows, that each new proxy list uses completely independent set of domains. Plotted graphs from this period are rather simple, especially in comparison to more complex plots from the end of the year. Fig. 4 presents sample graph of this type, in our security team called "flower".

However, from the middle of the 2015 year we started to observe more connections between various proxy lists. Sample graph of this type is presented in the Fig. 5.

As can be seen in the presented image there are many domains which are associated with two or even with three distinct proxy lists. What is interesting, some domains are used both for samples of CryptoWall version 3.0 and 4.0. This is an evidence that this malware is operated by one group of attackers. Moreover, in our opinion this reuse of domains can be sign that attackers have some problems with hacking or buying new machines, which hosts proxy script for various complains. Additionally, due to vast amount of data, rapid finding of interesting domains which should be investigated in the first row is very important. For this purpose graphs constructed in this fashion, can be beneficial, too. The most interesting domains are those, which connects two or more proxy lists. Shouting down such proxies we can eliminate the broadest spectrum of malware. These domains can be easily automatically found, they are a green vertexes which degree value is greater than one. Additionally to the static analysis of all domain contained in each malware sample, we performed analysis which reveals information how many proxy servers in given instant provides access to the command and control servers. Accordingly to generally published information infected servers are easily detected and rapidly shut down by administrators. Our research confirms the first part of this statement. Unfortunately, we cannot agree with its second part. The most long lived proxy server observed during our research, allows access for victims to the C&C server for 11 weeks and 1 day. What is alarming, such servers are common. Fig. 6 presents how many servers in given proxy servers list associated with for CryptoWall 3.0 still allows access to the attackers C&C.

We executed samples in controlled environment, provided by the Maltester and MESS dynamic analysis systems. After successful reception of the public key form the C&C server we marked this server as alive, block its IP address in firewall and execute another analysis. Due to manual method we could perform no more than one check of given proxy list in a week. Because achieved in such way data was very valuable we decided to develop and deploy automatic system which could perform analysis more frequent. Details of the system were presented in the section IV. In the plot two instants are very interesting: the one in the middle of the September and the second just before the end of the December (both are marked in the figure with red arrows). In these two instants almost at the same time all proxy servers stopped forwarding the traffic to the command and control server. Due to the fact that these servers are placed in various countries such simultaneous actions with high probability was performed by the attackers. The first situation confirms our assumptions, because almost immediately many new samples of CryptoWall 3.0 come out with completely new proxy servers list. The second event marks the end of the CryptoWall 3.0 activity. After this we
have never observed responding proxy servers for CryptoWall 3.0 samples. However, the new threat came out - CryptoWall 4.0.

In addition we investigated the domain IP addresses and countries of origin of the infected proxy servers. The second aspect is very important, because it specifies to which national CERT or law enforcement agency (LEA) report concerning detected hostile activity should be provided. At the beginning, this aspect of analysis seems to be very simple. We have at least two source of such information: top level domain or geolocation information associated with IP address. However, our research shows that this information can be inconsistent. We observed numerous examples, when country associated with DNS top level domain was other than country provided by the geolocalization database. To eliminate errors in geolocalization database, we investigated real localization of a server using traceroute utility program. In all such situations, information provided by the geolocalization database was accurate - the last few routers observed in the output have country top level domain associated returned country.
The good thing from this situation is that we could provide information concerning infection, both: to country of top level domain as well as to country where physically server is located. The vast amount of detected domains and IP addresses cannot be investigated all in short time. Due to this fact we introduces method which shows the most interesting data, which should be investigated in the first place. For this purpose we construct custom graph which have two types of vertexes - red and green. The green vertex represents detected domain. The red vertex represents associated with detected domain IP address. Connection between green and red vertexes determines that this domain is resolved to this particular IP address. Fig. 7 presents sample visualization of graphs, constructed in described manner.

Presented plot at first look is completely illegible. The most of presented graphs have only two vertexes, and these simple irrelevant ones hinder interesting knowledge. The first step in analysis of such data is removal of all irrelevant graphs. In data recorded during analysis of CryptoWall there are 1286 such graphs. Remaining ones consist of more than two vertexes. What is interesting, in remaining graphs only three have all vertexes which degree is greater than one. They are presented in the Fig. 8 (left). In remaining graphs there is always one vertex with degree greater than one and all other vertexes have degree equal to one. These graphs can be divided into two categories, depending on the type of vertex, which have degree greater than one. Two types of such graphs are presented in the Fig. 8 (right).

The first type of graph, with green vertex with degree greater then one, represent domains that have multiple IP addresses. The second one in contrast have multiple domains which are hosted in one IP address. The latter one is very promising from security perspective. In such situation, disabling this one address, can stop all domains hosted on it. Our research shows that attackers from the middle of the 2015 start reusing this same domains. In effect shutting down such domain can protect not only this one analyzed complain, but some before unknown, too. The first type of graphs can be useful, too. Because this same domain is hosted on various IP addresses, they are managed by on organization. In effect one contact with responsible person, can deactivate all of them. Results of our research lead to methodology which can be used for automatic prioritization of received data. In the first step graphs concerning domains and used IP addresses are constructed. In the second step degrees of all vertexes are calculated. These, which all vertexes have degree one, are removed from data presented to the person performing analysis. In effect, the most interesting from the security perspective domains or IP addresses can be easily detected and presented to the security officer in the first row, which can speed up whole process of finding and disabling hostile machines in the Internet.

VII. CONCLUSION

Starting on March 2015 the CryptoWall ransomware become a point of the authors interest. In order to evaluate its behaviour a rich set of experimental runs were conducted. To make these analysis safe and effective a special toolset and methods are needed.

Based on previous experience with malware analysis, the new, dynamic on-line analysis system, called MESS, was proposed. It proved to be an effective solution toward automated analysis, in particular, in data collection upon the malware behaviour within the operating system. The Hyper-V virtualization is quite effective approach in our case. There is a need to operate on different platforms in order to avoid hypervisor detection. In this sense, the MESS is complimentary to other similar systems.

Analysing the nowadays malware it has to done in two domains: actions within the target system and actions (i.e. communication) over the Internet. In the second domain, it is important to discover and investigate the infrastructure associated with the malware. Sometimes, to restrain the spread and side effects of malware, the easiest way is to identify and limit connectivity to its proxies or Command&Control servers.
In the paper we present the methodology of identification of CryptoWall proxies as well as propose new graph-based method for more effective analysis. The sad truth is that the proxy servers, even when identified, are very hard to be turned off or cleaned. In several cases the authors successfully contacted proxy administrators (7 in Poland). However, the obtained life-time of the set of CryptoWall proxies is not optimistic. Further work will concentrate on the analysis of new malware families, like Locky or TeslaCrypt.
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Abstract—In this paper, the randomness of binary sequences generated from elliptic curves over a finite field of characteristic 2 is studied. A scheme of construction based on the Chaos-Driven Elliptic Curve Pseudo-random Number Generator (C-D ECPRNG) is proposed. The generators based of this scheme are verified by using tests from the NIST Statistical Test Suite to analyze their statistical properties. An elliptic curve used in the numerical example is defined over \( \mathbb{F}_2 \). The investigations which made for the generated series of two output sequences of the lengths of \( 2^{10} \) and \( 2^{20} \) bits shown that 14 generators working according to our general scheme exhibit good randomness properties. Next, the binary sequences generated by these 14 schemes were used for encrypting a \( 256 \times 256 \) grayscale Lena image as an application example and the security analysis of the ciphered images was carried out.

I. INTRODUCTION

In 1985, Neil Koblitz [1] and Victor Miller [2] independently proposed one of the most important public-key cryptosystems named the elliptic curve cryptosystem, whose security rests on the discrete logarithm problem over points on an elliptic curve (EC) [3]. Elliptic curve public-key cryptosystems over finite fields \( (\mathbb{F}_m) \) have become widely used in applications such as smart cards which provide limited storage. The field \( \mathbb{F}_2 \) consists of all elements \( \{0, 1\} \) with addition defined by \( 1 + 1 = 0 \). The set \( \mathbb{F}_m \), which satisfy the defining equation (1), together with a special point \( O \) called the point at infinity. These set of points form an abelian group with respect to the addition rules given in the following section.

A. Elliptic Curve over a Binary Finite Field

The field \( \mathbb{F}_2 \) called a characteristic-two finite field or a binary finite field, can be viewed as a vector space of dimension \( m \) over the field \( \mathbb{F}_2 \) which consists of the two elements \( \{0, 1\} \). A non-supersingular elliptic curve \( E \) over the binary field \( \mathbb{F}_2 \) is defined by an equation of the form

\[
y^2 + xy = x^3 + ax^2 + b
\]

where the parameters \( a, b \in \mathbb{F}_2 \) with \( b \neq 0 \). The set \( E(\mathbb{F}_2) \) consists of all points \( (x, y), x \in \mathbb{F}_2, y \in \mathbb{F}_2 \), which satisfy the defining equation (1), together with a special point \( O \) called the point at infinity. These set of points form an abelian group with respect to the addition rules given in the following section.
B. Arithmetic of Elliptic Curve Group over \(E(\mathbb{F}_{2^m})\)

As mentioned in the previous section, when \(b \neq 0\), the set of all points on the elliptic curve \(E\) along with a point at infinity constitute an abelian group under addition operation with \(O\) serving as its identity element [10]. It is to be noted here that this addition operation (+) is not the "conventional addition" operation as it is based on the arithmetic of elliptic curves [11].

The algebraic formula for the sum of two points and the double of a point are the following:

1) \(P + O = O + P\) for all \(P \in E(\mathbb{F}_{2^m})\).
2) If \(P = (x,y) \in E(\mathbb{F}_{2^m})\), then \((x,y) + (x,x+y) = O\), note that the point \((x,x+y)\) is denoted by \(-P\), and it is called the negative of \(P\); observe that \(-P\) is indeed a point on the curve \(E\).
3) Point addition: Let \(P = (x_1,y_1) \in E(\mathbb{F}_{2^m})\) and \(Q = (x_2,y_2) \in E(\mathbb{F}_{2^m})\), where \(P \neq \pm Q\). Then \(P + Q = (x_3,y_3)\) where

\[
x_3 = \left(\frac{2x_1x_2 + y_1 + y_2}{x_1 + x_2}\right)^2 + \left(\frac{y_1 - y_2}{x_1 - x_2}\right) x_1 + x_2 + a \quad \text{(2)}
\]

and

\[
y_3 = \left(\frac{y_1 - y_2}{x_1 - x_2}\right) (x_1 + x_2) + x_3 + y_1. \quad \text{(3)}
\]

4) Point doubling: Let \(P = (x_1,y_1) \in E(\mathbb{F}_{2^m})\), where \(P \neq \pm P\). Then \(2P = (x_3,y_3)\) where

\[
x_3 = x_1^2 + \left(\frac{b}{4}\right) x_1 + x_2 \quad \text{(4)}
\]

and

\[
y_3 = x_1^3 + (x_1 + \frac{a}{x_1}) x_3 + x_1 \quad \text{(5)}
\]

III. LITERATURE REVIEW

A pseudo-random number generator (PRNG) is a deterministic algorithm which takes a random binary sequence of length \(k\) and outputs a binary sequence of length \(n \gg k\) which "appears" to be random [12]. The input to the PRNG is called the seed, while the output is called a pseudo-random sequence. Different EC-based PRNG schemes suggested in literature use different ways to proceed from seed value for \(i\)th iteration to that for \((i+1)\)th iteration and different predicates the output sequences, while the used one-way function is the EC point addition operation. Various suggestions for PRNG which based on ECs and their brief analysis are presented below.

A. The EC Power Generator

The Power Generator on EC (EC-PG) is introduced in [13], [14]. The definition of EC-PG for a given point \(G(x,y) \in E(\mathbb{F}_p)\) of high order \(\ell\) and an initial secret key \(e \geq 2\) provided that the greatest common divisor (gcd) of \((\gcd(e,\ell) = 1)\) is generated by:

\[
U_i = [e]U_{i-1} = [e']G, \quad i = 1, 2, \ldots \quad \text{(6)}
\]

where \(U_0(x,y) \in E(\mathbb{F}_p)\) is the "initial value". The output point sequence is the truncated \(x\)-coordinate of the resulted points \(U_i(x,y)\).

B. The EC Linear Congruential Generator

The Linear Congruential Generator on EC (EC-LCG) has been suggested in [15] and then studied in a number of papers such as [16], [17], [18]. For a given point \(G(x,y) \in E(\mathbb{F}_p)\) of high order \(\ell\), the EC-LCG is defined as the following sequence:

\[
U_i = G + U_{i-1} = [i]G + U_0, \quad i = 1, 2, \ldots \quad \text{(7)}
\]

where \(U_0(x,y) \in E(\mathbb{F}_p)\) is the "initial value". The output point sequence is generated as the resulted points \(U_i(x,y)\) and passes through the complete cyclic subgroup of the point \(G(x,y)\).

C. The Pseudo-random Bit Sequence Generator-B

The Pseudo-random Bit Sequence Generator (PBSG-B) which presented in [19] is a modification of the EC-LCG such that the periodicity is independent of the order of point \(G(x,y)\) and the output sequence does not have any symmetric properties which makes the cryptanalysis easier. For security, the authors of [19] assume that both point \(G(x,y)\) and the seed value of the Linear Feedback Shift Register (LFSR) are kept secret.

D. The Chaos-Driven Elliptic Curve Pseudo-random Number Generator

The Chaos-Driven Elliptic Curve Pseudo-random Number Generator (C-D ECPRNG) which presented in [20] for the finite field \(\mathbb{F}_p\) is considered to be the EC-LCG driven by a chaotic map. Such a modification improves randomness of the sequence generated and increases its periodicity. The C-D ECPRNG for a given seed point \(G(x,y) \in E(\mathbb{F}_{2^m})\) as the secret key, is defined by the following sequences generated by additive EC-points operation:

\[
U_i = [i(1+b_i)]G + U_0
\]

\[
= \begin{cases} [i]G + U_0 & \text{if } b_i = 0 \\ 2[i]G + U_0 & \text{if } b_i = 1 \end{cases}, \quad i = 1, 2, \ldots \quad \text{(8)}
\]

where \(U_0(x,y) \in E(\mathbb{F}_{2^m})\) is the "initial value" and \(b_i\) is the random bits generated by a chaotic map \(\Phi\)

\[
b_i = \begin{cases} 0 & \text{if } \Phi^i(x) \in S_0 \\ 1 & \text{if } \Phi^i(x) \in S_1 \end{cases}, \quad i = 1, 2, \ldots \quad \text{(9)}
\]

where the state space \(S = [0, 1]\) is the interval and \(S_0 = [0, 0.5], S_1 = (0.5, 1]\) are two subsets of the interval equal to 0.5. (For more details see [21]).

E. The EC Based Random Number Generator

The random number generator proposed in [22] has reduced latency and increased periodicity with a single point multiplication operation in each iteration. The output point sequence is \(U_i = [k_i]G\) and \(k_i = (i-1) + x_{i-1}\) where \(x_{i-1}\) is the \(x\)-coordinate of the point \(U_{i-1}(x,y)\). The random number generator has good statistical properties and high periodicity.
F. The Dual-EC Generator

The Dual-EC generator has appeared in NIST recommendations [23]. It makes use of two points \( G(x, y) \) and \( Q(x, y) \) on a non-super singular elliptic curve \( E(\mathbb{F}_p) \) for generation of random numbers. One point for generating the iterating key \( k \) as \( k_i = x([k_{i-1}]G) \) and the other point for generating the output bit sequence as \( t_i = x([k_i]Q) \) where \( t \) is the truncation function. The Dual-EC generator mechanism represents an EC scalar multiplication operation, followed by the extraction of the \( x \)-coordinate for the resulting points followed by truncation to produce the output sequence. We mention here that this recommendation is now withdrawn.

G. The Pseudo-random Bit Sequence Generator-A

A modification of the Dual-EC generator with increased periodicity named Pseudo-random Bit Sequence Generator-A (PBSG-A) is published in [19]. In PBSG-A, the iteration key \( k \) is modified as \( k_i = [k_i]G + [i]C \) where \( C = x([e]G) \) and \( "e" \) is the seed value. In addition to two point multiplication operations the modified algorithm requires a finite field multiplication of iteration number \( i \) and the value \( "C" \) to be carried out in each iteration. This increases both the hardware complexity and the time complexity of the system.

IV. PROPOSED CONSTRUCTIONS FOR EC BINARY SEQUENCES

In this section, we propose 22 different schemes resulted from different construction methods based on the C-D ECP RNG discussed in Section III-D.

The points resulted \( U_i(x, y) \) with \( x \)- and \( y \)-coordinates of each point are used to obtain the binary sequences. We will shortcut the word sequence to (Seq) throughout this paper and mention that an Initialization Vector (IV) is a fixed initialization vector that should be specified with the scheme. The exclusive or (XOR) logical operation with the symbol \( \oplus \) is used here and one can show that it can be replaced by any operation that is an easy-to-invert permutation of one of its inputs when the second input is fixed.

After applying the C-D ECP RNG, we get the resulted points \( U_i(x, y) \) and the \( x \)- and \( y \)-coordinates of these points are used according to the construction methods listed in Table I. These construction methods result in 22 different schemes by applying the \( i \)th iteration function \( R_i \). For example, \( R_i \) for the first scheme is given by:

\[
R_i = [R_{i-1} \oplus X_i], \quad i \geq 1
\]

where \( R_0 = IV \) and \( X \) is the \( x \)-coordinate of the first point \( U_1 \). The output \( R_i \) is the pseudo-random bit sequence. We will use the notion of a permutation operation (appear in Table I as Perm) of the results from XOR operation for mapping the bit elements then considering them into the output sequence \( R \) for the next iteration process in some schemes. In other schemes, the substitution-box operation (\( S-box \)) which considers the heart of some ciphers because they are highly nonlinear is also used. \( S-box \) takes results from XOR operation and transforms them into the corresponding output then considering them into the output sequence \( R \).

V. IMPLEMENTATION EXAMPLE

For experimental results we consider the EC defined over \( \mathbb{F}_{2^8} \) given by:

\[
E : y^2 = x^3 + ax^2 + 1
\]  

where the parameters \( a = \alpha, b = 1 \in \mathbb{F}_{2^8} \) with \( b \neq 0 \) and the EC is based on the irreducible polynomial \( x^8 + x^4 + x^3 + x^2 + 1 \) over \( \mathbb{F}_2 \). The total number of EC points is found to be 288 including \( O \) (point at infinity) and the element \( \alpha \) is a generator of \( \mathbb{F}_{2^8} \). The EC point \( G = (\alpha^{186}, \alpha^{225}) \) is chosen as the base point, which has the order \( \ell = 288 \) and the initial point is \( U_0 = (\alpha^{184}, \alpha^{226}) \). Also, \( (G, 2G, \ldots, 2^{288}G) \) generates all the elements of EC over \( \mathbb{F}_{2^8} \), hence the given elliptic curve group is cyclic. In the case of C-D ECP RNG, we use the Logistic map [25] as our chaotic map to generate the random bits \( b_i \) defined in (9).

VI. RANDOMNESS PROPERTIES

The purpose of this section is to check experimentally the randomness properties of the sequences generated in Section IV. The whole sequences generated by Section IV should have good statistical properties, we also decided to check the statistical properties and test the randomness using six basic statistical tests from [26], [27]. These tests are:

1) Frequency (Monobit) Test, it verifies if the number of "1" bits in the sequence lies within specified limits.
2) 8-bit Poker test, it verifies whether bytes of each possible value appear approximate the same number of times.
3) Runs Test, it checks whether the number of runs (the test is carried out for runs of zeros and runs of ones) of length 1, 2, 3, 4 and 5 as well as the number of runs which are longer than 5, each lies within specified limits.
4) Discrete Fourier Transform (Spectral) Test, it detects the periodic features in the tested sequence that would indicate a deviation from the assumption of randomness.
5) Linear Complexity Test, it determines whether or not the sequence is complex enough to be considered random. Random sequences are characterized by longer LFSRs. An LFSR that is too short implies non-randomness.
6) Cumulative Sums (Cusums) Test, it determines whether the cumulative sum of the partial sequences occurring in the tested sequence is too large or too small relative to the expected behavior of that cumulative sum for random sequences. The test has two modes, which are either forward through the sequence or backward through the sequence, named in the Tables Cusums (forward) and Cusums (reverse), respectively.

All the generated sequences from Seq – 1 to Seq – 22 is tested using the six basic tests discussed above. The test
results are shown that 14 schemes of the proposed 22 schemes exhibits good randomness properties. The other 8 schemes are found to have non-random properties especially with long binary sequences (2^{20} bits) and fail to pass most of the six tests. We presented in Tables II and III the test results for four schemes as examples to discuss. In Table II are presented results for the sequence Seq – 1 and Seq – 5. As it is noted, the generator works correctly for short and long binary sequences (2^{10} and 2^{20} bits). In Table III, results for the sequence Seq – 12 and Seq – 16 are presented. Also it is clear that the C-D ECCPRNG enables generating correctly short and long sequences and the generator passes all the presented tests.

For the rest of the paper, we will consider only the 14 schemes (namely Seq – 1, Seq – 2, Seq – 3, Seq – 5, Seq – 8, Seq – 9, Seq – 11, Seq – 12, Seq – 13, Seq – 14, Seq – 16, Seq – 19, Seq – 20, Seq – 22) that had good randomness properties.

VII. IMAGE ENCRYPTION APPLICATION EXAMPLE

Image encryption is a potential application where stream cipher is highly preferred over block cipher due to the bulky nature of the data and high correlation between the adjacent pixels. The pseudo-random sequence used for image encryption must have good randomness properties and high periodicity so that the encrypted image is secure. Recently, several attempts for using ECs in image encryption has been proposed in literature such as [28],[29],[30]. In this section, the pseudo-random sequences generated by the considered 14 schemes are used for encrypting a 256 × 256 grayscale Lena image in which each pixel has a 8-bit value of between 0 and 255 and the security analysis of the ciphered images are carried out.

A. Entropy Analysis

Entropy is defined to express the degree of uncertainties in the system. It is well known that the entropy \( H(m) \) of a message source \( m \) can be calculated as:

\[
H(m) = - \sum_{i=0}^{255} P(m_i) \log_2 P(m_i)
\]  

(12)

where \( P(m_i) \) represents the probability of symbol \( m_i \). For all the considered cipherimages shown in Figs. 3(a – n), the number of occurrence of each gray level is recorded and the probability of occurrence is computed. Table IV indicates the various values of the entropies for the plain and encrypted images by the considered 14 schemes. It can be noted that the entropy of the encrypted images are very near to the theoretical value of 8 indicating that all the pixels in the encrypted images occur with almost equal probability. Therefore, the information leakage in the considered cipher schemes is negligible, and it is secure against the entropy-based attack. Also it is comparable.
to the entropy values presented by references [30], [31] and [32].

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Entropy</th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Diagonal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>7.9975</td>
<td>-0.002801</td>
<td>0.047290</td>
<td>0.001520</td>
</tr>
<tr>
<td>Seq-2</td>
<td>7.9971</td>
<td>-0.004331</td>
<td>0.005133</td>
<td>-0.00443</td>
</tr>
<tr>
<td>Seq-3</td>
<td>7.9970</td>
<td>0.000616</td>
<td>-0.003190</td>
<td>-0.00572</td>
</tr>
<tr>
<td>Seq-5</td>
<td>7.9972</td>
<td>0.005913</td>
<td>-0.036510</td>
<td>0.004810</td>
</tr>
<tr>
<td>Seq-9</td>
<td>7.9977</td>
<td>-0.000070</td>
<td>-0.003450</td>
<td>0.003780</td>
</tr>
<tr>
<td>Seq-11</td>
<td>7.9972</td>
<td>0.006380</td>
<td>-0.010680</td>
<td>-0.00391</td>
</tr>
<tr>
<td>Seq-12</td>
<td>7.9973</td>
<td>-0.000710</td>
<td>0.031010</td>
<td>0.005010</td>
</tr>
<tr>
<td>Seq-13</td>
<td>7.9972</td>
<td>0.002213</td>
<td>-0.017990</td>
<td>-0.00583</td>
</tr>
<tr>
<td>Seq-14</td>
<td>7.9973</td>
<td>-0.003310</td>
<td>-0.003230</td>
<td>0.005880</td>
</tr>
<tr>
<td>Seq-16</td>
<td>7.9968</td>
<td>0.006900</td>
<td>0.013580</td>
<td>0.003250</td>
</tr>
<tr>
<td>Seq-17</td>
<td>7.9972</td>
<td>-0.002870</td>
<td>-0.042530</td>
<td>-0.00174</td>
</tr>
<tr>
<td>Seq-20</td>
<td>7.9973</td>
<td>-0.000760</td>
<td>-0.006700</td>
<td>0.000030</td>
</tr>
<tr>
<td>Seq-22</td>
<td>7.9967</td>
<td>0.000260</td>
<td>0.002590</td>
<td>-0.00645</td>
</tr>
<tr>
<td>Ref.[30]</td>
<td>7.9964</td>
<td>-0.000790</td>
<td>-0.00130</td>
<td>-0.00460</td>
</tr>
<tr>
<td>Ref.[31]</td>
<td>7.9885</td>
<td>0.013200</td>
<td>0.00170</td>
<td>0.003400</td>
</tr>
<tr>
<td>Ref.[32]</td>
<td>7.9968</td>
<td>0.002500</td>
<td>0.00370</td>
<td>0.001100</td>
</tr>
</tbody>
</table>

B. Correlation Analysis

It is known that two adjacent pixels in a plainimage are strongly correlated vertically, horizontally and diagonally. This is the property of any ordinary image. A robust encrypted image to statistical attack should have a correlation coefficient value of 0 as discussed in [33]. Results of horizontal, vertical and diagonal directions are obtained as shown in Table IV for Lena plainimage and the ciphered images by the considered 14 schemes respectively. These results demonstrate that there is negligible correlation between the two adjacent pixels in the encrypted images, even when the two adjacent pixels in the plainimage are highly correlated.

C. Sensitivity Analysis

In order to avoid the known-plaintext attack, the changes in the cipherimage should be significant even with a small change in the plainimage. If one small change in the plainimage can cause a significant change in the cipherimage, with respect to diffusion and confusion, then the differential attack actually loses its efficiency and becomes practically useless. To quantify this requirement, two common measures are used: Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI) [34]. We have tested the NPCR and UACI with the considered 14 sequence schemes to assess the influence of changing a single pixel in the plainimages on the encrypted images. From the results, we have found that the average values of the percentage of pixels changed in encrypted image is greater than 99.60% for NPCR and 30.50% for UACI for all the 14 generated sequences. This implies that the considered 14 schemes are very sensitive with respect to small changes in the plainimage.

D. Histogram Analysis

To prevent the leakage of information to an adversary, it is important to ensure that cipherimage does not have any statistical resemblance to the plainimage. A good image encryption scheme should always generate a cipherimage of the uniform histogram for any plainimage. In this work, the histograms are plotted for Lena plain and encrypted images. The histogram of Lena plainimage contains large spikes as shown in Fig. 1 while the histograms of it’s cipherimages are almost flat and uniform which indicates equal probability of occurrence of each pixel as shown in Figs. 2(a – n). They are significantly different from the respective histogram of the Lena plainimage and hence does not provide any clue to employ any statistical attack on the considered 14 image encryption schemes.

VIII. Conclusion

In this paper, we have presented several construction methods based on a common general scheme for generating binary sequences from EC over a binary finite field ($\mathbb{F}_{2^m}$). The proposed scheme is based on the C-D ECPRNG with simple arithmetic transformations (XOR and permutation or $S$-box) to produce long size binary sequences with good randomness properties. The generated sequences are tested using tests from the NIST randomness test suite to analyze their statistical properties. It is found that 14 schemes of the 22 proposed specific schemes have passed the selected six complementary tests and the sequences generated by these 14 schemes work correctly.
with short ($2^{10}$ bits) and long ($2^{20}$ bits) size sequences. The pseudo-random sequences generated by these 14 schemes are applied to image encryption as an application example and the security analysis of the ciphered images are carried out. It is found also that the sequences generated using the C-D ECPNG had high periodicity so that the encrypted images are secure. In addition, it has large key space, which is by far very safe for image encryption applications, and outperforms the competitive image encryption algorithms in terms of efficiency comparing to other encryption schemes.
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Abstract—Much of the debate surrounding risk management in information security (InfoSec) has been at the academic level, where the question of how practitioners view predominant issues is an essential element often left unexplored. Thus, this article represents an initial insight into how the InfoSec risk professionals see the InfoSec risk assessment (ISRA) field. We present the results of a 46-participant study where have gathered data regarding known issues in ISRA. The survey design was such that we collected both qualitative and quantitative data for analysis. One of the key contributions from the study is knowledge regarding how to handle risks at different organizational tiers, together with an insight into key roles and knowledge needed to conduct risk assessments. Also, we document several issues concerning the application of qualitative and quantitative methods, together with drawbacks and advantages. The findings of the analysis provides incentives to strengthen the research and scientific work for future research in InfoSec management.

I. INTRODUCTION

The primary goal of InfoSec is to secure the business against threats and ensure success in daily operations by ensuring confidentiality, integrity, availability, and non-repudiation [1]. Best practice InfoSec is highly dependent on well-functioning InfoSec risk management (ISRM) processes[2]. While ISRM is the practice of continuously identifying, reviewing, treating and monitoring risks to achieve acceptance[3].

This paper investigates the practitioners view of research problems within information security (InfoSec) risk assessment (ISRA). While there is plenty of available material regarding what ISRA frameworks contain and how they compare with each other [4], the literature is scarce regarding the current ISRA industry practices. There are several known theoretical problems in ISRA[4], [5], however, we do not know if the risk practitioners agree that these problems are either relevant or representative. Thus, there is the possibility that existing literature is incomplete and that academia is missing the important issues. This paper contains the results and analysis from a combined qualitative and quantitative study of the practitioners view, and represents a step towards a more holistic picture of industry ISRA practices.

Part one of this study [6] researched practices in InfoSec (ISRM) with emphasis on the risk management part and issues, while this study emphasizes the risk assessment and analysis parts. We provide new knowledge regarding where the research in ISRA should be focusing the efforts, making the ISRA community and researchers the primary beneficiaries of this study. Improving ISRA is essential in making progress in the InfoSec research field as it is this process that helps organizations determine what and how to protect. Thus, the intended audience of this paper is InfoSec professionals and academics, together with other ISRA practitioners and stakeholders.

The main research problem investigated in this article is "How do the ISRA problems outlined in previous work ([4]) reflect problems experienced in the industry?". The scope of this article covers the ISRA process, including risk identification, estimation, evaluation, and risk treatment practices [3], and is limited to the practitioner point-of-view. We separate between risk assessment (ISRA) and analysis (ISRAn), where the assessment is defined as the overall process of risk identification, estimation, and evaluation. While risk analysis is the practical hands-on parts of risk identification and estimation, for example, a practitioner may choose ISO/IEC 27005:2011 as the overall approach to ISRM/ISRAn, while prioritizing Fault tree analysis for ISRAn.

The remainder of this article has the following structure: First, we briefly describe the related work, before presenting the research method in the form of data collection approach, demographics, and analysis. Following this is a combined analysis and discussion of the results, where we start with findings on the high-level risk assessment practices, before diving into the deeper aspects of InfoSec risk analysis (ISRAn) and risk treatment. Lastly, we summarize our findings, including limitations of this study, and conclude the paper.

A. Related work

This work primarily builds on previous work conducted on the topic of research problems in ISRM/ISRAn. Both Wangen and Snekkenes [4] and Fenz et al. [5] have published articles on current challenges in ISRM; The former is a literature review that categorizes research problems into a taxonomy. The latter discusses current challenges in ISRM, pre-defines a set of research challenges, and compares how the existing ISRM methods support them. The primary purpose of the Fenz et al. study was to categorize and present known research problems at different stages in the ISRM/RA areas and activities. These two articles provide the primary literature foundation for this study. The data for this study was gathered in one comprehensive questionnaire, where the first part concerning ISRM was published in [6].

II. RESEARCH METHOD

This study was conducted to investigate ISRM industry practices and the respondents’ views of several known challenges within the research field. 46 respondents participated in
our online survey. The first sub-section addresses the choice of data collection method and measurement, followed by the demographics, and a brief overview of the statistical methods used for data analysis.

A. Data Collection, Sample, and Measurement

In their study, Kotulic and Clark [7] highlights that one of the most prominent problems in InfoSec studies is getting in touch with the target group and acquiring respondents. They propose several potential explanation for this: Where one is that InfoSec research is one of the most intrusive types of organizational studies. Also, that there is a general mistrust of any "outsider" attempting to gain data about the actions of the security practitioner community [7]. Thus, we consider non-intrusiveness an essential requirement when designing the data collection tool. The narrow target group, industry professionals, made obtaining respondents a challenge as the study was subject to geographical limitations. To overcome said limitations we attempted to recruit participants from InfoSec risk specialized online forums. We considered this approach as non-intrusive, and it exposed the survey to many within the target group. However, it presents several problems; with this strategy the researcher has little control of participants except that they are members of particular forums, Table I. We, therefore, included self-rating questions in the questionnaire for the respondents to rate their knowledge, expertise and experience, together with our knowledge-based control questions. We designed a classification scheme based on this information, see Fig. 1.

We designed the questionnaire in Google Forms according to the procedure for developing better measures [8]. As for the level of measurement, the questionnaire had category, ordinal, and continuous type questions. Category type questions mainly for demographics and categorical analysis, while the main bulk of questions were designed using several mandatory scale- and ranking questions. The main categories applied for analysis is seen in Fig. 1, together with company size, and work type. The questionnaire also included several non-mandatory fields for commenting on previous questions or just for sharing knowledge about a subject. It had four pages of questions in total, with an estimated completion time of 15-40 minutes depending on how much information the respondent shared. This paper consists of the results from questions regarding risk assessment and analysis.

<table>
<thead>
<tr>
<th>LinkedIn Forum name</th>
<th>Members (at release time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT Risk Management (Certified in Risk and Information Systems Control)</td>
<td>3 443</td>
</tr>
<tr>
<td>CRISC (Certified in Risk Management)</td>
<td>1 400</td>
</tr>
<tr>
<td>Information Security Risk Assessment</td>
<td>441</td>
</tr>
<tr>
<td>ISO27000 for Information Security Management</td>
<td>22 620</td>
</tr>
<tr>
<td>Information Security Expert Center</td>
<td>8 906</td>
</tr>
<tr>
<td>Risk Management &amp; Information Security (Google+)</td>
<td>521</td>
</tr>
</tbody>
</table>

B. Demographics

We received 46 accepted answers, See Table II for the classification of respondent expertise and work type (technical or administrative). While Fig. 2 displays respondent demographics categorized on company size, industry, and geographical affiliation. For the analysis, we applied the following definitions of company size: Small equals 1-249 employees, Medium 250 -1000, and Enterprise more than 1000.

<table>
<thead>
<tr>
<th></th>
<th>Expert</th>
<th>Proficient</th>
<th>Competent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative Work</td>
<td>13</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Technical Work</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

C. Analysis

We applied a variety of statistical data analysis methods specified in the results, and the IBM SPSS software for the statistical analysis. A summary of the statistical tests used in this research is as follows:

For Descriptive analysis we have considered distributions including range and standard deviation. On continuous type
questions, we applied measures of central tendency mean, median and mode. We also conducted *Univariate* analysis of individual issues, and *Bivariate* analysis for pairs of questions, such as a category and a continuous question, to see how they compare and interact. However, we have restricted the use of mean and standard deviation for Likert-type questions and ordinal data where there was not defined a clear scale of measurement between the alternatives, as the collected data will seldom satisfy the requirements of normality. We have, therefore, analyzed the median together with an analysis of range, minimum and maximum values, and variance. This study also analyses the distributions of the answers, for example, if they are normal, uniform, binominal, or similar. *Crosstabulation* was applied to analyze the association between two category type questions, such as "Company Size" and "Expertise." We have used Pearson two-tailed *Correlation test* to reveal relationships between pairs of variables as this test does not assume normality in the sample.

The questionnaire also had several open-ended questions. We have treated these by listing and categorizing the responses. Further, we counted the occurrence of each theme and summarized the responses. Also, each continuous question had the possibility for the respondent to write a comment and offer further qualitative insight on an issue, where the most valuable comments are a part of this paper.

III. **InfoSec Risk Assessment Practices**

This section contains the results and discussion of the statistical analysis regarding the ISRA practices. We start at a high-level; with the ISRA practices in organizational tiers, who should attend the ISRA, and what knowledge is important to have included in the process.

A. **ISRA and Organizational Tiers**

It is common to differentiate between risks at different tiers of abstraction when assessing an organization, such as Operational/Information Systems (low level), Tactical (mid-level), and Strategic (high level) information risks (for example [9]). The strategic and tactical type-risks can provide the risk analyst more time to estimate, risks in the operational environment often has to be handled ad-hoc or within a limited period. As these tiers are quite different and come with different types of risk, we asked if the practitioners distinguish between ISRA methods for them. 28% answered that they do, while the remainder answered no or other. There was no significant difference between groups in this question, Fig. 3. There were three detailed technical insights offered by the participants to shed light on practices, one technical (tech) expert responded: "We apply the same methodology but are far less formal with tactical solutions. While a strategic solution would require formal sign off, tactical solutions need only require an email approval."

While an administrative (admin) expert answered:"High or Very High risks require detailed documented analysis (eg Bowtie diagrams) At each organisational level the risks are assessed against consequences at that level and mitigation applied at that level - if mitigation are insufficient at that level, the risk is escalated to the next higher level and re-assessed."

A tech proficient respondent answered: "We use different methods for financial risk, IT (security) risk and business strategic risk. method for financial risk is "FOCUS" (successor of "FIRM"), as prescribed in regulations; method for IT security risk based on ISO 27005/31000, method for strategic risk is not formalised."

The three answers show that there are several nuances to this problem that has not yet been highlighted in academia. The lower organizational tiers may be handled less informally, as it is likely these need faster decision-making. Our results show that some organizations have implemented different approaches to dealing with this problem, while others stick to one approach for all risk types. Awareness around this issue is also something that can be further researched in academia.

B. **Who attends and conducts InfoSec risk assessments?**

Having people with the right expertise and knowledge about the target system attending the risk assessment is one crucial success factor. Our results should provide a pointer on how to organize thee risk assessment and who should attend.

To get a generic overview of who attends and conducts ISRA in the practitioners organizations, we asked the participants who attends risk assessments in their organization. As two respondents pointed out, this picture depends on the type of risk assessment being conducted, yet, frequencies of attendance can still be estimated. Table III holds an overview of who attends ISRAs in the respondents organizations. The alternatives was "Never attends" (1), Sometimes attends (2), Always attends (3), Leads assessments (4), and we removed the respondents opting *Not present* for the statistical analysis, Table IV.

The results show that the CSO/CISO (Chief InfoSec Officer) most frequently leads risk assessments, while ICT security personnel most frequently attends. With the Head of ICT department and Operations personnel also attending with a high frequency. IT architects and software developers also attend the ISRA process frequently.

We found that in smaller companies, the CEO and CTO is much more likely to attend/lead risk assessments than in medium and enterprise sized companies, Table IV. Although, in some organizations, especially small ones, employees will have overlapping roles. One admin expert provided a caveat.
about having high management involved: "Having C[EO] or high management inside Information Security assessment will not allow the participants to be open when providing input for risk identification."  

Comments on the results in table III, were from six admin experts and one admin proficient. Out of the seven written comments, five of them specified that the composition of the risk assessment team is dependent on the scope of the assessment; "If business processes or systems are included in the scope, system owners or users with good knowledge of the processes attend."

### TABLE III. ROLES ATTENDING IN RISK ASSESSMENTS.

<table>
<thead>
<tr>
<th>Role</th>
<th>Never present</th>
<th>Sometimes</th>
<th>Always</th>
<th>Leads not present</th>
<th>In Organ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEO</td>
<td>34.8%</td>
<td>26.3%</td>
<td>15.2%</td>
<td>13.7%</td>
<td>8.7%</td>
</tr>
<tr>
<td>CISO</td>
<td>4.3%</td>
<td>15.2%</td>
<td>34.8%</td>
<td>32.6%</td>
<td>13.7%</td>
</tr>
<tr>
<td>CTO</td>
<td>15.2%</td>
<td>17.4%</td>
<td>30.4%</td>
<td>37.6%</td>
<td>28.5%</td>
</tr>
<tr>
<td>Head of IT</td>
<td>19.6%</td>
<td>10.6%</td>
<td>28.5%</td>
<td>13.7%</td>
<td>19.6%</td>
</tr>
<tr>
<td>IT dept.</td>
<td>10.9%</td>
<td>20.3%</td>
<td>32.6%</td>
<td>21.7%</td>
<td>8.7%</td>
</tr>
<tr>
<td>IT sec.</td>
<td>4.3%</td>
<td>8.7%</td>
<td>50%</td>
<td>30.4%</td>
<td>6.5%</td>
</tr>
<tr>
<td>ISRA methods</td>
<td>8.7%</td>
<td>30.4%</td>
<td>30.4%</td>
<td>15%</td>
<td>13%</td>
</tr>
<tr>
<td>Safety dir.</td>
<td>8.7%</td>
<td>22.8%</td>
<td>37.7%</td>
<td>15.2%</td>
<td>6.5%</td>
</tr>
<tr>
<td>Operations</td>
<td>8.7%</td>
<td>30.4%</td>
<td>30.4%</td>
<td>15.2%</td>
<td>6.5%</td>
</tr>
<tr>
<td>Personnel</td>
<td>8.7%</td>
<td>22.8%</td>
<td>37.7%</td>
<td>15.2%</td>
<td>6.5%</td>
</tr>
<tr>
<td>External</td>
<td>21.7%</td>
<td>45.5%</td>
<td>15.2%</td>
<td>6.5%</td>
<td>13%</td>
</tr>
<tr>
<td>Consultants</td>
<td>21.7%</td>
<td>45.5%</td>
<td>15.2%</td>
<td>6.5%</td>
<td>13%</td>
</tr>
</tbody>
</table>

### C. Critical knowledge areas in ISRA

Conducting an ISRA is a complex task with several different variables to consider, having discussed who attends risk assessments we look into critical knowledge areas to succeed with a risk assessment. So, we asked the participants to rank the importance of having knowledge about a set of items for the results of the ISRA (scale: 1 equals "not important" - 6 "very important"), Table V. For the comparison of knowledge areas the median is 5 for all but the Organizational Structure option, meaning that all were ranked highly by the respondents. Knowledge of information assets was the most important according to the mean score. Second, knowledge about Laws & regulations and Information systems were ranked equally, knowledge about ISRA methods was ranked the lowest. The diversity of the alternatives and the density of the results, supports that InfoSec is a very diverse field which demands a broad range of knowledge form its practitioners.

There was three noticeable differences between the expertise categories, the difference in view between experts and the two other groups on the importance of software, threat intelligence, and ISRA methods, Table VI. Whereas the experts valued threat intelligence less (grouped median = 4.75) than the proficient and the competent (grouped median = 5.13 and 5.47). There was also a slight difference in views between administrative (median=5, grouped median = 4.71) and technical workers (median=4, grouped median=4.71) on having knowledge of the organizational structure.

Two experts commented on the criticality of experience, "The assessor's experience is critical to a effective and accurate risk assessment", and "Any method in use is only as good as the person(s) executing it and overall understanding of the business (or the part of business to evaluate) is critical to get results that are business beneficiary and useful to work with". Both comments highlights the need for experience, while the latter also highlights business understanding as key knowledge items. Our results also support this, as the top three ranked knowledge items relate to business understanding.

### IV. RISK ANALYSIS PRACTICES

Risk analysis (ISRAn) is the hands-on tasks performed during the assessment, primarily risk identification and estimation related tasks. This section starts with addressing some common issues regarding information assets, before investigating common risk analysis issues. We then survey the views of ISRAn methods and concepts.

We started the inquiry by asking an optional question on what the respondents thought to be working well in ISRAn. We got sixteen valid answers (eighteen total) with few common denominators, notably six respondents rated the risk assessment process to be working well, where two specified the risk identification phases to be well-developed. Two tech experts and one admin expert mentioned quantitative (numerical) ISRAn methods to be working well. While one tech and one admin expert answered that risk assessment on an overall works well, while "implementation of risk mitigation and measurement follow up lags in many organizations."


A. Views on Information Assets

Asset evaluation is one of the key challenges in ISRA [4], [10]. Due to being intangible, information assets can be particularly elusive to monetize and quantify. Which makes it hard to estimate, evaluate, and predict consequences of asset breaches in ISRA. To investigate issues regarding assets, we asked the participants to rate five statements regarding known issues on information assets [4]. Figure 4 shows the distribution of answers and Table VII displays descriptive statistics, typical of these results is a high variability in the answers.

With regards to Statement 1 (Table VII), the descriptives show that most practitioners agree that assigning monetary value is difficult, with the highest reported median 5 and mean 4.7, with no noticeable difference between groups. The results support the claims regarding information assets in Wangen & Snekkenes (2013) [4]).

The result from ranking Statement 2 regarding risk assessment method adequacy for asset evaluation, shows the sample mean being divided almost in the middle with a median of 3.67. The distribution for statement 2 is also close to normal but being negatively skewed (-0.299), Figure 4, and, therefore, ran significance tests. Our results showed that there was a statistically significant difference (P=0.031%) between expertise groups regarding Statement 2, regarding ISRA method adequacy, Table VIII, showing the Experts being less satisfied with the available asset value estimation methods. Three admin experts also commented on assigning the monetary value to assets, where two commented regarding asset evaluation not always being necessary: (i) "The value doesn’t necessarily be expressed in monetary terms." (ii)... Knowing the value of personal information is not required to be able to protect it from unauthorized collection use of disclosure. The law says to do it." These two insights show that asset evaluation is not always necessary, especially when the existing security legislation applies then a security classification is sufficient. While the third comment is on the importance of asset evaluation, (iii) "Asset value can be assigned in various ways, and monetary value is in most cases the hardest one and most often wrongly set. Errorneously set values may in the worst case result in a totally erroneous assessment result. Asset value may have monetary value as one parameter but should be defined by much more than just a monetary number. E.g. if assets protected by law governed requirements are lost in the worst possible way, that may be "end of business," but that most often only relate to a small percentage of the total information assets of the business."

Zhiwei [11] critiques the asset-based approach, and claims that protection of assets is not a primary goal of organizations, while priority number one should be the protection of the reliability and security of the organizations business processes. Statements 3 and 4 (Table VII addresses Zhiwei’s view:

Regarding statement 3, most agreed that Asset protection is the primary goal of the InfoSec program, median = 5 and a mean = 4.37. However, there is a large variability in the results; nine respondents answered three or less showing that a minority disagrees with this statement. Out of this minority, six qualify as experts. The answer to statement 4 regarding the importance of asset security compared to ensuring stable operations: The scores was on the low side (median = 2), showing that most of the respondents thought that stable operations are just as (or more) important than asset security. There was a notable difference between expertise groups for both Statement 3 and 4: The competent group consistently valued asset security higher than the proficient and expert group, indicating that protection priorities may be altered with experience in support of Zhiwei, Table VIII.

TABLE VII. STATISTICALLY SIGNIFICANT AND NOTABLE DIFFERENCES BETWEEN EXPERTISE CATEGORIES ON ASSETS

<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>95% CI</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assigning Monetary value is an information asset</td>
<td>46</td>
<td>6</td>
<td>5</td>
<td>4.57</td>
<td>3.12</td>
<td></td>
</tr>
<tr>
<td>Current risk assessment methods are adequate to estimate info asset value</td>
<td>46</td>
<td>6</td>
<td>5</td>
<td>3.67</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>Protection of Assets is the primary goal of the IS program</td>
<td>46</td>
<td>6</td>
<td>5</td>
<td>4.37</td>
<td>2.30</td>
<td></td>
</tr>
<tr>
<td>Ensuring stable operations is not as important as ensuring asset security</td>
<td>46</td>
<td>6</td>
<td>5</td>
<td>2.59</td>
<td>2.20</td>
<td></td>
</tr>
<tr>
<td>Knowing asset value is essential to the risk assessment</td>
<td>46</td>
<td>6</td>
<td>5</td>
<td>4.60</td>
<td>1.90</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VIII. PRACTITIONER VIEW ON ISSUES RELATED TO ASSETS. (Scale 1 - Strongly disagree, 6 - Strongly agree)
B. Views on common Risk Analysis issues

TABLE IX. DESCRIPTIVE STATISTICS OF ISRA STATEMENTS. (1 - STRONGLY DISAGREE, 6 - STRONGLY AGREE)

<table>
<thead>
<tr>
<th>Statement</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.0%</td>
<td>1.4%</td>
<td>2.3%</td>
<td>7.5%</td>
<td>18.0%</td>
<td>23.6%</td>
</tr>
<tr>
<td>S2</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>13.2%</td>
<td>14.3%</td>
<td>14.3%</td>
</tr>
<tr>
<td>S3</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S4</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S5</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S6</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S7</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S8</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S9</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
<tr>
<td>S10</td>
<td>0.0%</td>
<td>1.4%</td>
<td>10.2%</td>
<td>12.5%</td>
<td>13.2%</td>
<td>12.5%</td>
</tr>
</tbody>
</table>

The qualitative versus quantitative risk assessment is a well-known debate in ISRA [4], the former is mostly subjective knowledge-based and often describes risk using qualitative expressions, such as high, medium, and low. While the quantitative approach is mainly numerical and often based on statistical methods. There are arguments both for and against both approaches [4]. With the described issue at its core, we asked the participants to rank several statements regarding ISRA practices, Table IX holds the statements with results and the distributions are in Table X. The results were diverse regarding all the statements, with the lowest median at 3 and highest at 5. In the following text, we analyze each statement with regards to descriptive statistics and correlation analysis. There are multiple differences between the three analyzed categories regarding nine of the statements, Table XI, and we analyze these differences together with the statement in question.

The results from Statement (S) 1, shows, with about 75% answering 4 or more, that most respondents consider their approach to be mainly qualitative. Worth noting is the minimum value of 2 in the results documenting that all of the participants consider their ISRA methods to at least have some level subjectivity. S1 also has the highest median of 5 and lowest variability in the results. Regarding S2, less than half of the respondents consider their approaches to be more quantitative than qualitative, with 28% answering 5 or 6 indicating a mainly quantitative approach. Table X shows that there is a notable difference between work types in this matter, whereas technical/hands-on practitioners view their approach as more quantitative. S2 regarding quantitative methods is also negatively correlated to S1 at the 0.05 level, Table XII.

In S3, regarding prediction of monetary costs, the median is 3 with a large variability in responses indicating that it is hard to predict the monetary cost of an incident based on ISRA results. Also, the Expert group rated S3 lower than the other two groups, with the proficient group agreeing most with S3. Meaning that the experts in our sample find it harder to use the ISRA results to predict the monetary cost of an incident.

The risks of being too reliant on expert predictions are that results can become too opinion-based, vulnerable to several external human factors, for example, emotional state and feelings [12], the Narrative Fallacy [13], and involve a high degree of guesswork (see [4]). S4, regarding ISRA reliance on expert predictions, the median is 4, with 87% of the responses being in the 3-5 range. There is notable difference between company sizes (Table XI), where small and medium companies seem more reliant on expert predictions than the enterprise-sized organizations.

Regarding S5, asks if spending resources on quantitative ISRA are worth the results. The results show that majority (65%) answered 3 or less, while a minority (22%) answered 5 or more. However, there is a notable difference between technical and administrative work type (Table XI). Where the admin respondents consider quantitative risk assessments as a bigger waste of time than the tech respondents, which also corresponds to differences between these groups in S1 and S2.

Lack of historical data is claimed to be a consistent problem in InfoSec [4] and S6 addresses this issue. The median of 4 provides some evidence to support this assertion, there was also a notable difference between expert groups here, whereas the experts ranked this issue higher than the competent and proficient group.

Mathematical probability calculations is an issue with many opinions in the ISRA community [4]. S7 and S8 connects to this issue. S7 addresses views on the adequacy of mathematical ISRA methodology for probability calculations, with the results showing a difference of opinion on existing methods, the median of 3. There was a notable difference between the respondents from Small and Medium companies, ranking this issue higher than those from the Enterprises. The results are similar for S8, regarding Annual loss expectancy (ALE), although the difference is smaller for both total results and between the companies.

S9 addresses risk forecasting accuracy, and the results show that the respondents’ general confidence in their predictions is on the low side. There was no notable difference between the expert groups indicating that confidence in precision has not improved with increased experience and expertise. However, there was a difference between company sizes, where the small and medium companies perceive a higher accuracy in their estimates. There is more complexity in larger organizations, which is one of the key challenges for prediction [14] and may be one of the causes.

Both S10 and S11 are connected to unforeseen incidents and causes, both related to Black Swan Risks [13] which are rare outlier risks that carry an extreme impact. Our results indicate that consequences of occurred incidents tend not be outliers and that causes for severe events/disasters are more often known than not. The analysis displays a difference between expert groups, with Experts being confident in their
knowledge about causes of incidents and disasters. From our results we see that most causes are believed to be known, and that Black and Grey Swan-type incident are very seldom. However, rare events and how they drive the InfoSec program is a path for future research.

This section has touched on one of the key challenges in ISRA, which is obtaining quantitative estimates of the probability of occurrence for security incidents, together with a reliable estimate of the consequence in a methodologically sound way. Which is difficult because of several reasons [14], [4], [10], where the factors that limit the forecasting are, for example, complexity, interconnectivity, and active adversaries. These factors do not apply for all InfoSec risks [14] and there is utility in obtaining statistical distributions of InfoSec risks [14]. As our results have shown, there are degrees of subjectivity to every risk assessment and one area to strengthen research is in risk quantification by working on obtaining probability distributions. In addition to combining both the quantitative and qualitative estimates in the risk model.

### TABLE XI. Notable difference between categories (full statements correspond to numbers in Table IX)

<table>
<thead>
<tr>
<th>Statement</th>
<th>Expertise</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>Median</th>
<th>Grouped Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3</td>
<td>Comp</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>3.00</td>
<td>5.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predictive</td>
<td>17</td>
<td>5</td>
<td>6</td>
<td>4.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>Expert</td>
<td>20</td>
<td>5</td>
<td>4</td>
<td>5.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>S6</td>
<td>Comp</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>4.00</td>
<td>4.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predictive</td>
<td>17</td>
<td>5</td>
<td>6</td>
<td>4.00</td>
<td>3.50</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td>Expert</td>
<td>20</td>
<td>6</td>
<td>2</td>
<td>5.00</td>
<td>4.75</td>
<td>4.75</td>
</tr>
<tr>
<td>S11</td>
<td>Comp</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>4.00</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predictive</td>
<td>17</td>
<td>6</td>
<td>5</td>
<td>3.00</td>
<td>2.70</td>
<td>2.70</td>
</tr>
<tr>
<td></td>
<td>Expert</td>
<td>20</td>
<td>5</td>
<td>4</td>
<td>2.50</td>
<td>2.35</td>
<td>2.35</td>
</tr>
<tr>
<td>Company Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>Expert</td>
<td>26</td>
<td>1</td>
<td>5</td>
<td>4.50</td>
<td>5.50</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>12</td>
<td>3</td>
<td>6</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
</tr>
<tr>
<td>S7</td>
<td>Expert</td>
<td>26</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>5.00</td>
<td>3.00</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>12</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>S8</td>
<td>Expert</td>
<td>26</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>4.50</td>
<td>4.50</td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>12</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>S9</td>
<td>Expert</td>
<td>26</td>
<td>1</td>
<td>5</td>
<td>4.00</td>
<td>3.00</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>12</td>
<td>5</td>
<td>6</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Work Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>Technical</td>
<td>17</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Admin</td>
<td>29</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4.17</td>
<td>4.17</td>
</tr>
<tr>
<td>S2</td>
<td>Technical</td>
<td>17</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Admin</td>
<td>29</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>S3</td>
<td>Technical</td>
<td>17</td>
<td>1</td>
<td>6</td>
<td>5.00</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Admin</td>
<td>29</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>3.44</td>
<td>3.44</td>
</tr>
</tbody>
</table>

### C. Correlations between statements

Several of the statements have strongly correlating results, Table XII. There is an interesting correlation regarding S2 on quantitative and statistical ISRAn methods: S2, is strongly correlated with S3 and S8, and weakly correlated with S9 and S11. The former correlations indicate that applying quantitative methods makes it easier to convert ISRAn results into monetary costs of incidents. The weak correlation to S9 indicates that working with risk quantification can improve precision and confidence in risk estimates. S3 is also strongly correlated with S8 and S9. Further indicating that there are benefits from working with quantification and monetizing risk estimates. S3 is also negatively correlated with statement 1 in Table VII; Assigning Monetary value to an information asset is difficult. Further, the correlations test between the two sets of statements also indicates that gathering precise knowledge regarding asset value (36_5) correlates with confidence in consequence estimate confidence precision. Another finding from this table is that prioritizing assets security as more important than stable operations (36_4) correlates with less insight into causes for severe incidents (S11).

Being reliant on expert predictions (S4) correlates strongly with the lack of historical data problem (S6) and lack of mathematical approach (S7) to ISRAn probability calculations. However, expert predictions also correlate with precision (S9), it seems a combination of mathematical models and expertise is then optimal. Lack of historical data (S6) also correlates with S10 and S11, indicating that historical data is necessary to prevent outliers and discover causes.

Consider the complexity and many aspects of loss calculations; one admin proficient commented: "We consider the impact to business of loss of business (future) / customer impact, loss of reputation / brand impact, legal or regulatory breach and loss of money / financial impact." Which highlights the many variables that must be considered in such calculations.

### TABLE XII. Correlations between ISRAn statements. (full statements correspond to numbers in Table IX)

<table>
<thead>
<tr>
<th>Statements</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>Work Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### D. Application of ISRAn methods and concepts

To obtain an insight into industry practice and adaptation of methods and concepts we compiled a non-exhaustive list of popular risk assessment tools and concepts, and asked how often they applied them in their ISRAn practice. Table XIII displays how the concepts were ranked by the participants. The three most frequently used methods are Business Impact Analysis, Penetration tests, and Security scanners, all with a median of 5. Cascading/correlating risks are the most
frequently applied concept for risk analysis. The items from Component Testing down to Common Mode Failure have medi- ans between 3-2. The results show that methods for different genres of risk assessment (collected from [15], [13], [16]), such as Fault and Event tree analysis, HAZID, and HAZOP, are not common in ISRA, where practitioners prefer methods developed specifically for InfoSec. Common concepts such as Black Swan Risks [13] and ALARP (As Low As Reasonably Practicable) [15] are also not widely known and applied by the surveyed practitioners. One admin expert commented on this particular issue: Fault Tree Analysis, FMEA [Failure Mode and Effect Analysis], Hazop etc. are usually methods used by safety professionals, not information security professionals (I have however used them both but for slightly different purposes) and MTF or MTBF (Mean Time Before Failure) is typically also used in these safety oriented methods. I see the ability to merge methodologies between these areas of expertise for mutual benefit, but as far as I know, the industry does not do that in current operation.

The same expert also commented on the three of the item’s role of tools in reducing uncertainty: - Different tools are in use for different purposes. I do not see penetration testing/security scanners/component testing as part of risk analysis. It is additional tools relevant to use if the risk evaluators are unable to be certain about probability - such testing can document probability and it also provides low-level insights to mitigation means.

**E. Cost-effectiveness of ISRA methods**

As a follow up, we asked the participants which ISRA method they considered to be most cost-effective, in which we received ten answers. There were no clear answer to this inquiry: Two Admin experts argued for Business Impact Analysis (BIA), as “at the end of the day the systems that our business use are our main reason to have an IT area”, and it "can be done without bringing in external resources”. BIA contains several tools and methods for reducing uncertainty related to consequences of risks.

Two argued (Admin expert and proficient) for security scanners and penetration tests (pentests), as “they provide undeniable evidence of vulnerabilities. It is hard for someone to argue with them.” While two respondents (Admin expert and proficient) argued for the use of Bowtie-diagrams based on cause, threat, and risk analysis. We do not find Bowtie diagrams extensively described in the ISRA literature, although they are found in the more generic safety-related risk assessment literature, such as [15]. Bowtie are used for both risk analysis, visualization and communication.

**F. What is the most important task of the ISRA?**

There several tasks that are common when conducting an ISRA [17], we gathered the common denominators and asked the participants to rate them according to their importance, 1 - Not important to 6 - Very important. Table XIV displays the results, with no notable difference between any groups. The participants ranked all the items highly, with lowest median being 4. The low end of the scale contains importance of knowledge about Stakeholders, Attacker capability, and Uncertainty. Whereas the remainder of the items are rated 5 or higher, meaning they are essential to the process. The respondents ranked Impact/consequences and threat as the most important tasks for the ISRA work.

**TABLE XIV. VIEWS ON IMPORTANCE OF TASKS AND ITEMS FOR RISK ANALYSIS. (SCALE: 1 - NOT IMPORTANT, 6 - VERY IMPORTANT)**

<table>
<thead>
<tr>
<th>Task Description</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Range</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Asset</td>
<td>46</td>
<td>1</td>
<td>6</td>
<td>5.5</td>
<td>1.2</td>
<td>5.36</td>
<td>0.935</td>
</tr>
<tr>
<td>2. Threat</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>5.53</td>
<td>0.896</td>
</tr>
<tr>
<td>3. Guardian/Control</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>5.02</td>
<td>1.135</td>
</tr>
<tr>
<td>4. Uncertainty</td>
<td>46</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4.24</td>
<td>1.742</td>
</tr>
<tr>
<td>5. Probability/Likelihood</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>5.62</td>
<td>1.622</td>
</tr>
<tr>
<td>6. Impact/Consequences</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>5.37</td>
<td>0.636</td>
</tr>
<tr>
<td>7. Stakeholders</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>4.5</td>
<td>1.130</td>
</tr>
<tr>
<td>8. Attacker Capability</td>
<td>46</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>4.11</td>
<td>1.432</td>
</tr>
<tr>
<td>9. Vulnerability</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>5.24</td>
<td>0.951</td>
</tr>
<tr>
<td>10. Expert Knowledge</td>
<td>46</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>4.96</td>
<td>0.685</td>
</tr>
</tbody>
</table>

**V. CHOOSING RISK TREATMENT STRATEGIES**

Jaqith [18] claims that for most people, risk management really means risk identification, although these phases are clearly defined in the ISO/IEC vocabulary [1]. Applying ISO/IEC 27005:2011 [3] as a yard stick, the risk identification-phase clearly contains the majority of data collection and analysis. So, we asked the participants to rank the three different ISRA phases on importance. Table XV shows that the phases are almost equally ranked by our sample, with the risk identification scoring highest with a 6 median, otherwise, the difference between the phases are negligible.

**TABLE XV. RANK THE PHASES OF THE ISRA PROCESS ACCORDING TO YOUR PERCEIVED IMPORTANCE, SCALE 1 (NOT IMPORTANT) - 6 (VERY HIGH IMPORTANT)**

<table>
<thead>
<tr>
<th>Risk Treatment</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Range</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Risk Identification</td>
<td>46</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>5.37</td>
<td>0.340</td>
</tr>
<tr>
<td>2. Risk Estimation</td>
<td>46</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>5.15</td>
<td>0.532</td>
</tr>
<tr>
<td>3. Risk Evaluation</td>
<td>46</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>5.26</td>
<td>0.646</td>
</tr>
</tbody>
</table>

Blakley et.al.[2] claims that the risk treatment strategies applied in IS focus primarily on risk mitigation, while transference, acceptance and avoidance as alternatives are seldom considered. The authors explain that the reason for this is the general approach to ISRM, where the practitioners are geared to imaging and then confirming technical vulnerabilities in information systems, so that steps can be taken to mitigate them. InfoSec activities rarely include any discussion of indemnity or liability transfer, although some organizations do address these issues in an "operational risk" organization.
separate from the information security organization. Table XVI displays how the survey participants replied when we asked them how often they recommend the different risk treatment strategies for ISRA (scale 1 - Never, 2 - Very Seldom, 3 - Seldom, 4 - Sometimes, 5 - Often, and 6 - Very Often). Risk mitigation is the option ranked highest with 87% of respondents answering often or very often. This result supports Blakley et.al.’s claims about this strategy. However, the results also show that other strategies are frequently considered. The Blakley et.al. paper was written over a decade ago and the ISRA community may have matured in this area, although this is a field for future research. The Transference option is almost normally distributed, while the Avoidance option is bimodal with one top at Sometimes (39,1%) and one at Very seldom (19,6%). The Acceptance/Retention option is described by the median with 71% opting for Sometimes and Often alternatives. A clarification is provided by an admin expert with regards to type of industry: “When it comes to health information, where regulatory requirements are very clear at placing the responsibility within the business, and a risk could lead to loss of life or health or patient confidentiality, transference is seldom an option.” Whereas another admin expert comment: “Avoidance is seldom an option. Acceptance is most often already defined at some certain level in the business and is therefore most often not an option for any identified risks above defined threshold of acceptance. Optimisation is most often not prioritized until a result shows all risks identified to be below defined level of risk acceptance or as something to “think about” when all identified risks beyond acceptance threshold is reduced to a level within acceptable threshold.”

<table>
<thead>
<tr>
<th>Treatment Options</th>
<th>Valid</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Range</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transference</td>
<td>46</td>
<td>1</td>
<td>6</td>
<td>4.00</td>
<td>3</td>
<td>3.46</td>
<td>1.631</td>
</tr>
<tr>
<td>Mitigation</td>
<td>46</td>
<td>2</td>
<td>6</td>
<td>5.00</td>
<td>4</td>
<td>5.20</td>
<td>1.872</td>
</tr>
<tr>
<td>Avoidance</td>
<td>46</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4</td>
<td>3.76</td>
<td>1.808</td>
</tr>
<tr>
<td>Acceptance/Retention</td>
<td>46</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4</td>
<td>4.13</td>
<td>1.085</td>
</tr>
<tr>
<td>Optimisation</td>
<td>46</td>
<td>2</td>
<td>6</td>
<td>4.00</td>
<td>4</td>
<td>4.30</td>
<td>1.150</td>
</tr>
</tbody>
</table>

Blakley et.al. also claims that InfoSec as a discipline focus more on reducing the probability of an event than on reducing its consequences. And where the focus is on reducing consequence, it tends to focus much more strongly on quick recovery (for example, by using aggressive auditing to identify the last known good state of the system) than on minimizing the magnitude of a loss through measures to prevent damage from spreading. We asked the participants which they thought more important, reducing the probability or consequence of the risk. Fig. 5 shows that the results are almost 50/50 distributed, no better than random. According our sample, there is no clear preference towards one or the other. With that said, this is often a two part process, where one can treat both probability and consequence of the risk to obtain a reasonable risk level. This issue was also highlighted to some extent by six of the ten admin experts. Another limitation of this study is concerning what is not mitigated this problem, but these were not fool-proof, and circumvention was possible. The sample size was also small, although the online groups and forums exposed the survey to many potential respondents we only managed to recruit forty-six in one month. Based on the many members of these groups, the recruitment strategy was not a success. Many restricting factors could have caused this outcome, for example, activity in the forums, exposure of the survey, and questionnaire length. Although the sample had a good geographical spread and diverse background from the participants, this small sample is sensitive to outliers. The written responses and comments are more anecdotal evidence.

Another limitation of this study is concerning what is not asked for, issues we are not aware of or not present in the questionnaire can not be answered. We partially addressed this issue by adding with comment sections in the questionnaire, but this issue is likely better addressed in open interviews.

Fig. 5. Results from opting to reduce either probability or consequence

VI. SUMMARY & CONCLUSION

In this section, we first discuss the limitations of this study. Then, we conclude our findings, together with research implications and directions for future work.

A. Limitations

While our choice of online survey allowed us to recruit participants from our target group through specialized web-forums, this approach has some limitations. First of all, our data are self-reported values based on participants perceptions, while not a substitute for behavioral and observational data from real-world scenarios, this self-reported data can still provide valuable insight into day-to-day practices and how practitioners view the research problems. Furthermore, the study design and recruitment process gave us less control of the research participants; the control questions somewhat mitigated this problem, but these were not fool-proof, and circumvention was possible. The sample size was also small, although the online groups and forums exposed the survey to many potential respondents we only managed to recruit forty-six in one month. Based on the many members of these groups, the recruitment strategy was not a success. Many restricting factors could have caused this outcome, for example, activity in the forums, exposure of the survey, and questionnaire length. Although the sample had a good geographical spread and diverse background from the participants, this small sample is sensitive to outliers. The written responses and comments are more anecdotal evidence.

Another limitation of this study is concerning what is not asked for, issues we are not aware of or not present in the questionnaire can not be answered. We partially addressed this issue by adding with comment sections in the questionnaire, but this issue is likely better addressed in open interviews.

B. Conclusion & Future Work

InfoSec risk management and assessment are essential to well-functioning InfoSec program as it determines what to protect and how. In this paper, we have addressed three major areas of practice in ISRM and provided incentives to strengthen
research within them; on the ISRA level, we found that the majority did not differentiate between ISRA methods for different organizational tiers. However, several respondents did distinguish, for example through formality, and handled risks at the higher abstraction levels more formally. As a future direction, we propose to research handling and assessing risk between the organizational tiers, together with risk escalation issues.

Gathering the ISRA team and securing the right knowledge is essential to the assessment; Our results showed that the CISO/CSO and InfoSec personnel most frequently leads and attends risk assessments while various roles in IT department attends based on the scope of the assessment. Knowledge about information assets and business understanding was highlighted as essential, together with knowledge about laws & legislation stressing the importance of legal counsel in the ISRA. Composition and optimization of the ISRA team from the knowledge perspective is a potential path for future research.

Throughout the results, several respondents highlighted the significance of the risk assessors experience for the results, as any method is only as good as the person executing it. On qualitative and quantitative approaches, we found that the majority of ISRA an approaches are qualitative. While those who described their work as more technical were more likely to describe their ISRA an approach as quantitative. Our analysis shows that confidence in impact estimates precision tends to be low, however, working with risk quantification is likely to improve accuracy and trust in risk estimates. Which highlights the importance of both the expert and the benefits working with quantification. A path for future work is to research the intersection between these two approaches to optimize the ISRA results.

Related to the precision in impact estimation, we found that Black Swan theory is very seldom applied in ISRA. Possible paths for future work is an analysis of InfoSec risks and how they relate to Black Swans, together with research on rare events and how they drive the InfoSec program. We have provided incentives for strengthening research within obtaining probability distributions for frequencies and consequences for InfoSec, as this is an area that has a potential for producing useful knowledge for decision-makers.

Worth noting is that experts ranked the importance of threat intelligence for ISRA lower than the less experienced groups. On the risk analysis practices, this study documented that asset evaluation is a challenge, with experts considering the existing risk assessment methods as not sufficient to handle this problem. The participants also ranked knowledge about assets as important in multiple instances in the results which make asset evaluation stand out as an issue for future research.

From our list of suggested tools and concepts Business impact analysis, penetration tests, and security scanners are the most frequently applied tools for ISRA. Together with Bowtie-diagrams, these methods and tools are deemed the most cost-effective.
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Abstract — The paper presents proposal of practical implementation simple IoT gateway based on Arduino microcontroller, dedicated to use in home IoT environment. Authors are concentrated on research of performance and security aspects of created system. By performed load tests and denial of service attack were investigated performance and capacity limits of implemented gateway.

I. INTRODUCTION

IoT gateway concept is one of the most important aspect in Internet of Things idea. This network element is presented as a proxy between sensing network and application layers. Many small and autonomous devices and sensors urgently needs this component for communication with higher layers of the network.

In contemporary world of digital communication one of the major aspects is data transmission protection. The ways of implemented protection mechanisms depends on infrastructure details and characteristics of services dedicated to end users. IoT Gateway is a very interesting approach from this point of view and very often a single point of failure for IoT infrastructure. IoT gateway installed in single instance can be observed as Single Point of Failure [2] and is really vulnerable to all threats which are based on network traffic volumetric attack.

II. EXISTING SOLUTIONS

There can be defined two types of IoT gateway implementations. The first one: gateway installed in form of dedicated software located e.g. in typical wireless router or in smartphone as an application [2]. The second implementation is based on a gateway which is using a dedicated hardware. IoT gateway must meet requirements such as: hardware low cost, easy extensibility and application-layer support. The fact is that standardized to different network platforms IoT gateway doesn’t exist. Each type of IoT device and each vendor uses own IoT gateway implementation e.g. on smartwatches market each supplier can offer client buying his own IoT gateway application which is installed in smartphone device. This approach is generally different than presented in Wifi segment where each computer, tablet or smartphone can use one common Wifi gateway.

Because of low hardware cost, availability and possibility of modifying the hardware and software in very easy way, the authors of this paper created a prototype of IoT gateway based on Arduino platform. Arduino is an open-source electronics single board microcomputer based on easy implementable hardware and software. In the literature we could find many examples of using Arduino (mostly used as sensor node) and different most advanced platform such as Raspberry Pi which were used to build the IoT Gateway: [4],[5],[6],[7]. In the literature is presented only one similar IoT gateway implementation based on Arduino. In [3] authors presents the concept of Arduino board based IoT gateway dedicated specially to the medical purposes. This gateway implemented on Arduino Yun is dedicated for monitoring vital parameters of human body using different sensors such as: heart rate sensor, blood pressure, pulse oximetry or body temperature.

III. IoT HOME GATEWAY CONCEPT

IoT Gateway is a single place where a lot of sensors and other components can communicate with applications using standard protocols included in wireless technology like mobile networks or WiFi. Sensing domain elements are connected to one root component which is a point of communication with rest part of devices [1]. IoT home gateway [2] can be defined as an element connecting simple sensors installed in dedicated network often connected wireless e.g. using BLE (Bluetooth Low Energy) technology with home network layer.

Fig. 1. IoT Home gateway concept [1]
As it was presented on Figure 1. IoT gateway fulfils a role of point between sensors and network domain, where tiny sensors can communicate with other subnetworks. For IoT networks it is recommended to use protocols which packets have low overhead and stateless communication method e.g. Constrained Application Protocol (CoAP). CoAP is an application part protocol to present readings from sensors in unreliable transmission. It uses only UDP datagrams to send information very fast and with low latency. It is great protocol for reading sensor data and controlling actuators to drive motors.

IV. SYSTEM ARCHITECTURE

On Figure 2. high level system architecture was presented. Arduino based on IoT gateway (2) collects an information from different sensors from sensing domain (1). In tested environment: Passive Infra Red sensor, sound sensor, pressure and smoke sensors were used.

Web Application (3) hosted on board presents information from sensors and exposes them for third party systems. In implemented gateway two different Ethernet Modules (4) (Ethernet ENC28j60 and Wiznet550 with tcp offload capability) were used to provide connection to network domain. As IoT gateway system core element three boards: Arduino UnoR3, Mega2560 and Leonardo (2) were tested. As third party application http client (6) e.g. web browser was connected to network domain (5).

Moreover, the IoT Gateway designed architecture provides a connection to web service which presents in browser the information returned by each sensor.

A) Arduino environment

Two web applications which fulfil a crucial role of plugin for sensing domains, have been developed and installed on Arduino Leonardo, Mega2560 and UnoR3 supported by different Ethernet Modules (hardware Wiznet550 and software ENC28j60). Configuration of Ethernet Network Module which is presented on Fig. 3. was provided by ICSP pin with settings and configuration on board side. User can send and read information from sensors by using http client and dedicated web application.

Fig. 3. IoT gateway prototype with ENC28j60 card.

B) Web Application

Web application was hosted on Arduino board. It was a standard web server which exposed information from connected sensors. It displayed a single html page with presented a few changing values of sensor readings after refreshing the web page content from web browser.

V. MEASUREMENTS

A) Test environment

However, it should be emphasized that presented architecture is designed to perform IoT Gateway tests according to performance and security aspects. Two main most probably issues are Flash Crowd and (D)DoS (eng. Distributed Denial of Service) attacks. The first one occurs when too many legitimate users want to get access to the service in the same moment. IoT Gateway is vulnerable due to the fact that Arduino has low capacity of RAM and CPU parameters. The second one is a malicious attack using thousands of network machines to block a service.

Fig. 4. presents test environment used for IoT gateway performance tests. Based on Apache JMeter tool (3) http traffic to Arduino Gateway was generated (1). IoT gateway returned web page (2) with information from sensors (with http 200 message). In other cases no response or http 404 message was generated. CPU/RAM meter (4) based on Linux script running on dedicated Laptop was used to measure Arduino device performance. Moreover, the second part of the research was performed with usage of Hping3 security tool. It gives a lot of possibilities to generate a huge traffic simulating Distributed Denial of Service. TCP SYN Flood and Http Slowloris attacks were used to block an access to a web service. Unfortunately, it could be observed that service is very sensitive to receiving big part of http traffic. It was unresponsive to next requests sent by clients. It had to be restarted to provide access after web logic failure.
B) Load test – error rate

Based on test scenario described in details in point A of this paper load tests for three Arduino boards and two Ethernet cards were performed. Figures 5-10 presents results of load tests (observed packet error rate in network traffic).

Moreover, based on the result of load test for Wiznet550 network adapter module maximal number of 15 simultaneous sessions was defined. Large number of sessions results in showing high error rate of receiving packets. The better result was observed for ENC28J60 Ethernet card and for this component the lower error rate about 5-8% for 300-800 TCP sessions was detected.

A) Load test – average response time

Besides the error rate during the load tests average response time was measured.

Based on requirements it should be emphasized that for the real time communication systems maximum acceptable response time should not exceed 100 ms and this value were reached for 10 simultaneous TCP sessions for Arduino Leonardo with Wiznet550 card (Fig 11). For others Arduino boards and Wiznet550 adapter we can observe similar values. For Enc28j60 network card we can observe better performance (avg response time 94 ms for 10 TCP sessions for Arduino Leonardo, time 125 ms for 140 TCP sessions for Arduino Mega2560 and 56 ms for 160 TCP sessions for UnoR3).

Table 1 and 2 presents observed CPU and RAM usage. It can be observed that percentage usage of CPU for Arduino board is higher about 10% when Enc28j60 Ethernet module was connected to device. It is a result of receiving and parsing packets on core of application web server. When Wiznet550 tcp off load connector is used a
big part of packet processing is handled by this element. It protects presented gateway against change of web server logic into block state.

Table 1. Load test result – CPU usage [%]

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Arduino Leonardo Wiznet</th>
<th>Mega2560 Wiznet</th>
<th>UnoR3 Wiznet</th>
<th>Arduino Leonardo ENC28J60</th>
<th>Mega2560 ENC28J60</th>
<th>UnoR3 ENC28J60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4,500</td>
<td>1,065</td>
<td>6,882</td>
<td>15,900</td>
<td>10,317</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>1,667</td>
<td>1,008</td>
<td>6,981</td>
<td>22,367</td>
<td>10,138</td>
<td>9,999</td>
</tr>
<tr>
<td>10</td>
<td>9,333</td>
<td>0,935</td>
<td>6,036</td>
<td>15,567</td>
<td>9,608</td>
<td>9,802</td>
</tr>
<tr>
<td>20</td>
<td>6,133</td>
<td>0,852</td>
<td>7,233</td>
<td>16,800</td>
<td>1,276</td>
<td>10,020</td>
</tr>
<tr>
<td>30</td>
<td>3,467</td>
<td>0,898</td>
<td>7,226</td>
<td>10,233</td>
<td>1,123</td>
<td>9,945</td>
</tr>
<tr>
<td>40</td>
<td>3,500</td>
<td>0,797</td>
<td>7,638</td>
<td>13,133</td>
<td>0,999</td>
<td>9,836</td>
</tr>
<tr>
<td>50</td>
<td>12,467</td>
<td>1,113</td>
<td>7,326</td>
<td>9,467</td>
<td>1,126</td>
<td>9,797</td>
</tr>
<tr>
<td>100</td>
<td>10,500</td>
<td>0,906</td>
<td>5,638</td>
<td>16,200</td>
<td>1,042</td>
<td>10,235</td>
</tr>
<tr>
<td>200</td>
<td>6,833</td>
<td>0,805</td>
<td>6,112</td>
<td>6,300</td>
<td>1,137</td>
<td>-</td>
</tr>
<tr>
<td>300</td>
<td>8,700</td>
<td>0,808</td>
<td>6,730</td>
<td>13,233</td>
<td>0,949</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. Load test result – RAM usage [%]

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Arduino Leonardo Wiznet</th>
<th>Mega2560 Wiznet</th>
<th>UnoR3 Wiznet</th>
<th>Arduino Leonardo ENC28J60</th>
<th>Mega2560 ENC28J60</th>
<th>UnoR3 ENC28J60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35,900</td>
<td>14,627</td>
<td>38,833</td>
<td>35,850</td>
<td>24,578</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>37,500</td>
<td>14,700</td>
<td>38,851</td>
<td>34,900</td>
<td>24,827</td>
<td>38,474</td>
</tr>
<tr>
<td>10</td>
<td>38,600</td>
<td>14,157</td>
<td>38,985</td>
<td>34,500</td>
<td>24,941</td>
<td>38,565</td>
</tr>
<tr>
<td>20</td>
<td>38,100</td>
<td>14,780</td>
<td>38,822</td>
<td>35,133</td>
<td>14,479</td>
<td>38,531</td>
</tr>
<tr>
<td>30</td>
<td>37,900</td>
<td>14,793</td>
<td>38,731</td>
<td>35,300</td>
<td>14,497</td>
<td>38,539</td>
</tr>
<tr>
<td>40</td>
<td>38,400</td>
<td>14,791</td>
<td>38,682</td>
<td>34,867</td>
<td>14,699</td>
<td>38,483</td>
</tr>
<tr>
<td>50</td>
<td>37,500</td>
<td>14,792</td>
<td>38,827</td>
<td>34,200</td>
<td>14,690</td>
<td>38,507</td>
</tr>
<tr>
<td>100</td>
<td>39,400</td>
<td>14,788</td>
<td>39,314</td>
<td>34,800</td>
<td>14,722</td>
<td>38,197</td>
</tr>
<tr>
<td>200</td>
<td>38,900</td>
<td>14,800</td>
<td>39,310</td>
<td>39,300</td>
<td>19,700</td>
<td>-</td>
</tr>
<tr>
<td>300</td>
<td>38,733</td>
<td>14,800</td>
<td>39,191</td>
<td>38,900</td>
<td>19,669</td>
<td>-</td>
</tr>
</tbody>
</table>

RAM percentage usage results presented for Arduino boards don’t depend on kind of Ethernet module.

Sometimes the usage WIZnet550io module resulted in the error XML Parse Exception. It is a result of blocking a part of data on the same link which is used by legitimate user and by attackers. Service doesn’t have to be suspended in case of receiving too many requests to web application. Packet error rate (PER) has always been the biggest value for Ethernet module WIZnet550io. In contrast to Wiznet550io Ethernet ENC28J60 requires a large number of users to return permanent failure. It leads to rejection of the packets due to insufficient capacity of Arduino board resources at very high network traffic.

VI. FUTURE WORK

In the future, the authors of this publication are planning to focus on improving security aspects. The most important implementation is encryption for data transmission between the IoT gateway and http client [8]. Nowadays a lot of Man in The Middle attacks can be performed successfully because of sending data via plain text. Implementation of SSL protocol and certificate on web server side should prevent against this situation.

Due to the fact that only limited resources are available such as: CPU, memory and number of I/O ports the implementation of similar IoT environment based on more advanced hardware platform should be performed. For example the usage of Intel Galileo should allow to implement some additional features such as Web application or firewall features inside the board because of better hardware capabilities in comparison with Arduino board. The use of Intel Galileo allows to keep compatibility of sensors layer with the platform Arduino and allows to focus on the software development.

VII. SUMMARY

Presented in this paper Arduino boards are offered as a standalone device without network adapter. For load tests Arduino boards were equipped with Wiznet550io module and ENC28j60 network adapter. Better results of performance were observed for ENC28j60 from 10 TCP sessions for Arduino Leonardo to 160 TCP sessions for Arduino UnoR3.

As a device with very limited hardware Arduino can host services which can’t be stable if too many users want to get access to the resources in the same time. Arduino board can be used as the IoT gateway only in very small IoT environment. ENC28j60 Ethernet module could better cope with Http request avalanche when in the same time Wiznet550io module was really poor to protect IoT gateway. However, it should be emphasized that there is a need to build new solution for Iot gateway protection.

Prototype of IoT Gateway was made as part of the Open Middleware 2.0 Community by Orange Labs program [9].
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Abstract—Transient queue-size distribution in a finite-buffer system with Poisson arrivals and generally distributed processing times is investigated. In the evolution of the system the server needs randomly distributed setup times preceding the service initialization in each new busy period. Applying the paradigm of embedded Markov chain and the formula of total probability, a Volterra-type system of integral equations for the transient queue-size distribution, conditioned by the number of packets being accumulated in the buffer before the opening of the system, is built. The solution of the corresponding system written for Laplace transforms is obtained algebraically in the compact explicit form. Numerical examples are attached as well.

I. INTRODUCTION

Finite-buffer queues are widely used in modelling real-life processing systems, in which the phenomena like buffering of waiting packets (jobs, customers, calls, etc.), delays of different nature, and packet losses caused by buffer overflows or temporary suspensions of the service process occur. In particular, e.g. the incoming/outcoming stream of packets in a node of computer network (like, e.g. IP router in the Internet) can be efficiently modelled by using one of finite queueing systems. One of the most important challenges of wireless communication (e.g., based on Wi-Fi IEEE 802.11 standard or wireless sensor networks), is the problem of energy saving. In practice, a mechanism for temporary switching off the radio transmitting/receiving, e.g. at a time at which the stream of packets directed to this node becomes less intensive or when the accumulating buffer is empty, is being implemented. After such a time of unavailability, to start the processing normally, a node needs some period of time (called a setup time, usually random) to achieve full readiness to work. During the setup time the service process is blocked and the arriving packets accumulate in the buffer queue. Such a mechanism can be observed, e.g. in manufacturing systems or in the GSM standard transmission in which the node is being switched on just before sending the identification frame by a BS (=Base Station).

In [10] a steady-state threshold strategy for jobs behavior in a model with setup times is obtained. One can find the study of a Markovian system with server setups preceding the first processing in each busy period in [6]. Different results on queueing models with setup times applied in the analysis of WSNs’ operation are derived, e.g. in [11] and [12]. In [12] the model of a sleep/wakeup protocol in the IEEE 802.15.4 can be found (see also [7], [9] and [13] for some other results concerning the energy saving problem in WSNs). The IMS session re-setup delay in WiMAX/LTE heterogeneous networks is modelled by an appropriate queueing system in [1]. The M/G/1-type queue with vacation policy and server setup times is used in [8] for modelling the BS sleeping mode in cellular networks. In [2] a model of data center with servers leaving their idle periods “via” setup times is investigated.

The non-stationary study of the queue-size distribution in the M/G/1-type queueing system with random batch arrivals, N-policy and server setup times can be found in [3] (see also [4], where departure process is investigated).

In the paper we investigate the finite-buffer M/G/1-type queueing system in which the first service beginning each new busy period is preceded by a generally-distributed setup time, during which the processing is still blocked and the server acquires full readiness for the service process. Applying the approach based on the idea of embedded Markov chain and the total probability law, a system of integral equations for the transient queue-size distribution, conditioned by the initial buffer state, is built. The solution of the corresponding system written for Laplace transforms is obtained by using the linear algebraic approach and given in a closed form, utilizing a certain functional sequence defined recursively.

II. MODEL DESCRIPTION AND AUXILIARY RESULTS

In the article we deal with a single-server finite-buffer queueing model, in which packets occur according to a Poisson process with intensity \( \lambda \) and are being processed individually with a general-type CDF (=cumulative distribution function) \( F(\cdot) \) of the service time, according to the FIFO discipline. The total number of packets present in the system simultaneously is bounded by a non-random value \( K \), i.e. we have \( K - 1 \) places in the buffer queue and one place “in processing”. As it is usually assumed, packets arriving during the buffer overflow period, i.e. when the server is busy with processing and the buffer is saturated, are being lost. In general, it is allowed for
the buffer to contain a number of packets being waiting before the opening of the system at time $t = 0$. Each busy period, which starts together with the first arrival after the idle time, is preceded by a random setup time with a CDF $G(\cdot)$ of a general type. The setup time is a period during which the processing is blocked and the server “acquires” full readiness for processing. It is assumed that the system being empty before the start also initializes a setup time at the first arrival epoch. We assume, moreover, that all interarrival, processing and setup times in the evolution of the system are independent.

Let us denote by $X(t)$ the number of packets present in the system at time $t$, including a packet being processed at this time (if any). Define the transient distribution function of $X(t)$, conditioned by the initial level of buffer saturation, in the following way:

$$ Q_n(t, m) \overset{df}{=} \mathbb{P}\{X(t) = m | X(0) = n\} dt, \quad (1) $$

where $t > 0$, $0 \leq n \leq K$ and $m \geq 0$. We are interested in finding the closed-form representation for the LT (= Laplace transform) of $Q_n(t, m)$, i.e. for the functional

$$ \tilde{Q}_n(s, m) \overset{df}{=} \int_0^\infty e^{-st}Q_n(t, m)dt, \quad \Re(s) > 0. \quad (2) $$

In the analytical approach we use the following result from linear algebra which can be found in [5]:

**Lemma 1.** Let $\alpha_k$, $k \geq 0$, and $\phi_k$, $k \geq 1$, with the assumption $\alpha_0 \neq 0$, be two given number sequences. Each solution of the following system of linear equations:

$$ \sum_{k=1}^n \alpha_{k+1}x_{n-k} - x_n = \phi_n, \quad n \geq 0, \quad (3) $$

can be written in the form

$$ x_n = CR_{n+1} + \sum_{k=0}^n R_{n-k}\phi_k, \quad n \geq 0, \quad (4) $$

where $C$ is a constant independent on $n$, and $(R_k)$ is the sequence (which is called in [5] a potential) associated with the sequence $(\alpha_k)$ as the following relationships:

$$ R_0 = 0, \quad R_1 = \alpha_0^{-1}, \quad (5) $$

We end this section with stating some additional notations. We use the abbreviation $\overline{G}(x) \overset{df}{=} 1 - G(x)$ and the nomenclature $I\{k\}$ for the indicator of the random event $A$. Besides, let us denote by $f(\cdot)$ and $g(\cdot)$ the Laplace-Stieltjes transforms of CDFs $F(\cdot)$ and $G(\cdot)$, respectively.

### III. System of Equations for Conditional Queue-Size Distribution

Let us start with the case of the system being empty at time $t = 0$. Thus, the evolution of the system begins with an idle period during which the service station “waits” for packets. Simultaneously with the arrival occurrence a setup time begins. Let us note that we can distinguish three mutually excluding situations (random events):

1. the first packet arrives before time $t$ and the setup time also ends before $t$ (we denote this event by $A_1(t)$);
2. the first packet enters before $t$ but the setup time completes after $t$ ($A_2(t)$);
3. the first packet arrives after time $t$ ($A_3(t)$).

Introduce the following notation:

$$ Q_0^{(i)}(t, m) = \mathbb{P}\{X(t) = m \cap A_i(t) | X(0) = 0\}, \quad (6) $$

where $t > 0$, $m \geq 0$ and $i = 1, 2, 3$. It is obvious that the formula of total probability leads to the following relationship:

$$ Q_0(t, m) = \mathbb{P}\{X(t) = m | X(0) = 0\} = \sum_{i=1}^3 Q_0^{(i)}(t, m) \quad (7) $$

and, moreover,

$$ \tilde{q}_0(s, z) = \sum_{i=1}^3 \int_0^\infty e^{-st}Q_0^{(i)}(t, m)dt. \quad (8) $$

Considering the random event $A_1(t)$, we get the following equation:

$$ Q_0^{(1)}(t, m) = \int_{x=0}^t x e^{-\lambda x}dx $$

$$ \times \sum_{i=0}^{t-x} \sum_{l=0}^{K-1} \left(\lambda x\right)^{i+l} \frac{e^{-\lambda x}Q_{i+l}(t-x-y, m)}{i! l!} dG(y). \quad (9) $$

Let us note that the first summand on the right side of (9) corresponds to the situation in which there is at least one free place in the buffer at the completion epoch of the setup time. The second summand presents the case in which the buffer becomes saturated during the setup time. Similarly, for $A_2(t)$, we obtain

$$ Q_0^{(2)}(t, m) = \int_0^t x e^{-\lambda x}dx $$

$$ \times \left\{I\{1 \leq m \leq K - 1\} \left[\frac{t-1}{(m-1)!} e^{-\lambda(t-x)} \right] + I\{m = K\} \sum_{i=K-1}^{\infty} \left[\frac{(t-1)^{i+1}}{i!} e^{-\lambda(t-x)} \right] \right\} dx. \quad (10) $$

Let us comment (10) briefly. The first summand under the integral on the right side of (10) relates to the case when the number of packets, measured at time $t$, is less than the maximal value $K$. The second one concerns the situation $m = K$, so during the time $(t-x)$ (the time between the first arrival epoch and $t$) at least $K - 1$ packets must occur. However, $K - 1$ packets only are physically buffered. The remaining ones will be lost due to the buffer saturation.

Finally we have, obviously,

$$ Q_0^{(3)}(t, m) = I\{m = 0\} e^{-\lambda t}. \quad (11) $$
From (9)–(11), referring to (7), we get
\[ Q_0(t, m) = \int_{x=0}^{t} \lambda e^{-\lambda x} \, dx \times \int_{y=0}^{t-x} \left( K - 2 \sum_{i=0}^{\infty} \left( \frac{\lambda y}{i} \right)^i e^{-\lambda y} \right) dG(y) \]
\[ + Q_K(t - x - y, m) \sum_{i=K-1}^{\infty} \frac{\left( \lambda y \right)^i}{i!} e^{-\lambda y} \]
\[ + \int_{0}^{t} \lambda e^{-\lambda x} G(t - x) \left\{ I\{1 \leq m \leq K - 1\} \times \left[ \frac{\lambda}{(m - 1)!} \right]^{m-1} e^{-\lambda(t-x)} + I\{m = K\} \sum_{i=K-1}^{\infty} \left[ \frac{\lambda(t-x)}{i!} \right]^i \right\} \, dx + I\{m = 0\} e^{-\lambda t}. \] (12)

Investigate now the case of the system being non-empty at the start moment (i.e., \( 1 \leq n \leq K \)). Due to the fact that successive departure epochs are Markov (renewal) moments during the operation of the \( M/G/1 \)-type system, then, by virtue of the continuous version of the total probability law, applied with respect to the first departure moment after \( t = 0 \), we obtain the following system of integral equations for \( 1 \leq n \leq K \):
\[ Q_n(t, m) = \int_{0}^{t} \left[ \sum_{i=0}^{K-n-1} \left( \frac{\lambda x}{i!} \right)^i e^{-\lambda x} Q_{n+1}(t-x, m) \right] \, dF(x) \]
\[ + Q_{K-1}(t-x, m) \sum_{i=K-n}^{\infty} \left( \frac{\lambda x}{i!} \right)^i e^{-\lambda x} \]
\[ + F(t) \left\{ I\{n \leq m \leq K - 1\} \times \left[ \frac{\lambda}{(m-n)!} \right]^{m-n} e^{-\lambda t} + I\{m = K\} \sum_{i=K-n}^{\infty} \left( \frac{\lambda}{i!} \right)^i \right\}, \] (13)

It is easy to note that the first summand under the integral on the right side of (13) describes the case in which the buffer does not become saturated before the first departure time \( 0 < x < t \), while the second one relates to the opposite situation. In the last summand the first service completes after \( t \).

Observe that the following identity is true (compare (9)):
\[ \int_{t=0}^{\infty} e^{-\lambda x} \, dx \times \int_{x=0}^{t} \lambda e^{-\lambda x} \, dx \times \int_{y=0}^{t-x} \left( \frac{\lambda y}{i!} \right)^i e^{-\lambda y} \]
\[ = a_i(s) \tilde{a}_i(s, m), \] (14)
where
\[ a_i(s) \overset{\text{def}}{=} \frac{\lambda}{\lambda + s} \int_{0}^{\infty} \left( \frac{\lambda y}{i!} \right)^i e^{-\lambda y} \, dy \overset{\text{def}}{=} \frac{\lambda}{\lambda + s} \int_{0}^{\infty} (\lambda u)^i e^{-\lambda u} \, du, \]
(15)
Similarly, defining (see (10))
\[ \pi_i(s) \overset{\text{def}}{=} \frac{\lambda}{\lambda + s} \int_{0}^{\infty} (\lambda u)^i e^{-\lambda u} \, du. \]
(16)
and taking into consideration (14)–(15), we rewrite the equation (12) in the following form:
\[ \tilde{q}_0(s, m) = \sum_{i=0}^{K-2} a_i(s) \tilde{q}_{i+1}(s, m) + \tilde{q}_K(s, m) \sum_{i=K-1}^{\infty} a_i(s) + \beta(s, m), \] (17)
where
\[ \beta(s, m) \overset{\text{def}}{=} I\{1 \leq m \leq K - 1\} \tilde{m}_{m-1}(s) \]
\[ + I\{m = K\} \sum_{i=K-1}^{\infty} \pi_i(s) + I\{m = 0\} \frac{1}{\lambda + s}. \] (18)

Similarly, denoting
\[ \alpha_i(s) \overset{\text{def}}{=} \int_{0}^{\infty} e^{-\lambda(s+y)} \left( \frac{\lambda x}{i!} \right)^i \, dF(x); \]
\[ \gamma_n(s, m) \overset{\text{def}}{=} \int_{0}^{\infty} e^{-\lambda(s+y)} \, dF(x); \]
\[ \sum_{i=K-n}^{\infty} \left( \frac{\lambda}{i!} \right)^i \]
\[ = a_i(s) \tilde{q}_n(s, m), \]
\[ + \tilde{q}_{K-1}(s, m) \sum_{i=K-n}^{\infty} \alpha_i(s) + \gamma_n(s, m). \] (21)

Let us apply to (17) and (21) the following substitution:
\[ \tilde{u}_n(s, m) \overset{\text{def}}{=} \tilde{q}_{K-n}(s, m), \quad 0 \leq n \leq K. \] (22)

After this operation, we get from (21) the following system:
\[ \sum_{i=0}^{n} \alpha_{i+1}(s) \tilde{u}_{n-i}(s, m) - \tilde{u}_n(s, m) = \phi_n(s, m), \] (23)
where \( 0 \leq n \leq K - 1 \), and
\[ \phi_n(s, m) \overset{\text{def}}{=} \alpha_{n+1}(s) \tilde{u}_{0}(s, m) - \tilde{u}_{1}(s, m) \sum_{i=n+1}^{\infty} \alpha_i(s) - \gamma_{K-n}(s, m). \] (24)

In the same manner, inserting (22) into (17), we obtain
\[ \tilde{u}_K(s, m) = \sum_{i=0}^{K-2} a_i(s) \tilde{u}_{K-i-1}(s, m) + \tilde{u}_0(s, m) \sum_{i=K-1}^{\infty} a_i(s) + \beta(s, m). \] (25)
IV. MAIN RESULTS FOR TRANSFORMS

Let us note that (23) has the same form as (3), but with coefficients $\alpha_i(\cdot)$ and $\phi_i(\cdot, \cdot)$. We can substitute $\alpha_i(\cdot)$ times
have 2-Erlang distribution, that gives the intensity 450 packets

where we denote

$$\Delta_i(s, m) = \Delta_1(s)C(s, m) + \kappa_i(s, m),$$

$$\Delta_2(s) \overset{def}{=} R_{K+1}(s) + \sum_{i=0}^{K} R_{K-i}(s) \left[ \alpha_{i+1}(s) R_1(s) \right.\left. \right]$$

and

$$\kappa_2(s, m) \overset{def}{=} \sum_{i=0}^{K} R_{K-i}(s) \left[ \eta(s) R_1(s) \gamma_K(s, m) \right.\left. \right]$$

Comparing the right sides of (30) and (33), we express $C(s, m)$ as follows:

$$C(s, m) = \frac{\kappa_2(s, m) - \kappa_1(s, m)}{\Delta_1(s) - \Delta_2(s)}.$$ 

Now the formulae (24), (26), (27), (29) and (36) lead to the following main theorem:

**Theorem 1.** The representation for the LT of the conditional transient queue-size distribution in the $M/G/1/K$-type model with generally distributed setup times is following:

$$\tilde{q}_n(s, m) = \int_0^\infty e^{-st} P\{X(t) = m \mid X(0) = n\} dt$$

$$= \frac{\kappa_2(s, m) - \kappa_1(s, m)}{\Delta_1(s) - \Delta_2(s)} \left\{ R_{K-n+1}(s) + \sum_{i=0}^{K-n} R_{K-i}(s) \right\}$$

$$\times \left[ \alpha_{i+1}(s) R_1(s) - \eta(s) \left[ R_2(s) + \alpha_1(s) R_1^2(s) \right] \right.\left. \right] + \sum_{i=0}^{K-n} R_{K-n-i}(s) \left[ \eta(s) R_1(s) \gamma_K(s, m) \right.\left. \right]$$

$$\times \sum_{j=i+1}^{\infty} \alpha_j(s) - \gamma_{K-i}(s, m) \right].$$

where the formulae for $\alpha_i(s), \gamma_i(s, m), R_1(s), \Delta_1(s), \kappa_1(s, m), \Delta_2(s)$ and $\kappa_2(s, m)$ are given in (19), (20), (5), (31), (32), (34) and (35), respectively.

**Remark IV.1.** Let us note that from the formula (37) the stationary queue-size distribution $\pi_m, m = 0, ..., K$, can be found by using the Tauberian theorem, namely for any $n \in \{0, ..., K\}$

$$\pi_m = \lim_{t \to \infty} P\{X(t) = m\} = \lim_{s \to 0} s \cdot \tilde{q}_n(s, m).$$

V. NUMERICAL EXAMPLES

Let us take into consideration a node of the wireless network with buffer of size 6 packets, with the arrival stream of packets of average sizes 200 B, entering with intensity 600 Kbps. Adjusting the Poisson arrival process, we have the rate $\lambda = 375$ packets per second. Assume that packets are being transmitted with speed 720 Kbps, where the processing times have 2-Erlang distribution, that gives the intensity 450 packets
per second and the value \( \mu = 900 \) of the parameter of this distribution. Hence, the load of the node is at the high level (\( \rho = 0.833 \)). Moreover, we consider the mechanism of exponentially distributed setup with three different means: 0 (without setup - "pure" system), 5 and 50 [ms].

The evolution of the transient probabilities \( P\{X(t) = m | X(0) = 0\} \) for \( m = 1, 3, 5 \) are presented in Fig. 1. Evidently, due to different durations of setup times, the transient evolutions and stationary values of the proper probabilities are different in cases (a)–(c). As one can observe, a short setup time with mean 5 [ms] allows the system to stabilize faster than in the absence of such a period (compare cases (a) and (b)). From the other side, if the setup time is relatively long in comparison to the arrival/service rates (case (c)), the time of stabilization elongates in comparison to the system without setup time. It is worth mentioning that all analytical results are confirmed by process-based discrete-event simulations (DES).

VI. SUMMARY

In the article a finite-buffer queueing model with Poisson arrivals and generally distributed processing times and server setup times is considered. The closed-form representation for the LT of the transient queue-size distribution conditioned by the initial buffer state is found, from which the stationary distribution can be obtained directly by using the Tauberian theorem. Numerical examples are attached as well.
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Abstract — Authenticating users connecting to online services, social networks or m-banking became an indispensable element of our everyday life. Reliable authentication is a foundation of security of Internet services but, on the other hand, also a source of users’ frustration due to possible account blocking in case of three fails. In this paper we propose a model of authentication service management which helps in keeping a balance between the authentication security level and positive users’ perception of this procedure. The proposed procedure allows a user more than three attempts of authentication by switching after two failures to a more secure authentication protocol keeping a balance between QoP and QoE measures. Finally, the procedure determines an optimal path of authentication using a decision tree algorithm.
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I. INTRODUCTION

Diversity of Internet services at the present time grows faster and faster. In particular, the variety of manners in which the services are provided, from a wired environment (e.g., LAN) to a wireless environment (e.g. WiFi, mobile environment), is observed. Many users become more and more demanding about services’ usability. Thus, any services, especially newly designed, should be developed taking into account users’ satisfaction factor.

One of the main issues in all Internet services is security protection. Nowadays, there are few user-friendly and at the same time secure services. It is well known that for most services the high level of protection makes their usability is declined. So, it is important to find a balance between security and usability of a service. Of course, that idea depends on kind of a protection mechanism which is considered. Examples of such security mechanisms are authentication solutions. The authentication is an act of reliable entity identification. Within this process two problems can be considered: a choice of the specific authentication solution and its influence on user’s behavior. The choice of the proper identification mechanism is not a simple problem, because many factors can have a significant impact on it. Even if such a mechanism is selected, in most cases it is not considered how a person feels using it. Therefore, an appropriate authentication solution should provide both an adequate security level and sufficient users’ satisfaction.

In this paper we propose a service model which can be used to proper management of the authentication mechanisms based on users’ satisfaction.

The rest of the paper is organized as follows: Section 2 presents a connection between QoS and QoE measures characterizing Internet services. Section 3 briefly discusses an impact of security context and contextual data on security management while Section 4 presents basic known results on contextual security and user-friendly authentication mechanisms. Section 5 contains main theoretical result of the paper which is an authentication management model oriented on user’s experience. Finally, Section 6 presents results of a simulation which confirms correctness of a created model and Section 7 concludes the paper and outlines the future work.

II. RELATION BETWEEN QoS, QoE AND QoP

In Internet services, to measure Quality of Service (QoS) [1] many parameters like jitter, network latency, throughput, etc. are used. Based on their value a service and a network parameters should be correctly modify to ensure the best quality. However, not always changing a QoS parameter is enough to provide a good quality service. Sometimes to provide high quality of a service not all parameters should have the best values. In most cases it is expensive to set the best values of QoS parameters. Thus, investigations concerning users’ experience were conducted. As a result of the research a Quality of Experience (QoE) factor was designed [2, 3]. This implies that QoS parameters should be set based on a users’ QoE value [4, 5].

In the area of security the Quality of Protection (QoP) measure is a counterpart of QoS [6, 7]. The term defines a minimum protection level that should be provided to a secure Internet service. For example, it is obvious that different level of protection ensures an authentication mechanism which used a hash function SHA-1 than those with a hash function SHA-2-256 [8]. So, it is natural to measure a level of protection which is required. But, as it is for QoS, not always a security mechanism applied meets users’ requirements. Sometimes the mechanism is too
difficult to use (e.g., a multi-factor authentication can be a barrier for elder people), sometimes it is too annoying (e.g., a continuous request for fingerprinting due to a device read/scan problems).

To summarize above considerations, the relationship between QoS, QoP and QoE can be presented in a form of the graph (see Fig 1). The QoS parameter has an impact on security services (a security level) and at the same time on users' satisfaction. Once again, a proper security mechanism should be provided with respect to a user's expectations.

![Figure 1. Relationship between QoS, QoP and QoE](image.png)

An open problem is to answer a question which mechanism should be provided in particular conditions. For this issue the solution can be the idea of context-based systems in which a state of the system is dynamically changed with respect of environmental conditions.

### III. SECURITY CONTEXT

The term “context” concerns all data which can be used to adapt state of a system to particular conditions. They come from many sources [9]. There are many descriptions about context. In [10] Schilit et. al. show context-aware systems as systems able to adapt to dynamically and continuously changing GPS coordinates, type of devices, people relations and time. The author describes three features of context data: where you are?, with whom you are?, what is your neighborhood? Furthermore, he emphasizes that contextual information is not only a localization, but also other useful information. Recently this definition had been used by many authors. In general they claim that contextual data are data which are answers on a question that starts with: Who?, Where?, What?, When?. Beside context-aware system, description of the context-aware application can be found in [11]. More universal definition was proposed by Wrona and Gomez [12]. According to them the contextual data are information which can describe a state of an entity. This definition is better than the previous one because it includes all data which can be contextual information.

Some contextual data have common features. For example, day, part of a year and day of birth apply to determine the time while GPS coordinates, the UK and the Earth describe a localization. For this reason it is naturally to divide contextual data into categories. Two context categories were already defined: time and position. Beside these, many more exist like: access device, operating systems, environment, neighborhood, etc.

All contextual information can be divided in three classification groups: storage of context, retrieval of context and its dynamism. First group includes all aspects of store data (in database, in Hidden Markov Model, in file, etc.). Second group describes different aspects of data retrieval like its history, presentation, the way in which was gathered, etc. The last third group consists data connected with a specific environment—some environment could be dynamically changed over time and some could be more static—every information changed very rarely or not changed at all.

As it was shown in the literature (see e.g., [13, 14, 15]) contextual information can be used to improve Internet systems work. Using contextual data, QoP and QoE measures combination cause that a model of providing the best authentication mechanism adequate for specific requirements can be created.

### IV. USER AUTHENTICATION AND QUALITY OF EXPERIENCE: RELATED WORKS

As mentioned earlier, not many works apply to problem of providing an appropriate authentication mechanism based on user’s context and respecting the user’s QoE. Security solutions which include contextual data aspects are more common. Several approaches for the context security have been described in [16, 17, 18, 19]. The authors in their papers present an idea how contextual information can be used in an authentication mechanism, but they do not consider user’s Quality of Experience. Another example of using contextual data in security is access control approach. Based on sensitivity or importance of data (e.g. patient health history, personal data, etc.), proper access to them should be provided to avoid information leakage. This idea is shown in [20, 21, 22, 23]. However, the aspects of security should be considered as well as user’s satisfaction. In most cases it is difficult to obtain an answer to the question which security features have impact on user’s experience. In [24] the authors present the results of a survey of over 300 users to determine their understanding of the security feature in selected applications. The experiment includes some areas of difficulty with many security features showing usability challenges for users. Similar considerations includes the paper [25]. Based on conclusions from [24, 25] was created a few papers which apply to experiments of balancing QoE and QoP. In [26, 27] is described provisioning of QoE and QoP in Mobile Networks and Wireless Networks. Authors focus on ensuring an appropriate level of QoE and QoE of cryptographic algorithms used in a mobile environment. The paper [28] shows long-term QoP in mobile networks with QoE aspects, too. More experimental results can be found in [29]. The paper contains research about impact of an authentications mechanism on users perceive logins. Computed exponential QoE-QoP relationship can be served to assessing used identification mechanism in the domain of user acceptability. The extension of these research and more detailed description can be found in [30, 31]. Based on [29] was created an experiment shown in [32]. The author tries to find QoE – QoP dependence in popular SaaS cloud products. A similar approach, but with mobile devices, is shown in [33], where security barriers survey was described.

Other, more holistic idea of connection security and user experience can be found in [34]. The paper shows a framework of
criteria for the evaluation of authentication schemes in IMS, focus on security, user-friendliness and simplicity. Very interesting description contains [35] where authors explain how contextual information can be used to provide secure and user-oriented mechanisms. The paper [36] is an example of using the framework from the paper [35] for constructing an adaptable authentication protocol.

V. AUTHENTICATION MODEL USING USER’S CONTEXT AND QoE

A described solution is an example of a model which helps in authentication mechanisms management. The model was created to provide a correct authentication mechanism based on user’s context (e.g. position, time, neighborhood, etc.) and on the knowledge about user’s experience in using a particular authentication service. One of the most important elements of the model is a table which contains a list of authentication mechanisms (\(A_1, A_2, ..., A_n\)) and their QoP (QoP_1, QoP_2, ..., QoP_n) and QoE (QoE_1, QoE_2, ..., QoE_n) measures (see Table I). The values of such parameters (measures) are usually based on experts’ knowledge and data obtained from experiments. The table is used to select the best authentication mechanism from many possible choices.

<table>
<thead>
<tr>
<th>LP</th>
<th>Kind of mechanism</th>
<th>QoP</th>
<th>QoE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(A_1)</td>
<td>QoP_1</td>
<td>QoE_1</td>
</tr>
<tr>
<td>2</td>
<td>(A_2)</td>
<td>QoP_2</td>
<td>QoE_2</td>
</tr>
<tr>
<td>3</td>
<td>(A_3)</td>
<td>QoP_3</td>
<td>QoE_3</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>(A_n)</td>
<td>QoP_n</td>
<td>QoE_n</td>
</tr>
</tbody>
</table>

A user who wants to use a service at first must authenticate himself. Based on current user’s context the required minimal value of Quality of Protection level is calculated according to formula (1):

\[ f(c_1, c_2, c_3, ..., c_m) = \text{QoP}_c \]  

where \(c_1, c_2, ..., c_m\) are context factors.

Having the boundary QoP_c value it is possible to select some authentication mechanisms for which the QoP value is greater than or equal to QoP_c. The best authentication mechanism can be chosen using a decision tree structure (see Fig. 2). The tree is spanned on \(j\) states. Each state represents a situation in which a user tries to authenticate himself with a particular authentication protocol. In every state the user has two trials to identify himself with a selected protocol (of course, twice means that first trial was failed and now is a second trial). In the third trial, when the first and second trials were incorrect, he or she can still use the same protocol or, if it is possible, change an authentication protocol to some more convenient in a specific situation. If he or she decides to change the protocol, the new one is with a higher value of QoP. The required higher value of QoP implicates less probability of a successful attack in three trials of the new protocol than in a case of a single try in the previous one. A user can choose a new authentication protocol option until the cumulative value of QoP in a current state does not achieve the boundary value QoP_\(c\).

The main goal of created model is to choose the best path of the tree. The best path means a scenario where a user uses the last authentication protocol in the state \(j\) and he finally authenticates correctly with the highest probability. Moreover, the path should contain the authentication protocols which are relatively simple, secure and at the same time with the high value of the QoE measure. A choice of this path could be made by calculations based on a decision tree algorithm. In the next paragraph we will describe the probability of a successful authentication in every branch of the decision tree.

As it shown in Figure 2, in an authentication decision tree there are two types of states: state 1 without changing an authentication protocol (but with three possible trials of the same protocol) and the states from 2 to \(n\) where a user changes this protocol (after two trials of the same protocol he or she tries with a new one in the third trial). Furthermore, every trial of an authentication protocol can be successful; the event \(R_{ij}\) means that in state \(i\) (i=2...n), in its step \(j\) (j=1,2,3) an authentication is right or successful, the event \(F_{ij}\) means that in state \(i\), in its step \(j\) the authentication fails. Moreover, the event \(B_{i}\) was defined as correct authentication in state \(i\) after using all options of a path. So, for state 1 the probability of correct authentication according to (2) is equal:

\[ P(B_1) = P(R_{11}) + P(R_{12} | F_{11})P(F_{11}) + P(R_{13} | F_{12} | F_{11})P(F_{12} | F_{11}) \]  

The state 2 and next states are different from state 1, thus, for state 2 the probability of correct authentication according to (3) is equal:

\[ P(B_2) = P(R_{21} | F_{11} \cap F_{12})P(F_{11} \cap F_{12}) + P(R_{22} | F_{11} \cap F_{13} \cap F_{21})P(F_{11} \cap F_{13} \cap F_{21}) + P(R_{23} | F_{11} \cap F_{12} \cap F_{21} \cap F_{22})P(F_{11} \cap F_{12} \cap F_{21} \cap F_{22}) \]  

Analogously, it is possible to calculate the probability of correct authentication formula for each states from 2 to \(n\). A general formula for the states from 2 to \(n\) is equal:

\[ P(B_n) = P \left( R_{n1} \left| \bigcap_{j=1}^{n-1} F_{ij} \cap F_{i2} \bigg) \right. \bigg( \bigg) \bigg( \bigg) \bigg( \bigg) \bigg( \bigg) \]  

Finally, a formula for the probability of correct authentication in a decision tree is equal according to (5):
To obtain the best authentication path it is necessary to calculate the probability of correct authentication for every branch of the tree in a state number \( n \) (we denote it as \( P(B_{nn}) \) where \( n \) means a number of the branch). From the set of received probabilities the maximal value is selected (\( \max\{P(B_{n1}), P(B_{n2}), P(B_{n3}),..., P(B_{nm})\}\)) and this value indicates a path with authentication mechanisms which should be used to deliver proper levels of protection (QoP) and user’s satisfaction (QoE).

Beside the probability of a successful authentication, the level of QoP and QoE measures for every branch of the tree should be calculated. These two values define together a new measure includes information about both the security level and, what is important, the satisfaction level of a used service; it is defined by a function:

\[
f(QoP, QoE) = QoUSS
\]  
(6)

The argument QoE in that formula means final user satisfaction after correct authentication in a last state and QoP means the resultant level of protection in the final state.

Before we define the expressions for calculating QoE and QoP measures suitable in our model, let us describe example cases which can have impact on these two values. The TABLE II includes events which affect increase or decrease of the QoUSS arguments.

We postulate that the values of parameters moderating QoP and QoE included in TABLE II should be small, because they must not impact a resultant value of the measures. They are considered as correction parameters, so we assume \( \alpha, \beta, \gamma \in (0,1) \).

In TABLE II we proposed some intuitively assumed values of these parameters to reflect users’ emotions connected with successes and fails of their authentication. More realistic parameters should be dedicated to specific authentication mechanisms and they must be obtained from gathering experimental data. Moreover, the value QoP is a minimal protection level of a new authentication protocol and \( |t| \) is the number of all possible trials of the authentication protocol in step number \( j \).

Thus, we propose the QoP formula as:

\[
QoP_{j_{FB}} = QoP \left( 1 - \frac{1}{t_j} \right).
\]  
(7)

The proposed formula for QoE is more complicated, so it will be briefly described. Again, like in the case of calculating the probability of a successful authentication, all states can be divided on two QoE types:

- The first state when an user authenticates himself,
- The second and next states when an user authenticates himself.

We propose a general formula of MOS dependency in an exponential form:

\[
QoE = A \cdot \exp \{Z\}
\]  
(8)

where \( A \) is a constant value allowing tune the model to users’ behavior, e.g., \( A\mathcal{C}(0,01;1) \).

Such a shape of this function is to provide adequate sensitivity of the measure in critical areas of minimal and maximal scorings. The argument \( Z \) depends on a state in a decision tree, and the scaling constant \( A \) is determined by the MOS scale (which is from 1 to 5). Each authentication protocol has a particular QoE value. For the first failed try a user can be a little confused that he does not authenticate himself (the QoE decreases with \( \gamma_j \)) and at the same time the user feels good that he or she can still try with next attempt (the QoE value increases with \( \alpha_j \)).

For the second failed try user is more confused (decrease with

\[
P(B_n) = \left\{ \begin{array}{ll}
P(B_{n1}) & \text{for } n = 1 \\
\prod_{j=1}^{n-1} P(B_{n1} \cap F_{j1} \cap F_{j2}) + \prod_{j=1}^{n-1} P(B_{n2} \cap F_{j1} \cap F_{j2}) \cap F_{n1} & \text{for } n = 2,\ldots,n \\
\end{array} \right.
\]  
(5)

TABLE II

EVENTS AND THEIR IMPACT ON QOES AND QOPE MEASURES

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>A user has still possibility of authentication</td>
<td>( \alpha )</td>
<td>( \approx 0,15 )</td>
<td>An authentication mechanism was changed</td>
<td>QoP ( \gamma )</td>
</tr>
<tr>
<td>A user finally authenticate himself</td>
<td>( \beta )</td>
<td>( \approx 0,25 )</td>
<td>First or second trial was failed</td>
<td></td>
</tr>
<tr>
<td>With every user try his or her satisfaction is</td>
<td>( \gamma )</td>
<td>( \approx 0,1 )</td>
<td>1 ( \div</td>
<td>t</td>
</tr>
</tbody>
</table>

To obtain the best authentication path it is necessary to calculate the probability of correct authentication for every branch of the tree in a state number \( n \) (we denote it as \( P(B_{nn}) \) where \( n \) means a number of the branch). From the set of received probabilities the maximal value is selected (\( \max\{P(B_{n1}), P(B_{n2}), P(B_{n3}),..., P(B_{nm})\}\)) and this value indicates a path with authentication mechanisms which should be used to deliver proper levels of protection (QoP) and user’s satisfaction (QoE).

Beside the probability of a successful authentication, the level of QoP and QoE measures for every branch of the tree should be calculated. These two values define together a new parameter called Quality of User Security Service (QoUSS). Usually in literature information about parameter QoSS (Quality of Security Services) can be found. This factor describes security based on QoS of an Internet service [37, 38]. The QoUSS measure includes information about both the security level and, what is important, the satisfaction level of a used service; it is defined by a function:

\[
f(QoP, QoE) = QoUSS
\]  
(6)
\( \gamma_2 \) but still can try authenticate himself (increase with \( \alpha_2 \)).

Finally, a user authenticates himself so his satisfaction increases with the value \( \beta \).

In most cases MOS dependency has an exponential distribution, so in the first state final QoE value is equal:

\[
QoE_{j_{FIN}} = \begin{cases} 
1 & \text{if } A \cdot \exp(Z) \leq 1 \\
A \cdot \exp(Z) & \text{if } 1 < A \cdot \exp(Z) < 5 \\
5 & \text{if } A \cdot \exp(Z) \geq 5
\end{cases} 
\tag{9}
\]

where \( Z = QoE_1 - \gamma_1 - \gamma_2 + \alpha_1 + \alpha_2 + \beta \)

For the second state (and each next one) the value of QoE depends on QoE value from the previous state. QoE value on the beginning of a new state, which is connected with the previous is equal:

\[
QoE_{j_{-AFIN}} = \begin{cases} 
1 & \text{if } A \cdot \exp(Z) \leq 1 \\
A \cdot \exp(Z) & \text{if } 1 < A \cdot \exp(Z) < 5 \\
5 & \text{if } A \cdot \exp(Z) \geq 5
\end{cases} 
\tag{10}
\]

where \( Z = QoE_1 - \gamma_1 - \gamma_2 + \alpha_1 + \alpha_2 + \alpha_3 \)

The value of \( \alpha_3 \) reflects the result of changing the authentication protocol. Basically founding connection between two values of QoE and calculation one average value is a difficult issue. Thus, reasonable is to assume the worst case in which choosing particular path includes QoE and QoP values. But it calculated:

For such a value of QoE calculations are performed based on formula (8) in case of an authentication. When the user finally do not authenticate correctly, his/her QoE decreases to 0 (but with flow of time this value can grow because the user thinks about this situation and agrees that this mechanism is secure and protects him against crackers).

Finally, for each branch of the tree the following 3-tuple was calculated: \( (P(B_0),QoE_{Path},QoP_{Path}) \). Probability of choosing particular path includes QoE and QoP values. But it may be that paths have values like in TABLE II.

### TABLE III

**EXAMPLE OF RESULTS OF THE DECISION TREE ALGORITHM**

<table>
<thead>
<tr>
<th>Path number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoE</td>
<td>3</td>
<td>3.5</td>
<td>4.5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>QoP</td>
<td>3</td>
<td>4.5</td>
<td>3.5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Probability</td>
<td>0.5</td>
<td>0.9</td>
<td>0.7</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

It would seem that the path number 2 is the best one when considering the probability. However it is not so obvious. The path number 3 has a higher value of QoE, but a lesser value of QoP.

Due to this fact there is need to use multi-objective optimization to choose the best path.

Let us assume that all results from the decision tree algorithm are in TABLE IV.

### TABLE IV

**ALL RESULTS FROM THE DECISION TREE ALGORITHM**

<table>
<thead>
<tr>
<th>Path number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>...</th>
<th>n</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoE</td>
<td>qoe1</td>
<td>qoe2</td>
<td>qoe3</td>
<td>qoe4</td>
<td>...</td>
<td>qoeN</td>
<td>w1</td>
</tr>
<tr>
<td>QoP</td>
<td>qop1</td>
<td>qop2</td>
<td>qop3</td>
<td>qop4</td>
<td>...</td>
<td>qopN</td>
<td>w2</td>
</tr>
<tr>
<td>Probability</td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>p4</td>
<td>...</td>
<td>pn</td>
<td>w3</td>
</tr>
</tbody>
</table>

To choose which path is the best weight sum method should be used. In general below conditions must met:

Maximize: \( f(u) = \sum_{i=1}^{n} w_j \cdot K_i(u) \)

Subject to: \( u \in U \),

where the weights \( w_i, i=1,...,n \) corresponding to objective function satisfy the following conditions:

\[
\sum_{i=1}^{n} w_i = 1, \quad w_i \geq 0, \quad i = 1,...,n, 
\]

and \( K(u) \) is the objective function and \( U \) is feasible design space.

In general the maximized formula must be satisfied:

\[
u_k > u_l \iff \sum_{i=1}^{n} w_i \cdot K_i(u_k) > \sum_{i=1}^{n} w_i \cdot K_i(u_l)
\]

It means that decision \( u_k \) is better than decision \( u_l \) when sum of multiplications of weight and objective function of decision \( u_k \) is greater than for the decision \( u_l \).

In presented case the function \( f(u) \) for each path is presented in TABLE V.

### TABLE V

**VALUE OF FUNCTION F(U) IN MULTI-OBJECTIVE OPTIMIZATION**

<table>
<thead>
<tr>
<th>Path number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>...</th>
<th>n</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoE</td>
<td>qoe1</td>
<td>qoe2</td>
<td>qoe3</td>
<td>qoe4</td>
<td>...</td>
<td>qoeN</td>
<td>w1</td>
</tr>
<tr>
<td>QoP</td>
<td>qop1</td>
<td>qop2</td>
<td>qop3</td>
<td>qop4</td>
<td>...</td>
<td>qopN</td>
<td>w2</td>
</tr>
<tr>
<td>Probability</td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>p4</td>
<td>...</td>
<td>pn</td>
<td>w3</td>
</tr>
</tbody>
</table>

Of course to perform optimization values of should be normalized. What is also important that calculation are made with assumption that the most important should be path with the highest QoE value than path with QoP value and a finally probability of path. It means that \( w_1 > w_2 > w_3 \).

In considered example \( f(u) \) has the following values (see TABLE VI):
VI. DISCUSSION

Based on TABLE VI, the best path with authentication mechanism is the second one, but a few more than third path.

Now some facts about $\alpha$, $\beta$, $\gamma$ impact on the formula (7) will be considered. The discussion assumes two scenarios:
- A user correctly authenticates himself in the third step in stage number 1 (Scenario 1),
- A user correctly authenticates himself in the third step in stage number 2 (Scenario 2).

For these scenarios TABLES VIA, VIB, VIC (Scenario 1), VIIB, VIIBA, VIIIIB, VIIIIC (Scenario 2) and corresponding to them charts were created. In Scenario 1 and Scenario 2 we assume the factor $A=0.075$. Moreover, if the value of $QoE_{FIN}$ after calculations is greater than 5, automatically it is corrected to 5.
Based on Scenario 1 with a correct authentication in third step increase of $\alpha, \beta, \gamma$ parameters will be considered with their impact on a final QoE value. Figure 3 shows a situation in which $\gamma$ increases and QoE value decreases. According to formula (7) it is a proper behavior. The $\gamma$ factor is a parameter of QoE, which informs about decreeing of user’s satisfaction. The greater factor is, the worse final QoE value is. Figure 4 shows the case in which $\alpha$ parameter increases. As it was shown in Figure 4, the greater $\alpha$ values are, the greater final QoE value is. But, wrong choice of $\alpha$ parameters results in a too high final value of QoE: for greater $\alpha$ the value of QoE is greater than 5 (but of course in MOS scale it will be corrected to maximum 5). Thus, $\alpha$ parameter should be determined on a proper, not too high level. Finally, Figure 5 presents $\beta$ parameter impact on the final QoE value. As it was shown, QoE value increases with $\beta$ increasing. And it is a proper situation, because $\beta$ is a factor which value describes user’s satisfaction when he/she correctly authenticates him/herself. Moreover, Figure 5 shows that $\beta$ has not got such an impact on QoE as $\alpha$ has. Comparing all these three factors we can notice that a significant influence has the $\alpha$ parameter. As a result the final QoE value can be overestimated.
Considering part 1 of Scenario β it can be noticed that $\alpha$ and $\beta$ factors have similar tendency like in the Scenario 1 – an increase of $\beta$ results in decrease of QoE and an increase of $\alpha$ results in too fast QoE increase.

### TABLE VIIIA
PARAMETERS FOR SCENARIO 1 – PART β: INCREASE OF $\Gamma$

<table>
<thead>
<tr>
<th>QoE1</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta_1$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>QoEFIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.1</td>
<td>0.15</td>
<td>3.39</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.2</td>
<td>0.25</td>
<td>2.77</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.3</td>
<td>0.33</td>
<td>2.51</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.35</td>
<td>0.4</td>
<td>2.05</td>
</tr>
</tbody>
</table>

### TABLE VIIIB
PARAMETERS FOR SCENARIO 1 – PART β: INCREASE OF $\lambda$

<table>
<thead>
<tr>
<th>QoE1</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta_1$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>QoEFIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.1</td>
<td>0.15</td>
<td>3.39</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.3</td>
<td>0.33</td>
<td>2.78</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.35</td>
<td>0.4</td>
<td>2.38</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.4</td>
<td>0.45</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Considering part 2 of Scenario β we can notice that it is similar to Scenario 1 – $\alpha$ parameter has a meaningful impact on the final QoE value.

### TABLE VIIIC
PARAMETERS FOR SCENARIO 1 – PART β: INCREASE OF $\xi$

<table>
<thead>
<tr>
<th>QoE1</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta_1$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>QoEFIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.1</td>
<td>0.15</td>
<td>3.39</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.3</td>
<td>0.33</td>
<td>2.77</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.35</td>
<td>0.4</td>
<td>2.32</td>
</tr>
<tr>
<td>3.5</td>
<td>0.15</td>
<td>0.16</td>
<td>0.25</td>
<td>0.4</td>
<td>0.45</td>
<td>2.05</td>
</tr>
</tbody>
</table>

### VI. CONCLUSIONS AND FUTURE WORK
In this paper a model of selecting the best authentication mechanism has been proposed. The model consists of two stages. The first stage constructs a decision tree algorithm, which is used to calculate three parameters characterizing the authentication: a probability of choosing particular path describing the steps of authentication, a final QoP value and a final QoE value. The second stage concerns multi-objective optimization of the measures established in the first stage. Based on a weighted sum method applied to QoP and QoE measures for the authentication mechanism the best path is chosen. Moreover, a discussion about an impact of QoE parameters on a final value of QoE was...
conducted. The assumptive final QoP and QoE formulas fulfill requirements applied to acceptable values. In spite of all, experiments which verify created formulas should be performed.

To illustrate the results a simple numerical example has been presented. In our future work the research will be concentrated on conducting a real-world experiment of a reasonable scale authentication mechanism based on the created model. This will make possible to compare theoretical and experimental results to verify the model and tune its numerical parameters.
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Abstract—Persistent Identifiers (PID) are the foundation referencing digital assets in scientific publications, books, and digital repositories. In its realization, PIDs contain metadata and resolving targets in form of URLs that point to data sets located on the network. In contrast to PIDs, the target URLs are typically changing over time; thus, PIDs need continuous maintenance – an effort that is increasing tremendously with the advancement of e-Science and the advent of the Internet-of-Things (IoT). Nowadays, billions of sensors and data sets are subject of PID assignment. This paper presents a new approach of embedding location independent targets into PIDs that allows the creation of maintenance-free PIDs using content-centric network technology and overlay networks. For proving the validity of the presented approach, the Handle PID System is used in conjunction with Magnet Link access information encoding, state-of-the-art decentralized data distribution with BitTorrent, and Named Data Networking (NDN) as location-independent data access technology for networks. Contrasting existing approaches, no green-field implementation of PID or major modifications of the Handle System is required to enable location-independent data dissemination with maintenance-free PIDs.
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I. INTRODUCTION

The concept of Persistent Identifier (PID) is essential for referencing, citing and linking (digital) resources using a durable and reliable identifier. PIDs are used to ensure the long-term valid access to possibly moving digital resources that suffer from changing URLs and storage locations in networks. PIDs contain an adjustable target Uniform Resource Locator (URL). To reflect changing and volatile data locations, the target URL of a PID must be updated to the currently valid storage location. By employing organizational and technical measurements, different PID systems allow building, using and maintaining a long-term existing (digital) identifier that is backed by distributed systems, replication schemes, and policies. With these measurements in place, PID infrastructure operating organizations are able to offer PID systems that are resilient against failure, and even catastrophic scenarios. Ideally, the range of PID infrastructure resilience includes scheduled downtimes of server and networks, major infrastructure problems caused by power failures, and hardware and software problems, as well as ultra critical events of complete data center losses caused by fires, explosions or natural disasters.

Besides the measurements that protect PIDs on infrastructure level, PIDs have to be protected on the content-side as well. The content of the PID has to be intact and readable with given encoding schemes. Furthermore, the metadata have to be addressed with a given metadata scheme that explains the semantics of the metadata. Then, the content has to reflect the current state of the data object the PID is linking to. This includes the up-to-dateness of metadata sets stored in PIDs, which are often encoded as key-value pairs. Particularly important is the correctness of the PID metadata field target URL, which points to the digital object addressed by the PID for long-term access (c.f. Figure 1). Contrasting the infrastructure protection of PID, this content validation is not done by the PID infrastructure operating organization. It is a task of the data owners that registered the PID for their data or the subsequent organization that has the task of curating the data and its associated PIDs. Only those organizations have the necessary understanding on the data and its metadata to check and update PIDs for assuring long-term access. Moreover, they are aware of the current location of the data linked by PID. Thus, with regular control and adjustment of the target URLs to the current data location, well-established PID systems can guarantee persistency of identifiers physically, while data owner organizations have to accept the burden of regularly checking and updating metadata and target URLs. Only with collaboration PIDs are able to provide long-term access [1].

While PIDs solve the problem of changing data locations by constant efforts from PID infrastructure providers and data hosting organizations, the network research community has come up with numerous concepts for creating location-independent data access. In these concepts that access information for data attached to a network is not based on the data location, but it is based on the content of the data [2]. Hence, in the case of changing data location the access information remain stable. Two efforts that realize location-independent access is the state-of-the-art decentralized data distribution technology BitTorrent and Named Data Networking (NDN) as next-generation Internet technology. Although both technologies allow stable location-independent access to data, they do not provide persistent access like PID.

Our approach presented in this paper combines the very stable concept of the Handle PID system with the advantages of
location-independent access with its stable access information scheme. By this, we significantly lower the efforts of PID maintenance, as regular checks for data hosting organizations concerning locations and data availability will become obsolete. PIDs that are enabled for location-independent access remain valid as long as data is available online in BitTorrent or Named Data Networking (NDN) networks. To store the location-independent access information in existing Handle PID data structures, we extend the – yet not standardized – approach of Magnet Link Schemes, which is very successful in peer-to-peer communities [3]. In detail, our novel approach has the benefits of using an unmodified version of the Handle PID system that allows a practical implementation of our approach in existing Handle PID systems. Besides the advantages of interoperability, it does not come with a significant impact on PID resolution. For the location-independent access with BitTorrent and NDN only the small overhead of PID resolution is added.

Furthermore, we extend the Magnet Link scheme into the domain of NDN and provide a transport container format that includes besides the NDN data name also the necessary cryptographic access information for verifying data access authenticity. Thus, we can also improve Web browser-based NDN applications that use HTML-links for interconnecting NDN Web resources by the Magnet Link scheme. The latter has been originally designed for interconnecting non HTTP-resources in hypertext document contexts.

This paper is structured as follows. First, we present existing efforts in Section II. Second, we summarize the existing approaches of location-based data access through PID in Section III. Then, we line out state-of-the-art techniques for location-independent access in Section IV. In Section V, we introduce the Magnet Uniform Resource Identifier (URI) scheme format as container for storing location-independent access information. After that, we extend the Magnet URI scheme for the usage in the domain of content-centric networks and PID in Section VI. A proof-of-concept implementation is illustrated in Section VII together with an evaluation of performance in Section VIII that is combined with a discussion of the results. Finally, we draw a conclusion in Section X.

II. RELATED WORK

To our knowledge, the concept of building care-free persistent identifier targets using content-centric technology has not been subject of extensive study. In the literature several related concepts can be identified.

The concept of bridging different content-centric network systems through a centralized Uniform Resource Name (URN) system has been initially drafted by Sollins in 2012 [4]. Her concept utilizes foundations of PID principles for creating an identification system for different Information Centric Networks (ICN) families and their related data objects that meets the requirements of scalability, longevity, evolvability, and security. Sollins’s identification system abstracts different object naming schemes from ICN families such as Data Oriented Network Architecture (DONA) [5], Network of Information (NETINF) [6] and Publish-Subscribe Architecture (PURSUIT) [7]. Although, PID principles are used for location-independent data access, the publication by Sollins does not suggest access through an existing well-introduced PID system that is provided in our work, but rather uses a greed-field approach for location-independent data access.

The realization of complex secure naming schemes for content-centric data has been covered by Dannewitz et al. in 2010 [8]. They demand name persistency without incorporating the concept of PIDs. In their publication, Dannewitz et al. clarify that basic security functionality must be attached directly to the data and its naming scheme, because the identity of network locations cannot be used as a trust base for data authenticity. Our approach follows this principle for secure location-independent data access and facilitates directly attached PID security mechanisms. By this, location-independent access through PID is shifted into the requirements formulated by Dannewitz et al., and our approach enables authentic data access through PIDs.

In the context of semantic digital archives for archiving data of Personal Information Manager (PIM) applications, Haun and Nürnberg proposed a PID schema for accessing objects in file systems using an URN-like Magnet Links scheme [9]. They link the congruent attributes of the Magnet Link scheme to the attributes provided by some PID systems such as global uniqueness, persistence and scalability for the application in offline data archives serving data from archive medium such as file systems on Write Once Read Multiple (WORM) medium. In contrast, our approach relies on currently employed PID systems and incorporates location-independent data access in a distributed online environment using the full-featured Handle PID system.

III. LOCATION-BASED PID TARGETS

Today’s data dissemination is dominated by end-to-end connections, URLs, and DNS-backed domain names. When data is moved from one host to the other, it results in broken URLs and inaccessible content. To ease these problems, PIDs are used for long-term data access by providing a long-living identifier. When using a PID, the identifier is embedded into a
medium such as scientific publications, books, or Web sites. To access the digital resources, behind the PID a resolution service is employed that uses the PID to provide a currently valid network location (target URL). Figure 1 illustrates how the target URL is adjusted to the current location when the data behind the PID is moved from one host to the other. Thus, PIDs reflect the current location of data and the identifier on the medium can remain unchanged.

The location-dependent data access through target URLs stored in PIDs also forms the chain of PID resolution. For this we have a look at the resolution chain presented in Figure 2. It depicts the fact that data access through PID with Hypertext Transport Protocol (HTTP) relies on different infrastructures and involves five levels from the PID resolution up to the data download. Even if the chain is shortened, e.g. by directly linking PID targets to IP-addresses instead of DNS-based host names, the problem remains identical: If PID-tagged data is moved from one host to the other, the PID access chain needs to be adjusted on one or even on multiple levels to provide valid PID resolution. If the adjustment is not done or partially incorrect, location-dependent data access is impossible through PID. Defects can occur on every level. On level 1 the PID HTTP resolution service can be temporary out of order. The target URL does not reflect the current location of the data in stage 2. On level 3 the Domain Name System (DNS) resolution can fail if a domain has been expired or DNS resolution fails due to misconfiguration. Level 4 and 5 are related to the network, but their functionality is also required for successful data access through PID. To detect broken PID resolution a check of every PID target and, thus, a successful resolution is necessary for judging the integrity. The check is done in many cases by evaluating the HTTP status codes like 404 – not found that are provided by the data repositories software [10]. This can only be achieved by regularly checking all PIDs of an organization. This is very time consuming since typically robot or spider programs crawl all PIDs of a data owner. The crawling programs are programmed and operated by repository owners and not PID infrastructure providers. They provide an optional data quality assurance service.

The adjustment of target URLs has impact on different dimensions and is shared unevenly between the users – the PID operators and data repository owners. The costs and efforts behind URL adjustments have been accepted as part of the PID operation. They are considered inevitable, such as energy leaks in today’s electrical grid infrastructure. The adjustment of target URLs is a shared effort on the side of data owners and PID operators and data repository owners. The costs and efforts needed to be adjusted on one or even on multiple levels to provide valid PID resolution. If the adjustment is not done or partially incorrect, location-dependent data access is impossible through PID. Defects can occur on every level. On level 1 the PID HTTP resolution service can be temporary out of order. The target URL does not reflect the current location of the data in stage 2. On level 3 the Domain Name System (DNS) resolution can fail if a domain has been expired or DNS resolution fails due to misconfiguration. Level 4 and 5 are related to the network, but their functionality is also required for successful data access through PID. To detect broken PID resolution a check of every PID target and, thus, a successful resolution is necessary for judging the integrity. The check is done in many cases by evaluating the HTTP status codes like 404 – not found that are provided by the data repositories software [10]. This can only be achieved by regularly checking all PIDs of an organization. This is very time consuming since typically robot or spider programs crawl all PIDs of a data owner. The crawling programs are programmed and operated by repository owners and not PID infrastructure providers. They provide an optional data quality assurance service.

The adjustment of target URLs has impact on different dimensions and is shared unevenly between the users – the PID operators and data repository owners. The costs and efforts behind URL adjustments have been accepted as part of the PID operation. They are considered inevitable, such as energy leaks in today’s electrical grid infrastructure. The adjustment of target URLs is a shared effort on the side of data owners and dependent on the number of PIDs a data owner has registered.

It can be questioned whether the proliferation of e-Science already increases the effort necessary for PID maintenance. We thus have visualized statistics from DataCite (one of the largest PID infrastructure providers) in Figure 3. The assignment of new PIDs (line) massively increased, following a super-linear pattern [11]. An aggregation of the DataCite Statistics for successful DOI PID resolutions shows also a massive increase in PID-tagged data sets (bar) [12] [13]. With a massive increase of PID numbers, the efforts for maintaining PID targets will increase identically, as every assigned PID needs to be checked for validity to comply with PID infrastructure policy. It is not a question, whether the PID systems are scaling out sufficiently, but rather the data hosters are able to verify their location-dependent PIDs with a reasonable effort regularly. PIDs with location-independent targets decouple the growing number of PIDs from the efforts of maintaining PID target URLs.

IV. LOCATION-INDEPENDENT ACCESS

For location-independent data access, we propose two different techniques that allow access based on the content and not on the network location. We can thus show that our approach of location-independent persistent PID resolution targets works with various location-independent access technologies.
We propose BitTorrent, a well-established location-independent access technology. It works on top of today’s location-based networks with Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) [14]. In contrast to existing location-based data repositories that are subject of PID target resolution, BitTorrent technology uses a peer-to-peer approach supporting parallel downloads. With its latest features of Distributed Hash Table (DHT) and Peer Exchange (PEX), BitTorrent does not require central infrastructure to discover other network peers and localize files [15] [16]. Thus, data can be accessed with BitTorrent from every connected peer, as long as data is available online. For addressing data sets, BitTorrent uses infohashes that are computed as SHA-1 checksums on the content of the file. Every peer that possesses the infohash can download the data set from the BitTorrent swarm that consists of the peers offering the data set for download. The swarm arrangement and the overlay network for the specific file is computed for every download. In Figure 4, the BitTorrent file access is depicted. In step ❶, every node is sending its network address and the infohashes of the files ready for upload to the DHT. Then, a client can look up the infohash in the DHT (step ❷) to locate other peers that are able to serve the file that belongs to the infohash (or at least parts of the file). Through connecting to the peers in step ❸, the client is retrieving the file. This can be done simultaneously by parallel peer connection.

In contrast to BitTorrent, Named Data Networking (NDN) is a current research topic of location-independent data access using information-centric principles [17]. NDN is also featured in the location-independent PID approach presented in this paper to support a next-generation Internet technology. In NDN, data sets are enumerated through Data Names that form a hierarchical name space [17]. The working principle of NDN is shown in Figure 5. To access data from a client (step ❶) in the Named Data space, an interest data package is sent through the network. Based on the data name driven routing principles, the NDN network directs the interest through the network (step ❷ and ❸). If a NDN node is found that owns a named data set (step ❹), a data package is sent back along the interest path to reach the node, which stated the data request. Hence, NDN abstract from the network location and the data source remains opaque [17].

V. MAGNET URI SCHEME

For embedding location access information into PID, the Magnet URI scheme is used as transport container, which is a work-in-progress specification for Magnet Links [18]. Magnet Links can store extensive information on accessing resources in networks, like HTTP download URLs, mirror server information, or peer-to-peer access data. By applying this principle, Magnet Links are usable for describing digital resources and its content. But as a descriptive access format, Magnet Links need a storage medium to be present on. This could be a Web site with HTML content, an E-Mail message content, or – like in our use case – a Persistent Identifier. To provide persistent access to digital data encoded in Magnet Links for a time of years, or possibly decades, a medium is needed that provides these properties. Hence, persistency is not archived by the Magnet Links but provided by the PID System that ensures long living existence of access information through its infrastructure, policies and replication partnerships. If Magnet Links are stored on perishable media like Web sites, they do not provide any advantage over common URL access information. The conjunction with PID provides the additional benefit of long-term access from data hosted at suddenly moving data. Besides the encoding of access information, one design goal of Magnet Links is to integrate features made available by local utility programs seamlessly into the storage medium like a Web site, by following best practices among the Internet Engineering Task Force (IETF) specifications for URN [19]. Although its lack of specification, Magnet Links are supported by numerous peer-to-peer tools and are the de facto standard in large file sharing communities, such as BitTorrent [20]. In BitTorrent-enabled Magnet Links, access information for downloading
files from a decentralized peer-to-peer infrastructure are stored together with optional metadata and suggested file names (c.f. Tab. I). To initiate a download with a Magnet Link from a Web browser, a pseudo-protocol handler for the Magnet Link URL format magnet:?xt=urn:<System>:<Access Information> is registered. It passes the information to a location independent download client.

### Table: Magnet URI scheme keys

<table>
<thead>
<tr>
<th>Key</th>
<th>Name</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Acceptable Source</td>
<td>location dependent download URL</td>
</tr>
<tr>
<td>d</td>
<td>Display Name</td>
<td>file name</td>
</tr>
<tr>
<td>xt</td>
<td>Keyword Topic</td>
<td>search key word</td>
</tr>
<tr>
<td>tr</td>
<td>Address Tracker</td>
<td>optional tracker information for BitTorrent</td>
</tr>
<tr>
<td>xl</td>
<td>Exact Length</td>
<td>size in bytes</td>
</tr>
<tr>
<td>xt</td>
<td>Exact Topic</td>
<td>location independent access information in URN-format</td>
</tr>
</tbody>
</table>

VI. LOCATION-INDEPENDENT DATA ACCESS THROUGH PID

For creating a persistent resolution target in a Handle PID that is based on the content of linked data set and not the network location like the target URL, we leverage the principles of location-independent data access with Magnet URI-encoded access information. In the first step in Subsection VI-A, we extend the Magnet URI scheme into the domain of NDN applications to support this cutting-edge data access technology. By this, we can encode all access information for BitTorrent and NDN as well as all systems listed in Table II into one uniform scheme.

Then, in the second step in Subsection VI-C, we propose an approach of embedding the Magnet Link URI scheme into PIDs of an unmodified Handle System. Starting from Subsection VI-E onward, we examine the PID resolution of PIDs with enabled location-independent access data.

A. Magnet URI Scheme Extension for NDN

Besides the already established usage of the Magnet URI scheme in peer-to-peer overlay networks that particularly allow BitTorrent location-independent data access, a next-generation access technology for supporting location-independent data access is integrated in our approach. We extend the Magnet URI scheme into the domain of content-centric networks, enabling support for Named Data Network data access through Magnet Links. Thus, the Magnet URI scheme is extended to store a NDN data name that identifies a digital object within a NDN network. With the data name, the NDN network can transport data from a source node holding the data back to the client node requesting the information through an interest [17]. The location of the data is not important, as long as it is attached to the network through a reachable NDN node. The data name is encoded through an extended xt key that holds besides the data name also a checksum of the data name to detect data corruption. The schema is uid:ndn<DATANAME>.<CHECKSUM>. Unlike current host-based networks that use a Public Key Infrastructure (PKI) to verify host identities through SSL certificates, NDN data cannot be verified through a trustful data location. As a result, the Magnet Link also has to include the verification information needed to assure that the received content is the requested content. This is done by adding a cryptographic signature of the NDN content in a separate <SIGNATURE> field, which is part of the second xt key extension. Thus, verification needs to be done on content level using a public PKI, which is in the scope of current NDN research. To get the certificate needed to verify the data, the NDN access information for the certificate need to be added to the Magnet Link, too. To obtain the certificate with the public key, we propose the xt key uid:ndnsec<SIGNATURE>.<CERT_DATANAME> that allows the download of information for content verification. By this, access NDN access information can be encoded into a Magnet Link and also the genuineness of the obtained data can be verified through security information embedded into the Magnet Link. The extension we provide for the Magnet URI scheme supporting NDN is depicted in bold letters in Table II.

B. Embedding Magnet Links in Handle PIDs

For this integration of Magnet Links into the Handle PID System maximum compatibility is paramount, as data dissemination has a very slow change momentum, owed to billions of PID-tagged data sets. Hence, the usage of Magnet Links for location independent data access and its impact on the adaption in the Handle System is investigated. By design, Handle supports hierarchical data types, identified by UTF-8 named fields. The data itself is organized as indexed, typed key-value pairs that store sequences of octets, which are preceded by its length in a 4-byte unsigned integer. Like other PID systems, the Handle System provides a URL data type 0.TYPE/URL [21]. Supplemental services such as PID HTTP resolvers, also known as Handle proxies, use the URL semantic to resolve PIDs into target URLs by using HTTP-forwarding with HTTP status code 303.

### Table: Magnet Links Scheme Adopters (proposed schemes for Named Data Networking in bold font)

<table>
<thead>
<tr>
<th>System</th>
<th>URN</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gnutella2</td>
<td>sha1</td>
<td>file hash (SHA-1)</td>
</tr>
<tr>
<td>BitTorrent</td>
<td>blh</td>
<td>unique file identifier</td>
</tr>
<tr>
<td>Gnutella2</td>
<td>tiger</td>
<td>file hash (Tiger Free Hash)</td>
</tr>
<tr>
<td>Kazaa</td>
<td>khash</td>
<td>file hash (proprietary)</td>
</tr>
<tr>
<td>NDN Access</td>
<td>ndn</td>
<td>DataName and Checksum (SHA256)</td>
</tr>
<tr>
<td>NDN Verification</td>
<td>ndnsec</td>
<td>content signature &amp; public key data name (NDN specs.)</td>
</tr>
</tbody>
</table>

Unlike URLs, Magnet Links do not specify the data location but can be considered as URN-like data classification. Hence, the Handle PID data type 0.TYPE/URL does not fit semantically for Magnet Links, because URL is a subset of URI [22]. As a result, an own data type MAGNET needs to be registered at a Handle PID server that should be capable of holding Magnet Links. To retrieve data from the PID via location-independent technology, a Magnet Link can be placed into the Handle. As Magnet Links fit into the UTF-8 encoding of Handle values, they can be placed without any further encoding.
For Instance, a valid DHT-enabled Magnet Link containing BitTorrent information for retrieving a file can be generated and stored in the MAGNET field of a Handle PID. Additionally, a Magnet Link-wrapped NDN Data Name can be placed into the MAGNET using URL escaping according to NDN name specifications [23].

C. Data Access Through PID with Persistent Resolution Targets

Handle PIDs that are equipped with a Magnet Link can be resolved like any other PIDs using the native Handle protocol. This can be done either by using that protocol on top of TCP or UDP, or via a HTTP-based proxy that answers resolution requests as a Web service. The resolving process for PIDs with persistent resolution targets works similar to the resolution process of location-based PIDs regarding the initial steps done within the Handle infrastructure. Hence, Figures 2 and 6 share the first initial step, where the PID is resolved by the Handle infrastructure. In this step the Global Handle Registry (GHR) determines the Local Handle System (LHS), which is responsible for a specific local sub-namespace (Handle prefix). Then, the LHS looks up the requested PID in its database and returns the requested values to the client. For resolving using location-based data access, the value with the type 0.TYPE/URL is returned from the database and for resolving a with a persistent target location independent data access information in form of MAGNET is returned.

The new data access chain depicted in Figure 6 is different from the location-based data access using the target URL shown in Figure 2. With the Magnet Link of the PID acquired through the resolution process in step ❶ the data access is now handled by the overlay network in BitTorrent, or by the NDN network (step ❷). The PID resolving process is then a single redirection that leads to a starting download right after resolving, instead of multiple redirections using an entire chain of services for data access. These connections rely on peer connections based on IP-addresses for BitTorrent and node connections for NDN. Thus, the number of steps is reduced to three; also fewer layers and infrastructure are required for accessing the data. No central infrastructure is involved and the entire chain of location-based infrastructure is not needed anymore. The only requirements for data access is a running PID infrastructure and employing BitTorrent or NDN software for sharing the data online.

D. Creating and Resolving PIDs with Persistent Resolution Targets in Web Environments

For a convenient and smooth resolution of PIDs in the context of the World Wide Web, querying and resolving of Handle PIDs is realized by using a proxy service that accepts requests in HTTP(S) and resolves and maintains PID with the native protocol [21]. The Handle System maintainer, the Corporation for National Research Initiatives (CNRI), provides a Handle Proxy Servlet that offers HTTP-based resolving. The official Handle Proxy needs a small extension to resolve PIDs smoothly with HTTP into location-independent access information. This is done by changing the resolving mechanism from 0.TYPE/URL to MAGNET for the default value. However, non-modified Handle Proxies also work, when explicitly querying for MAGNET or using URL rewriting appending query parameters on the HTTP request.

For offering a Web-based creation of PIDs that features a Magnet Link as persistent resolution target, a Web service is a reasonable choice. For every system that is offered for location-independent access technology, the Web service consumes either the native access information and encodes them into a Magnet Link or directly Magnet Links. Then, the Web service is registering a Handle PID at the LHS using the native Handle protocol and updates the Handle with a MAGNET containing the Magnet Link. In case of BitTorrent, the Web service consumes torrent files that contain along with the checksum and the name of the torrent also the infohash. These information are parsed and embedded into the Magnet Links as persistent PID resolution target using the current Magnet URI scheme description. For NDN data access, the Web service consumes the data name and the SHA-256 checksum of the data set. Furthermore, the Web service allows attaching NDN verification information to PID by extending the Magnet Link in the PID containing the cryptographic signature, as well as the data name to obtain the public certificate of the owner. The NDN access information are encoded into Magnet Link using our proposed Magnet URI scheme (c.f Subsection VI-A) in order to be embedded into the PID.

E. Data Access Through PID with Persistent Resolution Targets using a Web browser

Although, the Handle System can remain unmodified and the Handle proxy is only subject of optional minor modifications, the automatic resolution on HTTP clients provides solvable challenges. To provide a smooth resolution, a HTTP client like
a Web browser needs to support multiple protocols through asking a protocol handler that determines the behaviour for resources outside HTTP sphere, like mailto: resources that are forwarded to the E-mail program. For magnet: resources, the Magnet Link protocol handler is invoked [24]. Based on information stored in the Magnet Link value Exact Topic (xt), the Magnet Link Handler selects the appropriate application and passes all information necessary for the download. Then the application is doing the heavy data download via the suggested access technology stored in the Magnet Link.

For invoking the process automatically in the Web browser, following steps are applied. When resolving HTTP-related URLs, the proxy-based resolver responds with HTTP status "303 – See Other". According to the HTTP standard RFC 7231, a 303 response to a GET request indicates that the server does have a representation of the target resource which can be transferred over HTTP [25]. In the case of normal location-based forwarding, the target URL field of the PID is resolved into a target server target URL, as the proxy server does not possess the data. In the case of PID holding location-independent access information, the MAGNET field is resolved into a forwarding to the overlay network of NDN name space. This HTTP-forwarding indicates that the Handle proxy server does not posses the data and it is not reachable via HTTP. Hence, the use of Magnet URIs in PID for HTTP-based resolution is in line with the HTTP standard and especially supports it with embedding additional information into the Magnet Link for a self descriptive data access.

VII. IMPLEMENTATION

A. Server Side

For verifying our approach, we set up an entire stack of software component for verification. On the server side, the stack consists of an unmodified Handle System (c.f. VII-A1) and a custom Web service called PID-Burner (c.f. VII-A2), which is able to create, update and resolve Magnet Link enabled PIDs based on our approach.

1) Local Handle System: The LHS that hosts the Handle PIDs under a specific prefix does not require any modifications in the source code to run our approach for storing and serving PIDs with Magnet Links. By default, the Handle System supports a list of preconfigured data types that are available as standard type set in every Handle System of a specific version. The list of pre-configures data types contains types for realizing typical PID scenarios with EMAIL and URL for location-based access. But also special scenarios like target URL forwarding based on users’ geolocations. It should also contain a URN data type according to the Handle System documentation [26], but it – unfortunately – is not part of the preconfigured data types in the most recent version 8.1.0 [27].

As none of these preconfigured data types are suitable or working for storing Magnet Links, we use the well-designed extensible type system of the Handle System architecture to register a new data type MAGNET. By this, we only add a configuration item to the LHS that has no impact on the existing type system and runs on Handle legacy systems, too.

2) PID-Burner - Creating, Maintaining and Resolving of PIDs with Persistent Resolution Targets: The PID-Burner Web service allows creating, updating and resolving PIDs with Magnet Links embedded as persistent resolution targets. It is implemented from scratch, but incorporates libraries and frameworks for PID management, as well as BitTorrent libraries and initially created libraries for Handling NDN access information and processing Magnet Links with the extensions proposed. The PID-Burner engine is implemented in Python using the Bottle Web framework from creating a Representational State Transfer (REST) interface [28]. Besides the REST interface it offers a JavaScript-based user interface for the Web browser. As back-end for interacting with the Handle PID service the EPIC-API v2 Web service from European Persistent Identifier Consortium (EPIC) is incorporated to create and update PIDs [29]. For processing BitTorrent access information contained in torrent files, libtorrent Python bindings are used for extracting the necessary access information like the infohash, the file name and checksum [30]. NDN access information processing is done with a custom library, as well as the generation of Magnet Links.

For creating and updating PIDs with Magnet Links, the user can upload a torrent file that contains the BitTorrent access information. These torrent files can be created from original files in BitTorrent programs like Transmission [31]. NDN access information are uploaded as JavaScript Object Notation (JSON) data structures and can store the data name and the checksum. The NDN data names has to be determined by the user depending on its NDN network topology. The checksum can be computed using any checksumming tool like OpenSSL. JSON is used for NDN access information encoding due to the lack of standardized access container formats in NDN that are comparable to torrent container files. The optional cryptographic verification information are attachable to the PID using NDN access information containing the cryptographic signature of the data and the NDN data name to retrieve the X.509 certificate of the data signer.

For resolving Magnet Links enabled PIDs with HTTP, the Web service implements a resolution functionality that is almost identical to the original Handle HTTP proxy by CNRI [32]. As described in Subsection VI-C, the resolution process does not depend on target URLs, but rather uses the PID value stored in the MAGNET data field of the PID. Hence, if a Web client asks the PID-Burner service for resolving, the Magnet Link with the access information is returned as HTTP status 303 – See Other for existing PIDs. If the PID does not contain a Magnet Link, the resolution is done against the URL value of the PID and PID-Burner behaves identical to the Handle HTTP proxy service. The behaviour allows a maximum on compatibility towards the original Handle System also on HTTP resolution.

B. Client Side

End-users who are interested in using Magnet Link-enabled PIDs for data access need client software that is able to
process access information for location-independent access. For BitTorrent-based access a client software is needed that is able to process Magnet Links. To simulate end-user environment we are using a Gnome 3.16.2 Desktop on Fedora 22 together with Chromium 47.0.2526.106 as Web browser running on Intel i5-2400 with 8GB RAM. As BitTorrent Software, we use an unmodified version of Transmission 2.92 [31] and use public BitTorrent infrastructure available to every Internet user (DHT bootstrap servers) for file download.

For NDN access, we provide an own Magnet Link adapter that process the NDN access information and passes them to the NDN download tools. This NDN Magnet Link adapter has been implemented in Python and is necessary to parse NDN Magnet Links the based on our proposes schema extension. For NDN data hosting and downloading, we use the experimental NDN Repo NG tool set that consists of NDN server and download applications for exchanging data over a NDN network [33]. The Repo NG tool set is running in a private testbed at Gesellschaft für wissenschaftliche Datenverarbeitung Göttingen mbH (GWDG) that consists of six NDN nodes.

VIII. EVALUATION AND DISCUSSION

All approaches related to PID systems have to provide interoperability at its highest degree to comply with the slow changing momentum of the Handle Infrastructure.

First, the Handle System is a very large distributed infrastructure with shared responsibilities. The services consist of 1 000 servers in 75 countries, which are operated by hundreds of organisations. It currently holds over >100 million PIDs, owned by over 12 thousand registrants in 2015 [34] [35]. Hence, approaches that demand a fundamental change in the system have the challenges of convincing a large community. In contrast, our approach presented in the paper operates on top of the infrastructure and has no impact on existing PID infrastructure. If LHS operators are interested in implementing PIDs with persistent resolution targets they just have to add a service that is able to resolve, maintain and update Magnet Links within PIDs as described in VII-A2.

Second, for data repository owners that use PID for registering their data and HTTP-based file distribution, our approach opens up new perspectives on data dissemination. With our approach they can combine the advantages of location-independent access, peer-to-peer networks and PID into a single concept. For this, they have to create access information for their existing files and provide a location-independent upload point such as a BitTorrent Upload server.

Although our concept offers many advantages, we have to investigate its performance. The evaluation has to be split into two parts; the first is the evaluation of the PID access. This is done by comparing the distribution of string lengths in PID target URLs against existing Magnet Link resources, checking whether Magnet Links will increase the size of PIDs. If Magnet Links increase the size, resolution performance will decrease. This can be explained with higher data transmission volumes and larger data sets that are to be handled by software stacks.

In Figure 7, the string length distribution for BitTorrent Magnet Links aggregated from the Pirate Bay Web site is plotted as box-plot in row one. The Pirate Bay data set (row one) is chosen as a benchmark data set, as it forms one of the largest data accumulation for heterogeneous files exchanged by BitTorrent. For the string length analysis of the Pirate Bay data sets the tracker information have to be removed in order to provide clean analysis; furthermore, the tracker information are not necessary to perform a download using DHT techniques in BitTorrent. It consists of 1 643 194 Magnet Links in total that consist of BitTorrent access information in the form of infohashes and file names [20].

In comparison to the access information in Magnet Links, we now compare the string lengths of PIDs (row two to five). For this we use real-world data from network users who resolved PIDs at Handle Servers hosted at GWDG. The data set for PID resolving data consists of 1,294,668 target URLs in total for a time span between June 2014 and August 2014. The five Handle prefixes with the top-most resolution at the time span have been selected.

The box plots in Figure 7 show that real-world Magnet Link collections share a comparable string length distribution with Handle PID target URLs. To investigate the relation between PID size and the PID resolution performance, we measured the resolutions performance with PIDs of a defined size (c.f. Figure 8). The measurements were done at the LHS, hosting the Handle Prefix 11022 at GWDG with suppressed caching support to measure raw resolution times. It can be observed that the resolution time is slightly increasing for a number of milliseconds for extreme PID sizes with 32,768 characters. With the average PID size derived from the Pirate Bay data set of 97 characters (c.f. with the second bar in Figure 8), the impact of Magnet Link usage in PID is not perceivable to users. As a result, the PID replication and resolution can be expected similar to the existing target URL-based approach. Embedding Magnet Links in PIDs has no significant impact on the size
of PIDs and underlines the practical usability of the concepts presented in this paper. Hence, Magnet Link enabled PIDs will not resolve into location-independent targets slower than current state-of-the-art Handle PIDs. The PID resolution time \( t_r \) can be assumed to be identical.

The second part of the evaluation is the data download speed provided from the location-independent data access. For BitTorrent and NDN the time for bootstrapping \( t_b \) the node and initiate a data download from the swarm is time intensive. Bootstrapping includes in the case of BitTorrent joining the DHT. The latter is very fast, although state-of-the-art DHT joining is accelerated through hard-coded bootstrapping servers. For NDN bootstrapping includes learning the node environments and the name routes. Different NDN bootstrapping algorithms are subject of current research [36].

After successful bootstrapping the advantages can speed up data transfer. If a peer is found that offer data access the download speed is at least comparable to existing location-based access that uses HTTP for download. If more than one peer is found, the bandwidth can be utilized to provide simultaneous data transfers, too. In this case the data volume \( v \) is split into \( n \) parts and the longest transfer \( \max() \) time of chunk is setting the overall transmission time as most time consuming partial transfer. Hence, the transfer duration \( d_{tr} \) of the first transfer through PID can be estimated as

\[
d_{tr} = t_r + t_b + \max\left( \frac{v_n}{v/sec} \right)
\]

This parallelization results in higher download bandwidth and short transmission duration. Thus, for large download volumes the data access starting from PID resolution to download completion is faster. For small download volumes the completion time is longer in comparison to traditional data access through PID. Traditional location-based approaches using HTTP with no multi-source download capabilities have a transfer duration of

\[
d_{tr} = t_r + \sum_{n=0}^{N} \frac{v_n}{v/sec}
\]

where the duration is the sum of all partial volumes that are downloaded in serial.

Besides the performance aspects, it is observable that the PID usage of the PID infrastructure usage has an impact on the string length distribution of the target URLs. The top 4 prefix has a dense character distribution that is caused by the fixed pattern of the target URL, where only parts of the URL are varying. This is caused by the repository software that is managing the PIDs and uses IDs with similar length for ever data set. In contrast, the top four prefix shows a sparse distribution of target URL string length caused by almost non-systematic target PIDs. This distribution can be found by PID System operator that offer PID services to a large group of institutions like EPIC [29].

**IX. FUTURE WORK**

Despite our contribution to the PID efforts in the Handle System challenges provide open research questions for future work. The support for non-URL targets in HTTP-based Handle PID resolution could be moved into the existing Handle stack. By this, resources can be directly linked in the typical workflows that end-user facilitate in their Web browsers. Thus, location-independent access through PIDs in the Handle system could work with click, as simple as opening a PDF file. Fortunately, the Handle PID is very well designed and implemented by CNRI, and the source code is available.

A number of challenges arises from the usage of Magnet Links. The Magnet URI scheme originates in the file sharing community and has evolved in the past decade. Despite being a community effort, it is widely used by the most frequented file sharing search engines. For usage in the research data community, Magnet URI community contributions and drafts have to be collected and a standardisation effort needs to be started, e.g., as an initial IETF draft. The relation between Magnet URI and URN will facilitate the standardisation efforts and help to improve the reputation of Magnet Links.

Moreover, we propose using Magnet Links in the NDN community for encoding of full access information. Magnet Links could be one appropriate container format for transmitting NDN access information, which is closer to the original idea of object identification, based on URN, rather than location identification done with current NDN concepts based on URL. Similar approaches have been provided for other content-centric network like Open NetINF and proposed at IETF [37].

**X. CONCLUSION**

The integration of location independent data access in persistent identifiers is feasible without major modification of PID infrastructure. The Magnet URI scheme is suitable container for storing application independent access information inside Handle PIDs although it currently lacks IETF standardisation. As illustrated in our evaluation, their usage has no major implication on PID System operation and usage. Employing Magnet Link enables the creation of maintenance free PIDs, which do not require target URL adjustments and thus reduce the residual efforts on data repository owner sides. With the
support of overlay network usage and NDN data access, better data dissemination is achievable with augmented resilience through multi-peer data hosting.
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Abstract—Speed measurement is an important issue for some types of Wireless Sensor Networks (WSN), especially for Vehicular Ad-hoc Networks (VANETs). However, calculating this value is error-prone and costly. This report intends to demonstrate the calculation of speed of an object without the use of any additional devices or sensor boards, only using Received Signal Strength Indication (RSSI) for localization of the vehicles and time calculation using synchronization. We implemented these methods in actual IRIS motes, and tested them. The results show that, while not perfectly accurate, our method proved to be reliable and close to the real speed. In addition, the results do not have any linear correlation in divergence of real speed and calculated speed, which means the system avoids systematic errors.

I. INTRODUCTION

NOWADAYS, Wireless Sensor Networks form a big part of our networks and their utilization has seen a rapid increase. This growth is effected due to newly developed wireless multimedia services and attributions such as data, voice and video [1]. In this way, WSN have started to play a significant role in our everyday life. They have a wide range of applications, from monitoring the environment and the human body to industrial and military applications which are slowly becoming ubiquitous [2].

Mobility is a major issue for several WSN applications. An example of a useful application is in the branch of VANETs, a subclass of Mobile Ad-hoc Networks (MANETs), which relies on vehicles to provide functionality. Their approach is of great importance to Intelligent Transportation Systems (ITS). The main differences between normal MANETs and VANETs are the mobility constraints, high mobility, and the driver’s behaviour all of which are found in the latter [3]. VANETs provide a variety of applications that ranging from safety solutions, collision detection and crash avoidance to Internet access and multimedia [4]. These applications are expected to be deployed on a larger scale in the future due to their usefulness, for example in providing safety to drivers or enhancing inter-vehicle communication [1].

VANETs make use of several traffic flow parameters to perform the monitoring, such as speed of the vehicle. Several methods have been implemented to calculate this parameter, for example: Global Positioning System (GPS) localization[5], the Laser Doppler Techniques[6], or Received-Signal-Strength (RSS) [5]. Most of these methods need additional devices for their calculation such as directional antenna [7] or GPS module that can increase the cost of deployment.

In this report, a simple method using RSSI according to characteristics and attributes of VANETs mobility model was implemented. We are modelling a street by using some IRIS motes as fixed nodes for gathering data as the infrastructure of the network, and send information of cars to our base station. The base station calculates the velocity of cars by means of this data.

The paper is organized in seven sections: Section 2 discusses related works, Section 3 explains the methodology. In section 4, various advantages and disadvantages of the chosen approach are discussed. Section 5 explains further challenges. Results of experimental measurements are provided in section 6. In section 7 conclusions are drawn.

II. RELATED WORKS

There exist several ways to measure the speed of a moving object. This is of particular interest to law-enforcement for speed limits of vehicles on the roads. The most popular and widespread method is through the use of radio signals.

In this section previous approaches and works on this topic are highlighted.

A. Doppler Effect

Doppler radar speed measuring unit: Radar guns or speed guns are commonly used in the enforcement of speed limits on highways. They employ the doppler effect to measure the speed of moving objects by detecting a change in frequency of the returned radar signal. From the difference in frequency, the speed of the object can be calculated.

There are two types of speed guns[6]: Stationary and moving radar. For the stationary radar, a signal with a frequency equal to this difference is created by mixing the received radio signal with a little of the transmitted signal. These two radio signals are mixed to create a “beat” signal (called a heterodyne) and an electrical circuit that measures this frequency using a digital counter and displays the number on a digital display as the object’s speed. In moving radars, a gun receives reflected signals from both the target vehicle and stationary background objects such as the road surface, nearby road signs, guard rails and street light poles.
Although very useful, this method has several drawbacks. In order to function correctly, radio waves must leave the gun in a narrow beam that do not spread out much to avoid receiving a false return from nearby objects or vehicles. Another disadvantage, is that user training and certification are required so that a radar operator can use the equipment effectively. They also do not work very well in traffic and significant vehicle separation is needed to ensure an accurate measurement.

B. GPS

GPS tracking units: The Global Positioning System is another technology that can be utilized to obtain the speed of a vehicle. It provides time and location information, regardless of the weather, or the location on Earth. A GPS tracking unit is a device that uses the Global Positioning System to determine the precise location of a vehicle, person, or other objects; to which it is attached and to record the position of the asset at regular intervals. The recorded location data can be stored within the tracking unit, or it may be transmitted to a central location data base, or internet-connected computer, using a cellular (GPRS or SMS), radio, or satellite modem embedded in the unit.

One type of GPS tracking unit is the data pusher; that is used for asset tracking, personal tracking and Vehicle tracking systems. Also known as a GPS beacon, this kind of device sends the position of the device as well as other information to a determined server to be stored and analysed. By knowing the exact location of a moving object, its speed can be easily calculated, thus making GPS a tool for obtaining the said value.

C. Other methods

LiDAR speed gun: LiDAR is a remote sensing technology that measures distance by illuminating a target with a laser and analysing the reflected light. The term is a portmanteau of "light" and "radar." The police uses LiDAR[6] speed guns for speed limit enforcement, which in turn use LiDAR technology to detect the speed of a vehicle. Unlike radar speed guns, which rely on doppler shifts to measure the speed of a vehicle, these devices allow a police officer to measure the speed of an individual vehicle within a stream of traffic.

RSSI: RSS is defined as the voltage measured by a receiver’s received signal strength indicator (RSSI) circuit. Often, RSS is equivalently reported as measured power, i.e., the squared magnitude of the signal strength. We can consider the RSS of acoustic, RF, or other signals. Wireless sensors communicate with neighbouring sensors, so the RSS of RF signals can be measured by each receiver during normal data communication without presenting additional bandwidth or energy requirements. RSS measurements are relatively inexpensive and simple to implement in hardware. Some approaches used for localization are Time of Arrival (ToA) [5], Angle of Arrival (AoA) [7] and Triangulation Method [8].

The Infra-Red Traffic Logger: The Infra-Red Traffic Logger, more commonly known simply by the acronym TIRTL, is a multi-purpose traffic sensor that can be used as a traffic counter, speed sensor, red light camera sensor, heavy vehicle tracker, over-height vehicle sensor, rail crossing sensor and network management system.

The system consists of a receiver unit and transmitter unit placed on opposite sides of the road perpendicular to the direction of travel. The transmitter sends two cones of infrared light across the roadway, and the receiver records vehicles as they break and remake these cones [9].

D. Chosen approach

This project aims at demonstrating how to calculate the speed of an object, particularly a vehicle, which moves from one point to another by using only traditional wireless sensor motes without the aid of any specialized sensor boards. In order to obtain said speed, two measures are required: distance and time elapsed. For our project, the distance is a set value, which is given by the distance between two fixed nodes. The time elapsed however, is the main concern. It is calculated by using the RSSI approach to obtain the approximate point in time and space in which the vehicle passes through a fixed point. The higher the received signal, the closer the vehicle is to the fixed point. This allows calculating the difference in times between the nodes, and thus, obtain also the total time elapsed while the vehicle stayed between these fixed points. Implementing other procedures such as GPS to obtain the location of the moving nodes results in high costs and is not energy efficient. Therefore it is intended to demonstrate that a simpler and cheaper approach can be applied with approximately equal effectiveness, rather than a costly and complex one such as GPS or radar based systems.

III. METHODOLOGY

In this section, the methodology and experimental setup will be described in details.

A. Lab setup

Sending nodes: These are the main target of the project. A wireless mote is attached to the vehicles or moving objects. It will be constantly sending dummy packets, which also contain the nodes ID to be processed by the fixed nodes. The
ID distinguishes all the different moving nodes. The speed measurement obtained at the end of the process is calculated based on the linear speed of this node assuming it has a constant speed and moves in a linear path. It then sends the packets at a high speed in order to achieve a higher accuracy.

**Fixed node:** Its function is to receive data, i.e., sense the moving motes and receive their ID and send it to the Base Station. In these motes, the RSSI for the packets sent by vehicular nodes is obtained, as well as the time-stamp of the moment in which the packets are received from the moving mote. Only the strongest signals are chosen to be sent to the Base Station together with the ID and time of receipt. These motes are scattered across the lane and have a fixed distance between them. This allows for the calculation of the speed of the vehicle in a portion of the road, between two fixed nodes.

**Base station:** The base station gathers the data from the fixed points and makes decisions based on the first packet having the signal strength of the moving mote. Using this information, a graphical interface is deployed to calculate the speed of the vehicle by filtering the data received and finally displaying the results.

### B. Process

**1. Sending packets:** The mobile sending motes are the representation of the vehicles in a highway. These nodes are flashed with a program that executes the following functions: First, when the node is booted, the radio capability is enabled. This will allow communication between the node and the fixed points. Afterwards, packets are assembled by obtaining the nodes ID which will be used to identify the vehicle or object among all the different nodes. These packets are then continuously broadcast.

**2. Receiving packets:** Fixed motes are scattered across the lane or path which the mobile nodes pass by. They represent the second stage of the process and are flashed with a program called RssiBase that performs the following actions:

When a fixed node receives a packet from a sending node, the fixed node starts preparing a new packet with the information obtained from the sending node, that is the nodes ID, and two new values: the time-stamp and the Received Signal Strength Indication (RSSI) from said mote, which are calculated at the time of receipt. This time is synchronized by applying the Flooding Time Synchronization Protocol (FTSP).

The RSSI value of the sending nodes is used to determine when a mobile node gets to the closest point to the fixed node. When this happens, a time-stamp will allow for the calculation of the total time elapsed between fixed nodes, which is one of the values required in the formula of speed. Therefore, only the values with maximum RSSI received must be used. The fixed node calculates this from a set number of packets, which are received and compared to the previous RSSI value to determine if it is higher or not. If the new value received is higher, then it is stored along with its node ID. After a maximum amount of packets received is reached, the values are encapsulated into a packet and broadcast in order to be received by the base station.

**3. Gathering data:** The base station receives the packets which contain the highest RSSI received at each fixed node, along with the associated ID and timestamp. The base station mote additionally participates in time synchronization by means of the FTSP protocol.

**4. Calculating and displaying the results:** After gathering the information needed from all the fixed nodes, the results are displayed. This is achieved by a Java application running on a PC, to which the base station is attached. It obtains the data collected from the base station and displays it in a graphical user interface. The actions executed by this program are described in the following steps:

A packet is received at the base station. First, any packets that are useless to the application are filtered out. This avoids cases like getting a second reading from the same car and same fixed node, to preserve the order of events, which could confuse calculation.

There is also another filter that checks if all the packets from the participant fixed nodes have been sent and received by the base station. Calculations can only be done when the condition is met.

After passing both filters, the elapsed time is calculated. This value is obtained by subtracting the time-stamp of the last fixed node’s packet from the previous fixed node’s packet, and so forth. This will result in the total time between the first and last fixed node.

The elapsed time, along with the vehicle’s ID are then passed down to another function within the program, which finally calculates the vehicle’s speed.

The common formula to calculate velocity is applied inside that function:

\[ v = \frac{d}{t} \]

Here, "d" is the distance travelled, and "t" elapsed time. For the distance value, since the locations of fixed nodes are known, the travelled distance is simply found as shown in figure 4. A fixed distance is set before running and compiling the Java program, and is dependent on the distance between fixed nodes.

After obtaining the speed value, the speed and node ID are displayed in the GUI. (Results are given in m/s.) This process...
will repeat indefinitely every time a vehicle passes by the fixed nodes from start to end.

IV. EVALUATION OF THE APPROACH AND CHALLENGES

In the following, advantages and disadvantages of the described approach are explained.

A. Advantages

Cheaper and easier deployment compared to other approaches that require expensive or complicated tools. By using only the RSSI of the moving nodes, the time elapsed from a fixed point to another can be calculated without the need of special sensor boards or complex schemes to determine the exact moment when the node passes by a point.

By avoiding the use of additional devices, battery consumption is reduced, as opposed to cases where more power-demanding sensors are required. This also translates to lower costs spent in energy and maintenance.

According to our measurements, this approach has reasonably good accuracy.

B. Disadvantages

The approach also has some disadvantages and drawbacks, as explained in the following:

The vehicle or moving object requires a wireless sensor mote. This is the biggest drawback of the project since it will only calculate the speed of an object that has a wireless sensor mote attached to it. If it were to be implemented in a real scenario, vehicle manufacturers would have to be required to implement a similar device which can transmit similar packets. Alternatively, wireless devices of this type could be distributed to vehicle owners. Another possibility that could be investigated would be the use of ubiquitous smart phones as a packet source.

In free space, signal power decays proportional to $d^2$, where $d$ is the distance between the transmitter and receiver.

In real-world channels, multipath signals and shadowing are two major sources of environmental influence on the measured RSS.

Multiple signals with different amplitudes and phases arrive at the receiver, and these signals add constructively or destructively as a function of the frequency, causing frequency-selective fading [5].

These factors may lead to lower accuracy in real world scenarios.

C. Challenges

As of now, this project is very limited due to the magnitude of implementing a real life system where actual cars and fixed points are used. It can be considered a proof of concept to be built upon in future works. As explained in the previous section, several physical constraints appear.

One of the problems with this approach is that the speed of cars could surpass that which our current motes can send at. Packets can get lost easily, not arrive at the correct time or not arrive at all at the fixed nodes, which would lead to incorrect calculations. A solution to this would be deploying more powerful devices with a better transmitting power range.

Another challenge to be tackled is the scalability of the project. For simplicity reasons, we have only implemented a two-component system where one or several moving nodes pass by only two fixed nodes. Real world implementation would require several fixed nodes to have a practical use. This is because the distance between motes has to be within their transmitting range, which limits the distance for a given measurement. Therefore several fixed motes should be employed to be within the range of the network and measure a much greater distance in a highway or path for the purpose of increasing accuracy.

V. RESULTS AND DISCUSSION

In the following, the testbed is described and experimental measurements are given.

A. Test setup

To prove the effectiveness and accuracy of our project, several tests were performed. A ruler was used to set the exact distance between the fixed nodes. The ground truth is measured using a stop watch. Two IRIS nodes are used as fixed nodes, one IRIS node is attached to a toy car and one acts as a base station.

B. Steps

The system was tested by flashing all the motes with their respective programs, so they could perform their respective duties. The sending mote was attached to a toy car, and proceeded to place both of the fixed nodes at a fixed distance. We tested with four different distances. First, a distance of 30cm, then 60cm, 100cm, and finally 200cm were tested. We tried the system with different random paces: slow (around 0.2 m/s), medium (around 0.5 m/s) and fast (around 1 m/s). We test the system 10 times for each distance and speed. The measurement of time was done with a stopwatch, starting and
Fig. 4: Accuracy of speed calculations,
Error percentage = 100 * \[\frac{|v_{real} - v_{calc}|}{v_{real}}\]
ending the timer whenever the sending mote passed next to one fixed node. This allowed us to obtain the total time elapsed.
At the end of each test, the manual results obtained from our calculations (The real, accurate speed) with the results displayed on screen given as output from our program.

C. Results

Our results are shown in figure 4. From these results, it is observed that the error percentage between the manually measured values and the values obtained with our application is very small. The most accurate result obtained had an error of 0.94%, whereas the least accurate result had an error of 14.86%. This is out of 120 tests performed which is averaged from 10 tests per each pair of distance and speed.

Another observation is that the set of tests with the shortest distance between fixed nodes (0.30m) has the least accurate results, whereas the set of tests with the longer distances (1m or 2m) has the most accuracy. This can indicate that the closer the fixed nodes are, the less accurate calculations are obtained, possibly due to the packet’s arrival times at the Base Station. Shorter paths mean that packets may arrive at close or same time. Additionally, over longer distances, small errors in measurement time will have less influence than equal errors over short distances, because the total amount of time is higher and, overall, outweighs it.

VI. Conclusion

The approach used in this project to calculate the speed of a vehicle using wireless sensor networks proved to be effective and reasonably reliable as shown in the results of the testing. Calculating the time elapsed without the aid of any extra devices or sensor boards is a big advantage, compared to the higher costs of deploying a network of several more power-consuming and expensive devices, as the RSSI of a wireless mote can be obtained without specialized sensor boards. The results show that our method proved to be reliable and close to the real velocity, and no linear correlation in difference of real and measured velocity shows that the speed measurement is free of systematic errors.

In the future, the approach can be extended in various ways, such as including more fixed nodes, using commonly available devices such as smartphones for the mobile node role and scaling everything up to a real world scenarios outside of a controlled testbed.
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Abstract—An LED-ID system works like an electronic "tag" transmitting a short digital broadcasted message. Low complexity LED-ID installations, being a subset of an emerging class of visible light communication (VLC) systems, may be considered as a replacement of popular RFID tags, Bluetooth tags and Wi-Fi beacons. In this work, we focus on multi LED-ID environments with "dense" tag placement. The problems that we focus on are estimating the level of cross-tag interference and the issue of tag proximity: how closely can we place the tags without making the system unusable? We present a theoretical model with a numerical simulation of sample arrangements. We also describe the results of experiments we conducted in a real-world test environment under different external lighting conditions.

I. INTRODUCTION

Visible light communication (VLC) is wireless optical communication technology through which baseband signals are modulated on the light emitted by an LED [1]–[3]. The decreasing cost and hence rapid adaptation of LED-based light make VLC a promising communication technique and an excellent alternative to radio-based wireless communication. A unique feature of a VLC system is that it performs two functions simultaneously: illumination and communication. This results in a reduction of costs because a separate system for data transmission is not needed any more – existing illumination infrastructure is used instead.

VLC systems have been proposed and implemented both for indoor and outdoor applications (see [2] and [4]). Indoor applications include a range of communication facilities provided today by WLAN and personal area networks (PAN) such as office communication [5], multimedia conferencing [6], peer-to-peer data exchange, data broadcasting (especially multimedia such as home-audio and video streams – see [7]–[10]). A relatively simple VLC system is able to achieve data rates of up to 100 Mbit/s over a distance of 1 – 3 m with a single light source and a simple equalized receiver [11]. Data rates of over 1 Gbit/s have been recently obtained for more complex transmitter-receiver configurations.

One application of VLC are LED-ID platforms, which can be used in numerous environments including shops and supermarkets, museums, plenum spaces, etc. An LED-ID system works as an electronic "tag" transmitting a short digital broadcasted message. LED-ID systems, with their low complexity, may be considered as replacements of popular RFID and Bluetooth tags. An example of LED-ID systems in use are "smart" supermarket carts, which via illumination infrastructure record a shoppers' path for subsequent analysis. LED-ID systems may also be used to "tag" particular shop shelves and areas to enable fast product localization. Digital signage systems used in museums, exhibitions, etc. are another example of LED-ID technology. These signage systems may be used with specialized applications for mobile platforms to provide information about objects in proximity. Yet another LED-ID field of application arises in environments where the usage of radio-based technology, such as Bluetooth, ZigBee or RFID, is hazardous or limited by regulations, for example in mines, petrochemical plants, aeronautics and hospitals.

In comparison to more complex VLC systems, LED-ID tags are simple: their functionality is limited to broadcasting digital information. LED-ID tags typically do not provide duplex communication; tag "programming" is done via wired or wireless connections and in some cases the ID is simply hardcoded into the tag’s microcontroller unit. In many cases, the tag is simple enough that it does not support cooperation in a multi-transmitter environment – it simply broadcasts its information with no regard for other tags competing for the same medium. As was explained in [12] and [13], an optical communication link can be modelled as a Poisson channel. In the general case of multiple transmitters, it was shown that the maximum total throughput of the Poisson MAC monotonically increases with the number of transmitters and is bounded from above. Therefore, adding more inputs to a Poisson
MAC eventually saturates the entropy rate (and hence the information content) of the output. Given the channel capacity limitation, a signal source with sufficient transmitting power will be able to saturate the channel, obscuring the data source. The same result may also be obtained by a larger number of low-power transmitters.

In this work, we will focus on multi LED-ID environments with "dense" VLC tag placement. Examples of such environments include article tagging on shop shelves, the tagging of individual items in museum exhibitions, and other cases where light-tagged items are placed closely together. In such environments with dense arrangements of tags, the cones of light emitted by different luminaires overlap. The problems that we focus on in this work are as follows: what measures may we use to evaluate such an environment? What is the level of cross-tag interference? How closely can we place the tags without making the system unusable?

The structure of this paper is as follows: in section II we present the architecture of LED-ID systems, which leads us to the theoretical system model then described in section III. We use the model for the numerical simulation presented in section IV. In section V, we show the results of an experiment that we conducted on a sample installation built from commercially available LED-ID components. Our work is summarized in section VI.

II. ARCHITECTURE OF AN LED-ID SYSTEM

An LED-ID system consists of a transmitter ("tag") and a receiver ("reader"). The transmitter must be able to modulate the emitted light to transmit the digital tag. It consists of a luminaire which may use one or more LEDs (typically a high power white-light LED in blue-LED / yellow phosphorous technology), an LED-driver IC and a microcontroller unit driving the amplifier.

The critical difference between VLC and radio-based communication is that in VLC, data can not be encoded in the phase of the light signal. The information has to be encoded in the varying intensity of the emitted light. The demodulation depends on direct detection at the receiver - hence IM/DD (Intensity Modulated/Direct Detection) modulation techniques are used in VLC. Modulation in VLC must also take into account the requirements of dimming and flicker mitigation. Various modulation schemes have been proposed for VLC systems, including:

- On-Off Keying (OOK) - the data bits 1 and 0 are transmitted by turning the LED on and off respectively. In the "0" state, the LED is not completely turned off but rather the light intensity is reduced. The advantages of OOK include its simplicity and ease of implementation.
- Pulse Width Modulation (PWM) - the widths of the pulses are adjusted based on the desired level of light dimming while the pulses themselves carry the modulated signal in the form of a square wave.
- Pulse Position Modulation (PPM) - the position of the pulse in a series of pre-defined time-slots identifies the transmitted symbol.
- Orthogonal Frequency Division Multiplexing (OFDM) - the channel is divided into multiple orthogonal subcarriers and data is sent in parallel sub-streams modulated over the subcarriers. Standard "radio-based" OFDM techniques need to be adapted for application in IM/DD techniques because OFDM generates complex-valued bipolar signals which need to be converted to real values.
- Frequency Shift Keying (FSK) – the instantaneous frequency of a constant-amplitude carrier signal is changed between two (for BFSK) or more (for MFSK) values by the baseband digital message signal.

The modulation methods described above have numerous pros and cons [14]. OFDM is very effective in high speed transmission, when inter-symbol interference and multipath fading start to dominate the channel capacity. However, it is difficult to implement OFDM with the LED-driving analogue hardware that is currently used. PWM, PPM and their numerous variants provide light dimming and a simple way to eliminate flicker while maintaining good channel bandwidth. In some cases, the dominant factor in choosing a modulation method is the hardware available and its limitations. For example, with customer mobile devices, a plug-in photodetector is the simplest and the cheapest choice (see the receiver section below), and a compatible modulation method therefore must be used – FSK in this case. In this study, we assume that FSK modulation is used, as it is currently the dominant modulation method for mobile platforms.

In general, VLC systems may use two types of receivers: (1) a photodetector – typically a photodiode (a non-imaging receiver); (2) an imaging sensor (a camera). In LED-ID systems, where low cost is an important factor, simple photodetector receivers are used. Even with no or with very simple analog equalization they provide bandwidth that is more than adequate for LED-ID applications. In customer-grade VLC, a smart-phone or a similar device is used as a reader. In this case, the phone's built-in camera could be considered as the receiving device.
However, this type of imaging sensor is very slow and inadequate for data transmission applications\(^1\), hence plug-in photodetector modules compatible with a standard audio-in/out port are used instead.

### III. SYSTEM MODEL

The components of an LED-ID system include an LED transmitter consisting of one light source and a photodiode receiver. The received signal depends on the physical characteristics of the transmitting LED, the receiver, and channel characteristics. We use ray optics theory to calculate signal and noise levels and derive adequate metrics. We assume the Multiple Input Single Output (MISO) model, with multiple transmitting LEDs and one photodiode detector. A single transmitting LED is characterized by a half-power semi-angle and central luminous intensity (measured in candelas). The receiver is a simple non-imaging photodetector with an optical filter, optical concentrator and a single photodiode element with a field of view (FOV) angle, gain, a photodetector area and conversion efficiency (measured in A/W).

The metric that we use to measure the impact of the interference is bit error rate (BER), which depends on the signal to noise ratio (SNR) and modulation scheme. For binary frequency shift keying (BFSK) with non-coherent detection, the relationship between BER and SNR depends on the modulation efficiency (measured in A/W).

\[
BER_{BFSK}(SNR) = \frac{1}{2} \exp \left( -\frac{SNR}{2} \right) \quad (1)
\]

we calculate SNR as follows:

\[
SNR_s = \frac{s^2_{data}}{s^2_{interf} + N} \quad (2)
\]

where \(s_{data}\) is the data signal, \(s_{interf}\) is the signal transmitted by other luminaires, and \(N\) is noise.

The problem of noise in VLC environments has been studied in detail [16]. In general, the following noise sources should be considered: background and transmitter LED shot noise, thermal noise in the detector and the influence of inter symbol interference (ISI). The background or ambient noise comes from the sun and artificial light sources:

\[
N = \sigma^2_{shot} + \sigma^2_{thermal} + \sigma^2_{ISI} \quad (3)
\]

where \(N\) is the total noise variance and \(\sigma^2_{shot}, \sigma^2_{thermal}, \sigma^2_{ISI}\) is the standard variance of shot noise, thermal noise and ISI respectively. The proper estimation of noise in VLC environments is crucial in studying the maximum attainable transfer rates under various conditions and modulation schemes. The input referred noise variance depends on the signal data rate. For low data rates in the range of \(10^2 - 10^4\) bits/s, the major noise factor is shot noise:

\[
\sigma^2_{shot} = 2qRPB + 2qIbgI_2B \quad (4)
\]

Where \(q\) is the electronic charge, \(R\) is the responsivity of the photodiode, \(B\) is the equivalent noise bandwidth, \(P\) is the received power, \(I_{bg}\) is the background current, and for a p-i-n/FET receiver we assume \(I_2 = 0.56\). In the multi-luminaire study that we conduct in this paper, the dominant noise factor is the interfering signal from neighboring luminaires and not physical noise itself.

Now we will present the analytical model of the optical wireless channel which will let us derive SNR and BER measures for different physical scenarios. Our analysis is based on the fundamental paper by Komine and Nakagawa [17].

A single LED is a Lambertian emitter – its radiation intensity is a cosine function of the viewing angle and is given by

\[
I(\theta) = P_t \frac{(m + 1)}{2\pi} \cos^m(\theta) \quad (5)
\]

where \(\theta\) is the irradiance angle, \(P_t\) is the transmitted power and \(m\) is the order of Lambertian emission given by irradiance semi-angle \(\theta_{1/2}\) (half power angle)

\[
m = -\frac{\ln 2}{\ln(\cos(\theta_{1/2}))} \quad (5)
\]

Light propagates from the LED to the receiver via a channel which is modeled by direct channel transfer function \(h_d\).

\(^1\)It is possible to use a more complex multi-light source transmitter which takes advantage of the "imaging" properties of the sensor, however this is much more expensive than a simple single luminaire solution.
\[ h_d = \begin{cases} \frac{(m + 1)A \cos m(\theta)}{2\pi d^2} \cos(p) R(p) & 0 \leq \theta \leq \theta_{FOV} \\ 0 & \theta > \theta_{FOV} \end{cases} \] (7)

where \( \theta \) is the irradiance angle, \( \psi \) is the angle of incidence, \( A \) is the receiver area, \( R(\psi) \) is receiver gain, \( d \) is the distance from the LED to the receiver and \( \theta_{FOV} \) is the receiver’s FOV semi-angle. The geometric model of this simple line of sight (LOS) case is shown in Fig. 1.

For a single source, the output signal of the LED transmitter is given by the following general formula:

\[ p_0(t) = P_0[1 + \mu x(t)] \] (8)

where \( P_0 \) is the power transmitted from a single LED, \( \mu \) is the modulation index and \( x(t) \) is the modulating signal. Assuming that the receiver is DC blocked, we get the following general formula for the received signal:

\[ s(t) = h_d P_0 \mu x(t) \] (9)

Considering the "legitimate" and "interfering" sets of transmitters, we obtain the following:

\[ s_{data}(t) = \sum_{data,LEDs} \{P_{LED} \mu x(t)h_d\} \] (10)

\[ s_{interf}(t) = \sum_{interf,LEDs} \{P_{LED} \mu x(t)h_d\} \] (11)

We use (10) and (11) in a numerical model to calculate BER as given in (1) for our study.

IV. SIMULATION RESULTS

For our numerical simulations, we designed sample scenarios with 3 and 9 luminaires. The scenarios’ dimensions are 2m x 2 m x 2m. We assume that the detector’s photodiode is parallel to the luminaire plane. We simulated two luminaire placement scenarios: L1 - with 3 luminaires arranged in a line as shown in Fig. 2, and scenario G1 - with 9 luminaires arranged in a 3x3 square grid as shown in Fig. 3. The first scenario relates to a "shop shelf" arrangement and the second to an exhibition cabinet or stand. The physical parameters are summarized in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PHYSICAL PARAMETERS OF THE SIMULATED SCENARIOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photodetector parameters</td>
<td></td>
</tr>
<tr>
<td>FOV (field of view)</td>
<td>60°</td>
</tr>
<tr>
<td>Detector area</td>
<td>1 cm²</td>
</tr>
<tr>
<td>Detector gain</td>
<td>1.3</td>
</tr>
<tr>
<td>Scenario parameters</td>
<td></td>
</tr>
<tr>
<td>Dimensions</td>
<td>2m x 2 m x 2 m</td>
</tr>
<tr>
<td>Luminaire spacing ( \Delta x, \Delta y )</td>
<td>L1: 16 cm</td>
</tr>
<tr>
<td>G1: 16 cm, 16 cm</td>
<td></td>
</tr>
<tr>
<td># of luminaires, scenario L1, G2</td>
<td>3, 9</td>
</tr>
<tr>
<td>Luminaire parameters</td>
<td></td>
</tr>
<tr>
<td>Optical power</td>
<td>1 W</td>
</tr>
<tr>
<td>Radiation semi-angle</td>
<td>20°</td>
</tr>
</tbody>
</table>

In both scenarios we show the logarithmic plots of the computed BER for data transmission. We assume that the BER level of maximum \( 10^{-2} \) is required for effective transmission of the LED-ID tag.

In scenario L1 we calculated BER for outer lamps, while the inner lamp is the interfering transmitter. BER is calculated on a plane at a distance of 30, 40 and 50 cm from the luminaire plane – Fig. 4. BER decreases as we move the receiver away from the luminaires and achieves values in the range of \( 10^6, 10^2 \) and \( 10^1 \) respectively. We can conclude that BER becomes intolerably high when the light cones (as limited by the radiation semi-angle) start to fully overlap each other, i.e. when the radius of the luminaire light cones is equal to the distance of their centers.
In scenario G1 we also calculated BER on a plane at a distance of 30, 40 and 50 cm from the luminaire plane – Fig. 5. BER decreases as we move the receiver away from the luminaires and achieves values in the range of $10^{-6}$, $10^{-2}$ and $10^{-1}$ respectively. The LED-ID tag under respective luminaires can be properly resolved, as was in the case of a single luminaire line.

The scenarios prove that the resolution of LED-ID tagging is quite satisfactory – even with dense luminaire placement, we are still able to obtain a reliable tag read-out.
V. SAMPLE SYSTEM EVALUATION RESULTS

For our experiments, we used LED-ID devices manufactured by OLEDCOMM as shown in Fig.6. These luminaires came in the form of a desktop lamp with a 1W single LED light source, with a ~15° radiation semi-angle (as declared by the manufacturer, this parameter varies from unit to unit, and in most cases is a few degrees larger than declared). The luminous flux when measured 50 cm from the light source is ~ 900 lx (it varies by 5% between different luminaires). The OLEDCOMM kit also contained an audio-port plugin receiver compatible with most Android devices and an SDK library. The receiver uses a simple PIN photodiode with no optical concentrator or filter.

![Fig. 6. LED-ID equipment used in experiments](image)

For the tests, we implemented a client-server test suite consisting of an Android client program written in Java which gathers information regarding light intensity and lamp-ID numeric tags as reported by the library and sends it to the data-collecting server. The client has provisions for recording semi-automatic LED-sensor distance and is also able to buffer the data if the server is not accessible. Collected data may be manually tagged in the application to record various field conditions such as test series name, external illumination conditions, etc. The server stores data received for the client for further analysis. The server was implemented with the Django Rest Framework [18].

A. Testing under various field conditions

To establish the baselines, we tested three sets of communication kits under the following external light conditions: (1) minimal external light source (< 10 lx); (2) ambient dispersed light (50-200lx); (3) unmodulated direct light from an external LED source (up to 3000 lx); (4) direct sunlight (3000 – 5000 lx). The ambient light intensity levels were measured with a certified lux meter.

In each case we measured the maximum distance that guaranteed reliable ID transmission (5 tags correctly received in sequence). Measurements were collected with 1 - 5 cm intervals for $d$ and $x$ values – see Fig. 7, for 3 different luminaires and repeated 2-3 times. The results were averaged. As expected, we can conclude that as interfering conditions vary, so does the maximum reliable distance and to the lesser extent the maximum reliable angle. Table II summarizes the obtained data.
TABLE II 
MAXIMUM DISTANCE AND MAXIMUM ANGLE FOR RELIABLE TRANSMISSION UNDER DIFFERENT CONDITIONS

<table>
<thead>
<tr>
<th>Condition</th>
<th>Maximum reliable distance [cm]</th>
<th>Maximum reliable angle [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declared</td>
<td>370</td>
<td>30</td>
</tr>
<tr>
<td>Measured w/o and with interfering light sources</td>
<td>250</td>
<td>38</td>
</tr>
<tr>
<td>No external light</td>
<td>230-240</td>
<td>34</td>
</tr>
<tr>
<td>Ambient light</td>
<td>100-220</td>
<td>36</td>
</tr>
<tr>
<td>Direct sunlight</td>
<td>60-180</td>
<td>26</td>
</tr>
</tbody>
</table>

B. Testing with multiple luminaires

The experiment was set up to verify simulation results. We used three lamps, placed at a distance of 16 cm from each other. We collected tag read-outs with the receiver moving directly under the lamps on a parallel plane dinstanced 30 cm from the luminaires (d). The horizontal distance corresponds to x from Fig. 7. Fig.8 shows the obtained results – the resolution of tag readouts is compatible with the results of the simulation, and the error rate (number of bad or inconclusive tag readouts) was ~ 5%, with errors occurring in the transition area.

VI. CONCLUSION

We tested a multi-tag LED-ID system both via numeric simulations and by means of an experiment. We have concluded that in a dense transmitter setup, i.e. with overlapping light cones, it is still possible to resolve transmitted digital tags, up to the point where light cones start to totally overlap. The methodology that we have presented should be useful for planning more complex LED-ID scenarios. It should also be helpful to the vendors of LED-ID hardware.
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**Abstract**—Radio signals can be used to detect the presence of a person (target) in an environment by analysing the fluctuations in the Received Signal Strength Indicator (RSSI). The velocity of the target can be estimated by examining the sequence of disturbances in consecutive radio links over a period of time. This requires knowledge of the deployment of the radio transceivers and the time when the target crosses the Line of Sight (LoS) of each radio link. However, it is not trivial to precisely estimate the exact time of the link crossing due to the broad range of RSSI fluctuations generated as the target approaches the link. In this paper, we evaluate and compare 15 techniques for estimating the velocity of the target and propose enhancements to some of the techniques. In our experiments the techniques perform with an average accuracy in the range between 13.02% and 96.18%, which corresponds to an average error of 0.05m/s for a moving target.

**I. INTRODUCTION**

Wireless sensor networks (WSN) have been the interest of the research community for many years. They consist of a number of small, affordable devices (motes), typically equipped with a microprocessor, some sensors, for example a light or humidity sensor, and a transceiver chip for radio transmissions. Traditionally, WSNs are used to monitor environments for long-term changes in attributes like temperature, but recent studies have shown, that they can also be used to detect the presence of persons by analysing disturbances in the radio links between the motes [1], [2], [3], [4], [5].

Generally, if a person (the target) enters a radio link, the human body causes multipath fading of the radio signal [2]. This is detected by analysing for example the Received Signal Strength Indicator (RSSI) of the transmission. The resulting characteristic of the RSSI values will show the presence of a target, but can take different shapes. A highly sensitive link will react early to the presence of a human. The collected RSSI samples will have strongly varying values in a relatively large time interval, even when the target is still some distance away. On the other hand human presence might only create a few higher or lower spikes than the average RSSI signal on an insensitive link. Furthermore, if the target is not just standing still, but moving through the link, this will cause additional fluctuations in the RSSI values [6].

In addition to simply detecting a target it is also possible to estimate the targets’ position. One approach would be employing a grid of motes, creating a mesh of multiple radio links [3]. If events are simultaneously detected on several intersecting links, the targets’ position can be estimated at this intersection. To track a target through such a system, the detection can be repeated periodically, each time updating the targets’ position. Using multiple position estimates it is also possible to derive further information about the targets’ behaviour, for example the targets’ trajectory or velocity.

There are various reasons why determining the velocity of a target can be useful. For example in a system tracking not one but multiple targets, like in [7], [8], [9], it is beneficial to not only know the position of every target, but also to predict future positions. This information can be used to differentiate between two targets crossing their paths in close vicinity [9]. Knowing the direction and speed is also interesting when monitoring an area where only a limited amount of sensors is available. Since the coverage might be too sparse to allow continuous tracking, a general idea about the movement could be helpful, especially when monitoring an area with movement restrictions. For example, if monitored targets are moving towards a dangerous location, like a broken elevator shaft or the site of a fire, then an alarm sound could be triggered to prevent possible harm.

In any case, the challenge of deducing additional information from the pure detection of a target lies in pinpointing a precise moment within the detection event. This moment should be identifiable, even when the radio link behaviour is different. For our experiments we use the point of the detection event when the target has the greatest influence on the RSSI, which we define as the peak. Since humans are three
Traditionally, instead of using the RSSI to record an event, a system detecting the presence of a target can be based on using a laser range finder. A range finder emits a laser beam that is reflected off of any object it hits. The reflection is caught by the light sensor of the device, the Time of Flight is measured, and the distance to the object computed. If the distance suddenly decreases, the laser beam is reflected at a shorter distance. This is the case, if a target is in the LoS between the laser emitter and the light sensor. However, using a range finder is unfavourable in scenarios, where a larger region needs to be covered, since the laser beam only stretches over a relatively narrow area. Furthermore, the sensor measuring the light intensity needs to be shielded from direct sunlight, to avoid false negatives. Also, these systems can easily be fooled, when a target is avoiding the beam by stepping over it, without interrupting it. Depending on the scenario, a RSSI-based device-free localisation system might be more suitable. Since the RSSI is already disturbed when a target moves near the radio link, avoiding it is not easily possible.

Multiple systems employing the RSSI to detect the presence of a target have been developed [2], [10], [11]. In these systems sensor nodes are deployed at all edges of the monitored area and a grid of radio links is created. A target standing or walking through the grid will cause a characteristic disturbance which can be detected [2]. However, the link characteristic is not specific to a target. In [7] multiple targets are tracked by dividing the monitored area into voxels. A target entering the area will cause disturbances in a set of voxel simultaneously, which are then clustered. Each cluster in the area symbolises a target and is tracked while in the system. But intersecting trajectories create the difficulty of continuously keeping track which target is matched to a specific cluster.

To cope with RSSI irregularities, alternatives to the use of the absolute RSSI or its average have been explored. In [8] the time of flight of radio messages is used in an antenna set-up with five transmit antennas and five receive antennas. The signals reflecting off of the human body are analysed, which allows for the tracking of up to five people. While no longer based on the absolute RSSI, like in [7] still no clear identification of the tracked target out of a group is possible.

The behaviour of the radio links is further analysed in [12]. In general, RSSI values are unstable and always slightly fluctuating because of minimal changes in the environment. Slight variations in the area, for example moving a chair or opening a window, can have a huge impact on the radio propagation. Despite that, [12] defines two classes of observed link behaviour when a target enters the link. Both are based on the different qualities of a link. An anti-fade link has very high RSSI values and will experience a strong attenuation and a significant drop in the RSSI values when a target enters the area of the link. A deep-fade link on the other hand already has a very weak signal quality. For such links it is possible that the quality increases when a target enters the link, due to the velocity estimation of a target moving at different speeds. Consider the velocity estimation following the simple formula \( v = \frac{t}{d} \) as an example. To compute the speed of a target, the locations of at least two radio links are required, and the RSSI values and their respective timestamps are taken from the links. If a target consecutively moves through the radio links, as for example seen in Fig. 1, the actual crossing of a link is recorded as an interval of collected RSSI samples while the link was disturbed. The detection events on both links need to be identified to estimate the time it took the target to cross the distance between the links. Because of the unsteady nature of the RSSI it is not possible to simply use the earliest distorted sample, since its occurrence can be different for dissimilar links. For accurate velocity estimation we have to identify the targets position in the link, respectively for each link. However, the best samples to indicate the actual crossing do not necessarily need to be the samples with the highest RSSI attenuation or the middle sample of the collected interval. The different link states and general fluctuation in the RSSI distort the collected data and make accurate predictions difficult.

The remainder of this paper is structured as follows: Section II gives an overview of research similar to our approach. Section III describes the different techniques used, followed by an evaluation which details the results of our experiments in Section IV. The paper is concluded in Section V with a summary and a short outlook.
to refraction and scattering of the signal. Thus, the resulting RSSI characteristic is generally an inverted version of the anti-fade one. For this reason and other environmental influences, a detection event can have a very dissimilar RSSI characteristic compared to the characteristic of an event on a different link.

The authors of [4] suggest focusing on the changes in the variance of the RSSI, instead of looking at the absolute value. Regardless whether the absolute RSSI average in- or decreases after a target enters the area of the link, the RSSI variance will always be higher, because the link gets disturbed. Fundamentally, a long-term and a short term variance are computed, compared, and incorporated to the alert magnitude. The larger the alert magnitude is, the more likely a target is present in the detection area. This method simultaneously reduces the influence of different link qualities but also of changes in the environment on the RSSI in long-term measurements. By adapting the long-term variance in phases of tranquility, in which the variance of the RSSI is low, small changes in the radio propagation model caused by the environment are handled.

Using the RSSI to detect the speed of driving vehicles, [13] collects samples of the signal strength of four links covering a road section. The resulting measurements are analysed using a statistical and a curve fitting technique. In the statistical approach, the time between the entering and exiting event of the monitored area is used to estimate the speed. The curve fitting technique exploits the relation of the height of the variance and the speed of a car. The faster the car passes the monitored area, the higher is the influence on the recorded RSSI variance. However, this technique is applied to fast moving cars made of metal [14], not to humans.

III. ANALYSED TECHNIQUES

In this paper we analyse 15 different techniques for estimating the velocity of a target. The techniques are divided into three classes based on their input data. The techniques of the first class are working with the RSSI. They either use all available samples or search for the samples with the minimum value, as introduced in [15]. The techniques of the second class use the alert magnitude, the result of the RSSI variance based algorithm introduced in [4]. The techniques either select the maximum alert magnitude values or again use all available samples. We propose enhancements to the second class to form the third class of techniques. Instead of only using samples with the maximum value, more samples with high values are included into the input data. We evaluate the different methods for estimating the targets’ speed in an experiment.

To accurately compute the targets’ speed two things are needed: The distance travelled and the time it takes the target to do so. This can be measured for example in a system, where the crossing of the Line of Sight (LoS) between two sensor nodes creates a disturbance in the RSSI values of periodically sent messages. Two measures of the targets’ position at two different times can be subtracted from each other to determine the distance. Since the motes in our experiments are set at fixed positions, in the evaluation we consider the distance between them as known. To determine the time, the presence of the target at each position needs to be detected and the detection event analysed. The event itself stretches over an interval consisting of several recorded RSSI samples. Each sample includes a RSSI value and a timestamp. During the recording interval, the target approaches the link, enters it, passes the Line of Sight, and leaves it again. Disturbances in the stream of RSSI values are caused during the time the target stays in the area of the radio link.

Would at this point a sensor producing a boolean result be deployed to record the disturbances, the outcome would be binary: Either a body part of the target is perceived by the sensor and the target is detected, or the sensor is not triggered and no detection is registered. However, the human movement also incorporates the swinging of arms and legs. Therefore, an event can be triggered prematurely, when for example an arm is detected before the rest of the body enters the monitored area, artificially prolonging the event. The targets’ distance to the LoS of the radio link will be shifted during the whole event, when compared to the event of a different link. Also, it cannot be assumed that the LoS crossing of the target is in-line with the middle of the detection event. This reduces the accuracy of the velocity estimation.

Fortunately, in the case of detecting an event using RSSI values, the attenuation following the disturbance of the radio link is the highest when the target is closest to the LoS [16]. However, this does not necessarily make the lowest RSSI value the best point describing the event. There might be more than one recorded RSSI sample with the lowest value. Additionally, the RSSI values of a disturbed link are fluctuating. Another sample could time-wise better describe the link crossing, but may not match the lowest RSSI recorded.

The following sections illustrate the techniques to cope with these restrictions and estimate the velocity of a target moving through a group of radio links. For a better overview, all introduced techniques are listed in Table I. Afterwards, the methods are experimentally evaluated.

A. RSSI-based Techniques

The RSSI-based techniques use the unaltered data stream of RSSI values as input to estimate the events’ peak and the targets’ velocity. They can be found in the first column of Table I.

1) minRSSI: The first approach to identify the best RSSI sample indicating the peak is the naïve approach, abbreviated minRSSI. This approach was also used in [15]. The RSSI data stream of the monitored link is searched for the sample with the minimum value. If multiple samples with the same lowest value are found, all of them are collected. After the time interval of the event has been analysed, the timestamp of the first occurring sample with the lowest RSSI value is selected for the velocity estimation. This approach is easy to implement and low on computational and space complexity, since the samples can be discarded once analysed.

2) medianRSSI: The next approach, medianRSSI, does not simply collect all samples with the minimum value to select
the first one, but uses the timestamp of the middle sample. This change is introduced as a precaution against outliers and incorporates additional information about the order in which the samples arrive, the data stream. However, this approach ignores the timestamps of the other collected samples, which might have a beneficial influence on the peak estimation, especially when only two samples with the minimum value exist.

3) avgRSSI: Simply selecting the first sample or selecting the median sample is not always the best choice, given the fact, that an event can have a non-symmetrical characteristic. The avgRSSI approach is addressing this issue by removing the dependency on the precise timestamp of the RSSI sample. Again, all samples with the minimum RSSI value are collected, but then the average of all available timestamps is computed. The new value does not necessarily need to match the timestamp of any sample, but can take an arbitrary point in the event interval. Since the peak does not need to match the sample with the minimum value, or more precisely any single sample, this technique avoids the very limiting dependency of selecting a timestamp from a predefined set.

4) LinRegRSSI: An alternative method, which is also not bound to the exact timestamp of a sample, is the LinRegRSSI approach. LinRegRSSI models the relationship between the detected events on different links by computing a linear regression, based on the RSSI values. The input data set for this approach is the distance between the links and the timestamps of the selected samples. To obtain the necessary data, first all samples with the minimum RSSI value as well as their timestamps are collected for each link. With the distance between the links known in our scenario, the parameters of the linear regression are then estimated from the input.

The simple equation \( y = mx + b \) is the equation of a linear function, where \( m \) describes the slope, \( b \) the y-intercept. The result of the linear regression is the linear function with the minimum squared error towards all input data points.

In order to estimate the velocity, data from at least two links is needed, but can be extended onto more. In our case, values from all available links are used. The slope of the resulting linear regression line equals the speed of the moving target. To get the time of the peak, the position of a link can be set as \( y \) and the equation then solved for \( x \).

Ignoring the restrictions of having to choose a precise timestamp, this approach additionally uses information from multiple links.

5) CurveFittingRSSI: A technique introduced in [13] is the fitting of a curve to the data stream of the RSSI variance. The highest point of the curve would indicate the time of the peak. To analyse how well this performs based on the unaltered RSSI stream, we use the CurveFittingRSSI approach. A Gaussian function is fit as continuous curve to the stream of all RSSI values per link. The maximum of the resulting curve is defined by the characteristic of the detection event and will be shifted towards the highest disturbance of the link. Unfortunately this approach is rather computationally expensive, since all samples of the event interval have to be collected and incorporated into the Gaussian function.

6) CrossCorrelationRSSI: Another approach using all available RSSI samples per link is the Sliding Dot Product, also known as cross correlation. The cross correlation originates in the field of signal processing. Two signals need to be shifted in order for them to reach their point of highest similarity.

In this paper we use the cross correlation to sample-wise compare the data streams of two links by computing their \( \text{coef}_{cc} \). Given the characteristic of the input data, the highest similarity is obtained when the events of both links are overlapping.

The approach works in detail as follows: The first sample of the first link is multiplied with the last sample of the second link. The resulting cross correlation coefficient is stored. Next the links are shifted towards each other by increasing the number of samples that are compared. The first two samples of the first link are compared with the last two of the other and again the correlation coefficient is stored. This is repeated until the last sample of the first link has been compared with the first sample of the last link. Afterwards, the highest correlation coefficient between the links is selected and the number of shifts to reach this coefficient is counted.

Since the frequency with which the samples are sent, is known, the number of shifts indicates how many samples have

---

**TABLE I**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Minimum RSSI</th>
<th>Maximum Alert Magnitude</th>
<th>Maximum Alert Magnitude Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>medianRSSI</td>
<td>medianAlertM</td>
<td>topMedianAlertM</td>
</tr>
<tr>
<td>Average</td>
<td>avgRSSI</td>
<td>avgAlertM</td>
<td>topAvgAlertM</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>linRegRSSI</td>
<td>linRegAlertM</td>
<td>topLinRegAlertM</td>
</tr>
<tr>
<td>Curve Fitting</td>
<td>CurveFittingRSSI</td>
<td>CurveFitting [13]</td>
<td>-</td>
</tr>
<tr>
<td>Cross Correlation</td>
<td>CrossCorrelationRSSI</td>
<td>CrossCorrelation</td>
<td>-</td>
</tr>
</tbody>
</table>
been sent in the time it took the target to cross the space between first and second link. Analysing the sample rate we deduce the time between the LoS crossings. Strictly speaking, the cross correlation is not searching for the best sample to describe the event, but computes the velocity directly.

B. Alert Magnitude based Techniques

All unaltered RSSI-based techniques work best with anti-fading links, since they use the minimum RSSI value and on these links the maximum drop in the RSSI level is characterizing the crossing event. In the case of deep-fading links, where the signal improves after a target enters the link, a different method is needed. On those links the RSSI values near the peak are higher, even though fluctuations cause some RSSI samples to have a very low value.

To handle both cases, a RSSI variance based technique is used. Contrary to the absolute value, the variation of the RSSI always increases when a target is in the link [16]. In this paper the algorithm from [4] is applied. While the better handling of the issue of anti- and deep-fading links is addressed by changing the input data, the general issue of selecting a sample still remains the same. This being the case, the aforementioned methods of finding the peak of the LoS crossing event can also be applied on the alert magnitude.

All techniques using the alert magnitude are summarized in the second column of Table I.

1) maxAlertM: Following the given nomenclature in [4], the technique searching for the maximum alert magnitude is called maxAlertM. After all samples with the highest alert magnitude are found, the first occurring sample, which is the sample with the minimum timestamp, is selected.

2) medianAlertM: Like the medianRSSI approach, the medianAlertM approach selects the middle one of all samples with the highest alert magnitude. If an even number of samples with the same highest alert magnitude is encountered, the first occurring of the two middle samples is selected as a tie-breaker.

3) avgAlertM: The avgAlertM approach computes the average time from the timestamps of the collected samples with the highest alert magnitude. Again, this is analogous to the RSSI-based approach, in this case avgRSSI.

4) linRegAlertM: The approach to compute the linear regression, based on the alert magnitude, is LinRegAlertM. It is computed from all samples with the maximum alert magnitude of each link, using data from all available links. The resulting regression line is visualized as an example in Fig. 3. The displayed data is taken from the first run of the first measurement of our experiment. The y-axis value represents the distance of a radio link to the first link of the experiment set-up, the x-axis value represents the arrival time of the samples. For this example the distance between the links was set to 1.5 m and samples from five different links are used.

5) CurveFitting: While RSSI values are always unsteady and slightly fluctuating, the alert magnitude takes the form of a steady line, except during an event. All values are zero, as long as the link is not disturbed. However, they become greater than zero when indicating a target in the area of the radio link. This behaviour is beneficial to the CurveFitting approach, which fits a Gaussian function to all available alert magnitude values. Again, the precise time of the peak is not restricted by the timestamp of the samples.

Since the alert magnitude is based on the RSSI variance, this more closely resembles the curve fitting used in [13], then CurveFittingRSSI does.

6) CrossCorrelation: Computing the cross correlation from the alert magnitude values is the CrossCorrelation approach. The mechanism behind this approach is visualized in Fig. 4. In the beginning of the correlation process $\text{coef}_{cc} = 0$, but is gradually increased, when the data streams of the alert magnitude are shifted towards each other.

C. Alert Magnitude Set based Techniques

To enhance the performance of the methods using the alert magnitude and to take precautions against outliers, we introduce a new group of techniques. Instead of only searching for the samples with the maximum alert magnitude, the set...
of \( n \) samples with the highest values is collected. The value of \( n \) is analysed further in section IV. The set includes a guaranteed minimum number of \( n \) sample, but can include an even greater number, when more samples with the same high alert magnitude exist. In this case all samples are added to the set. Using a set of samples reduces the effect of the sample with the maximum alert magnitude being an outlier and thus unfavourable influencing the result.

Since the input data has been reduced to a selective subset of the complete data stream, the curve fitting and cross correlation techniques cannot be used. However, most methods estimating the velocity from the highest alert magnitude value can also be applied to this slightly enlarged set of samples.

1) topMaxAlertM: The topMaxAlertM approach uses the first occurring sample of the set with the \( n \) highest values. This could be realized by either selecting the first occurring sample with the highest alert magnitude, or the first occurring sample of the complete sample set. However, the first case is identical to the maxAlertM approach, in the second case a timestamp from the border of the event is selected, not representative for the peak.

Because of the above mentioned issues, the topMaxAlertM approach is not further considered in the evaluation.

2) topMedianAlertM: The topMedianAlertM approach selects the middle sample of collected set. This sample does not necessarily have to be the one with the highest value.

3) topAvgAlertM: The topAvgAlertM technique uses the timestamps of all samples in the collected set to estimate the time of the peak by computing the average time, again loosening the restriction of the precise timestamp.

4) topLinRegAlertM: topLinRegAlertM models the linear regression using the slightly larger data set, again with input from multiple links.

IV. Evaluation

For the evaluation of the different techniques we perform an experiment with a test set-up, as seen in Fig. 5. The set-up consists of ten Crossbow telosB sensor nodes, five on each side of a 2m wide and 6m long detection area. The motes are set in an interval of 1.5m on the same side. Radio links are formed between the motes directly opposite of each other in a way, that five consecutive links are generated across the space. During the experiment the links exhibited a mean RSSI of -62.5, -57.9, -58.3, -64.5 and -60.26 respectively from link one to link five. The motes use the TI MSP430 microcontroller and the CC2420 transceiver chip. They are sending on a frequency of 2.4 GHz and use a TDMA scheme with a 62.5 millisecond cycle time to avoid collisions. This value is chosen as a trade-off between energy consumption and detection accuracy. For our analysis all sent messages are recorded as samples using the IRIS tool introduced in [17]. IRIS is an experiment management tool, that allows for simultaneous data collection and visualisation. Samples collected can be analysed using provided or self-written functions and can be saved for further processing.

To evaluate the accuracy of the velocity estimation of a moving target, we compute the average error respective to the actual velocity. Two measurements with 12 runs each are performed in a lab environment. The error values are calculated as an average of the 12 runs for each measurement. During one experiment run, the target is entering the lab, walking crossing the links through the detection area once and then leaves the room. For the purpose of this evaluation, we assume that the target is walking with constant speed, does not suddenly change direction and walks directly in the middle of the detection area in a straight line. In the first measurement the target is walking with a speed of 0.6m/s, in the second measurement with 1.35m/s. The behaviour of the RSSI and the corresponding alert magnitude can exemplary be seen in Fig. 6. The figure shows a target crossing a link first with the slower, then with the faster speed. Markings on the floor indicating the step interval and a metronome to time the steps are used to help the target maintain constant speed, while still walking normally. Also, to not be reliant on the human perception of time, the precise moment of the LoS crossing is recorded as ground truth, using a laser based system.

The results of the measurements are summarized in Table II and Table III. Table II contains the average error in % and its Sample Standard Deviation. Column one and two list the values for the measurements with the slower speed of
### Table II

**Average Error and Sample Standard Deviation of the Velocity Estimation**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Measurement Velocity 0.6m/s</th>
<th>Measurement Velocity 1.35m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Error (%)</td>
<td>Sample Standard Deviation</td>
</tr>
<tr>
<td>minRSSI</td>
<td>16.77</td>
<td>13.40</td>
</tr>
<tr>
<td>medianRSSI</td>
<td>17.25</td>
<td>13.97</td>
</tr>
<tr>
<td>avgRSSI</td>
<td>16.18</td>
<td>13.94</td>
</tr>
<tr>
<td>linRegRSSI</td>
<td>12.79</td>
<td>10.95</td>
</tr>
<tr>
<td>CurveFittingRSSI</td>
<td>17.10</td>
<td>23.15</td>
</tr>
<tr>
<td>CrossCorrelationRSSI</td>
<td>83.99</td>
<td>1.64</td>
</tr>
<tr>
<td>maxAlertM</td>
<td>12.03</td>
<td>12.15</td>
</tr>
<tr>
<td>medianAlertM</td>
<td>11.41</td>
<td>12.57</td>
</tr>
<tr>
<td>avgAlertM</td>
<td>11.72</td>
<td>12.34</td>
</tr>
<tr>
<td>linRegAlertM</td>
<td>7.00</td>
<td>6.21</td>
</tr>
<tr>
<td>CurveFitting</td>
<td>12.03</td>
<td>12.15</td>
</tr>
<tr>
<td>CrossCorrelation</td>
<td>5.04</td>
<td>3.40</td>
</tr>
<tr>
<td>topMedianAlertM</td>
<td>4.12</td>
<td>3.83</td>
</tr>
<tr>
<td>topAvgAlertM</td>
<td>4.12</td>
<td>4.30</td>
</tr>
<tr>
<td>topLinRegAlertM</td>
<td>21.73</td>
<td>13.32</td>
</tr>
</tbody>
</table>

0.6m/s, column three and four the values for the faster speed of 1.35m/s. Each row shows the results for a different technique. Table III contains the results of the measurement runs with the maximum error for each approach and the Squared Mean Error, also for both measurements and velocities.

### A. RSSI

The results of the measurements using the minimum RSSI data stream, minRSSI, can be found in the first row of Table II, for both slower and faster speed. Estimating the velocity from the first found sample selected by the minRSSI has an average error of 16.8% with a sample standard deviation of 13.4 for the slow velocity measurement and 11.2% error with a deviation of 6.8 for the faster velocity. This corresponds to an absolute error in the estimation of 0.1m/s for a speed of 0.6m/s and an absolute error of 0.15m/s for a speed of 1.35m/s.

Achieving a high accuracy using this technique turns out to be easier when detecting a target walking in a faster pace. The duration of the LoS crossing event is shorter, involving fewer samples and a narrower time interval, as seen in Fig. 6.

Using the median of all samples with the minimum RSSI (medianRSSI) or the average of those (avgRSSI) does not improve the performance significantly. The deep-fade link behaviour is ignored, which leads to a less accurate event detection and higher error values.

The most accurate approach according to our results, when working with pure RSSI values, is computing a linear regression. linRegRSSI shows a slightly better performance in the measurement with slower speed, and average performance, when the target is moving faster. Since multiple links are used in this approach, irregularities of one link can be evened out by the others.

Modelling the stream of RSSI values with a Gaussian function in the CurveFittingRSSI approach is unfavourable compared to the other techniques. Since the RSSI varies around a baseline, creating both positive and negative spikes in the case of an event, CurveFittingRSSI has a very high sample standard deviation. This causes very inaccurate behaviour.

Comparing two RSSI data streams using a cross correlation is possible, but since the similarity of two links is compared, the original input data needs to be similar. The unsteady and fluctuating nature of the RSSI with a high variance during the crossing event prevents this. Also, the deep-fading and anti-fading behaviour of the RSSI creates completely different characteristics, that cannot directly be compared. The resulting error values are constantly above 80% in both our measurements and have a very small Sample Standard Deviation, achieving in the worst performance of all tested RSSI-based methods.

### B. Alert Magnitude

1) **maxAlertM, medianAlertM and averageAlertLevel:** Using the alert magnitude as a basis for the detection achieves better results for the slow velocity measurement and similar results to the RSSI-based techniques for faster speeds. Exploitation of the RSSI variance, and by doing so coping with the deep-fade qualities of the links, is the cause of this improvement. The average estimation error of maxAlertM can be seen in row seven of Table II, the results for medianAlertM and averageAlertLevel are in row eight and nine. All three techniques perform similar to each other, with error values around 11.5% ± 1%, which is an improvement of about 4% towards the RSSI-based techniques in the 0.6m/s measurement.

2) **linRegAlertM:** Using the linear regression has an improvement of 5% when applied to the data of the slow velocity measurement. However, linRegAlertM shows worse performance with the data of the faster velocity measurement. The average error is 13.2%, which is 2% worse than when based on the RSSI.
Since the target is moving with a higher speed, the time between the LoS crossing of the links is shorter. This has an impact on the slope of the linear regression line. It is more steep and outliers have a higher influence since fewer samples are sent, explaining the behaviour in the faster velocity measurement.

3) Curve Fitting: Curve fitting is performed using all values of the respective data streams, without previous filtering for minimum RSSI or maximum alert magnitude values. Fitting a curve through the alert magnitude values achieves similar results to maxAlertM, medianAlertM and avgAlertM, as seen in row 11 of Table II. The average error is at 12% for the first measurement and at 11.6% for the second.

The results of the alert magnitude based CurveFitting achieve a higher accuracy than fitting a curve to the RSSI data stream. The steady nature of the alert magnitude, which is only interrupted in the case of a detection event, positions the maximum of the Gaussian function close to the peak of the LoS crossing. Still, the results are on the same accuracy level as maxAlertM, medianAlertM and averageAlertLevel.

4) Cross Correlation: The cross correlation computes the correlation coefficient \( \text{coeff}_{cc} \) between two links. To utilize the approach and estimate the velocity of a target, all possible link combinations for both measurements are analysed first. The results of this test are shown in Fig. 7. There, the average error is plotted over the distance of the links towards each other. A clear trend is visible, showing that the estimation becomes more accurate, the further the links are apart. The overall error is being reducing and the minimum and maximum error values are closer to the average. The messages for the experiment are being sent with a frequency of 62.5 milliseconds and it takes the target a certain time to cross the distance between two links. The larger the distance, the longer is the time needed to cross it and the more samples can be sent in the duration, explaining the increase in the accuracy. For this reason the cross correlation between the two links farthest apart is used for the comparison with the other techniques.

As mentioned in Section IV-A, estimating the velocity using the cross correlation of the RSSI values has a very low accuracy, because of the RSSI fluctuations. However, applying it on the alert magnitude is very promising. The average error is shown in row 12 of Table II. It is at 5.0% with a sample standard deviation of 3.4 for the slow velocity measurement. For the fast velocity measurement these values are at 7.2% average error with 4.0 sample standard deviation.

These results surpass the previous techniques using the maximum alert magnitude. Since the alert magnitude values are zero except during an event, as seen in Fig. 6, the correlation coefficient reaches its maximum when the events on two different links are directly overlapping. This achieves a precise approximation of the time between the LoS crossing events on two compared links used in the velocity estimation.
C. Alert Magnitude Set

Instead of using the sample(s) with the maximum alert magnitude, using the set of the \( n \) highest alert magnitude values can achieve a very different result. The set provides a more balanced picture of the event, since it includes all of the most interesting samples and not just the highest, reducing the influence of outliers. Unfortunately, this is not beneficial to all methods. The CurveFitting and CrossCorrelation techniques use all the samples from the complete measurement and cannot be applied on a subset. Furthermore, since the sample with the maximum alert magnitude is still in the set of the highest \( n \) samples, using the topMaxAlertM approach will not have a different outcome than maxAlertM, as explained in section III-C1. However, for the techniques of topMedianAlertM, topAvgAlertM and topLinRegAlertM the improved sample set is applicable.

The influence of the size of the sample set is analysed in Fig. 8, showing the average error over the number of samples. For each of the remaining three techniques all sample set sizes from 1 to 20 were examined. The set size of 1 equals the respective approach based on the maximum alert magnitude value. The figure displays six graphs, two for each technique, split by the velocity of the measurement. To further differentiate between the techniques an index \( i \) is introduced, indicating the size of the sample set. topMedianAlertM\(_i\) for example, would describe the topMedianAlertM approach with a sample set size of 3 samples.

The analysis shows a high improvement of the topMedianAlertM and the topAvgAlertM approach for the measurement with a velocity of 0.6m/s, when increasing the sample size to up to 6 samples in the set. The lowest error is achieved by topMedianAlertM\(_5\) with an average error of 4.12%, directly followed by topAvgAlertM\(_5\) with an average error of 4.124% for the slower velocity. This is an accuracy of around 95.8%, estimating the velocity of the target. These improvements are due to the fact that both techniques benefit from the larger selection of possible samples describing the peak of the crossing event.

For the fast velocity measurement of 1.35m/s the topAvgAlertM\(_5\) approach achieves the lowest average error of 3.82%, giving it an estimation accuracy of 96.1%. For the topMedianAlertM techniques topMedianAlertM\(_4\) has the lowest error with 4.88%.

Additionally, Fig. 8 indicates a trade-off between too few or too many samples in the sample set. While the performance of the topMedianAlertM and topAvgAlertM techniques initially improves when adding samples to the set, the average error abruptly increases after a certain threshold. For the slow velocity measurement this happens in our experiment at sample set size 7, for the fast velocity measurement at sample set size 17.

The reason for this is the inclusion of samples in the set which are not representative for the peak. These samples cause a reduction in precision. The effect occurs, when the number of samples with unique values is not very large. If only a few samples with high alert magnitude values exist, all of them will be included into the sample set. However, when raising the set size, more samples will need to be added. Eventually, some samples with only moderate alert magnitude values will be in the sample set. Those are less likely to describe the detection event. As soon as that happens, the accuracy of the alert magnitude set based techniques diminishes.

Table II summarizes the results for topMedianAlertM\(_5\) in row 13, and topAvgAlertM\(_5\) in row 14. Since more samples are guaranteed to be in the sample set, the linear regression loses much of its accuracy. Fig. 8
shows: The more samples are added to the set, the worse the topLinRegAlertM technique performs. This deterioration occurs, because the values of all samples are included in the computation. The average error drops from 7% (linRegAlertM) to 21.7% (linRegAlertM) in the slow velocity measurement and from 13.2% to 22.8% in the fast velocity measurement. The results for linRegAlertM are listed in Table II, row 15.

The evaluation shows that the topMedianAlertM and the topAvgAlertM techniques are the best choices for accurately detecting the peak of an event and estimating the velocity of a target. Furthermore, they are also less computational expensive than a linear regression, the curve fitting technique or the cross correlation.

V. CONCLUSION & FUTURE WORK

In this paper we experimentally evaluated 15 techniques in order to estimate the velocity of a target moving through a set of radio links. The precise moment of the Line of Sight crossing is determined based on the collection of RSSI samples. The techniques are separated into groups, based on their input values. Analysing the average of the minimum RSSI attains less accurate results than focusing on the maximum alert magnitude or the set of the n-highest alert magnitude samples. This is caused by the RSSIs unstable character.

Three techniques were found delivering unsuitable results below 80% accuracy, nine techniques performed moderately, three techniques achieved a performance above 90% estimation accuracy. Performing a cross correlation of the links with the highest distance from each other achieves good results in estimating the velocity. The accuracy for slow moving targets is around 95.0%, for fast moving targets it is around 92.9%. Furthermore, not focusing on the samples with the highest absolute value, but on the set of highest values offers a layer of protection against outliers and improves simple median or average computing techniques. Selecting the median timestamp of the set of samples with the highest detection value achieves 95.8% accuracy for slow moving targets and 95.1% for fast moving ones. Computing the average of those samples also achieves 95.8% accuracy for slow moving targets and 96.1% accuracy for fast ones.

In the future we want to extend our research by using the velocity estimation to differentiate between multiple targets in the same radio environment.
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Abstract—In this paper, we propose a new protocol for sensors Frequency Shift Keying data transmission named RF-Tania protocol framework. This protocol focuses on Energy Efficiency and it is based on an existent open source protocol stack. Tania protocol framework includes a set of three protocols: The Sensors Data Transmission Protocol (Tania-SDTP), the Ad-Hoc On Demand Protocol (Tania-AHOD) and the Ad-hoc Alerts Protocol (Tania-AHA), each one servicing different user functionalities.

Tania protocol is used on a specific system architecture of a crowded sensors network. Such network is composed of two different types of equipment: The measuring sensor transponders and the Ad-hoc receivers. Sensor transponders are battery operated systems with installed sensors. Ad-hoc receivers are mobile phones equipped with transponders that operate as both sensor output devices as well as sensor data receivers.

In the case study, a test bed system architecture for monitoring CO2 and temperature levels has been used. In this study, tests of energy endurance, RF coverage and energy performance have been performed. From the evaluation results, it is proven that RF-Tania protocol outperforms in terms of energy existing RF protocols that use periodic broadcast data transmissions.

Keywords—Wireless Sensor Networks, RF communication, Energy Efficient Operation

I. INTRODUCTION

Energy efficiency is a fundamental issue concerning the design of communication protocols for wireless sensor networks (WSNs). Hence, the proposed protocol focuses on that key objective.

Another important attribute of an RF sensor network is the relaxed mobility of sensors’ monitoring clients. While the term mobility is a well-defined term that signifies the communication means and interoperability between clients and wireless sensors, we define the term “relaxed” as a new term. The term “relaxed” determines a wireless communication state where sensors exchange information with one another; intermediate gateways traverse sensor information to allotted servers and clients act both as sensors’ data repeaters and as actual monitoring devices.

Based on these concepts a new RF protocols suite for data transmissions has been implemented. This set of protocols tries to maintain both Energy efficiency by reducing utilization of the sensors’ RF transponders and MCU, while pertaining the characteristics of a relaxed mobility network architecture.

RF-Tania protocol is divided into three sub-protocols: The WSN sensor protocol for the broadcasting of sensor data, the WSN client protocol, for the reception and acknowledgement of sensor protocol messages and the WSN alerts protocol for the transmission of sensor critical information. The major function of RF-Tania is to save energy by putting the sensor transmitter into sleep-mode, when the sensors measurements remain constant between two or more consecutive periods. As far as the transmitted measurements are concerned, the RF-Tania protocol forces the receivers to handle frame re-transmission, whenever the sensor measurement remains at a constant level (Sensors Data Transmission Protocol, Tania-SDTP).

The mobile user requests a sensor’s measurement through a mobile phone client application. If the sensor is in sleep mode, the nearby clients will inform the client that issued the request about the last sensor measurement (Ad-Hoc On Demand Protocol, Tania-AHOD).

Ultimately, Tania-RF protocol is capable of informing all WSN nodes whenever sensor measurement or measurements correlation function is higher or equal to a threshold value. In such alert cases the transmitter will immediately send an alert-message to all connected receivers in the network (Ad-Hoc Alerts Protocol, Tania-AHA).

RF-Tania protocol is comprised of 3-layer according to the OSI model. The physical layer includes a Frequency-Shift Keying (FSK) data transmission. The Data link layer is consisted of a MAC layer of node broadcast frames called Jeeab frames [1]. The network layer includes the RF-Tania protocols.

This paper structure is organized as follows: In section II we discuss the related work, in section III we present the proposed protocols suite, in section IV we provide the implementation of protocol and in section V we conclude to
our contribution and present a future system and protocol modifications.

II. RELATED WORK

There is a wide number of WSN energy efficient protocols seen in the literature. A comprehensive classification and survey on this topic presented in [2]. These protocols work on the assumption that energy is limited and exhaustive. Consequently, the effort is primarily shifted towards prolonging the network lifetime. However, with energy harvesting capability [28], there is a need of fresh perspective on protocols and network design. Specifically, in the scenario of RF energy transfer, the protocol proposed in [6], and its subsequent analytical model in [7], adopts a duty-cycle based on the proportion of harvested energy.

The authors in [3] proposed a Medium Access Control (MAC) protocol, called RF-MAC, which ensures optimal energy delivery to the requesting node. In RF-MAC, a node broadcasts its request for energy harvesting (RFE) frames containing its ID, and then waits to hear for the Energy feeding Transmitters (ETs) in the neighborhood.

In [4], the authors proposed a network architecture which consists of two types of RF sensors. One class of sensors harvests RF energy on the DTV band (614MHz), while another uses the 915MHz ISM band. The energy transfer stage begins when the ET sends out the Request to Charge (RTC) packet, at 915MHz (operating frequency of Mica2 mote), offering to transfer wireless energy to the sensors in the network. Consequently, both types of devices can hear the RTC packet sent by the ET. The sensors that received the RTC then acknowledge this packet by sending back a response, called energy pulses. Once the ET receives the energy pulses from the responding sensors, it estimates the average power that sensors will receive during the charging process.

In [7] the authors implemented the WirelessHart (Highway Addressable Remote Transducer), which is a digital protocol for two-way communication between a host application and smart field instruments, providing access to diagnostics, configuration and process data. It specified a physical layer which used FSK to superimpose digital communication signals at a low level of 4-20mA. It supports two types of networks: Point to point and multi-hop network. WirelessHart is an RF protocol used by industrial vendors such as ABB and OMRON (PLC). It prevents message collisions using a TDMA use of the radio channel on predefined time slots instead of sensing the medium to transmit (CSMA/CA-CSMA/CD). However, its adoption to industrial application limits the feasibility for use in commercial and residential application due to its increased deployment cost [10].

Synkro RF network specification was developed by Freescale [11]. Synkro is mainly implemented for ad-hoc and low cost sensors. It offers a maximum transmission rate of 250kbit/s, three independent channels in the 2.4GHz band and two network node types: a controller and controlled nodes. The main weakness over its PAN alternatives is the maximum number of 32 controlled nodes per controller (similar to Jeelab implementation). Moreover, the SMAC protocol [6] is used for developing proprietary RF transceiver applications using a Freescale 802.15.4 transceiver. It supports point to point communications by having a very low power, proprietary, bi-directional RF communication link between nodes. Freescale is porting its protocol and network specification into home appliances such as DVDs and TVs offering a two-way communication alternative, in order to replace existing infrared technologies.

Bluetooth Low Energy is a 2MHz BW protocol at 2.4 GHz and uses TDMA as a medium access mechanism (IEEE 802.15). It uses a low to medium power transmission of -20 up to 10 dBm in comparison with Bluetooth Class 1/2/3 accordingly [12, 13, 16]. ZigBee [15] is a Bluetooth alternative protocol created for industrial applications. It uses a variety of IEEE 802.15.4 [14] standard and the same frequency band with Bluetooth and BLE. ZigBee is more of a mesh wireless protocol rather than a P2P protocol such as BLE [16].

The RF4CE [5, 8] is a convenient, low-cost, low-power wireless transmission protocol used both by the ZigBee company and the RF4CE association. It is built from the standard specs of the networking layer and the application layer is implemented by the IEEE 802.15.4. It differs from ZigBee, as it does not have a complicated Internet routing protocol or multiple transmission communication mechanisms. It operates in the 2.4GHz frequency band utilizing three RF channels with a total BW of 2MHz [8].

WiFiMedia Ultra-WideBand (UWB) radio platform uses frequencies from 3.1 GHz - 4.85GHz, or at 6.2GHz - 9.7GHz [18]. WiFiMedia frames may be sent in either unicast or broadcast fashion. Unicast frames are directed to their destination based on a 16-bit device address; certain addresses are also reserved for broadcast groups. WiFiMedia Ultra Wide Band (UWB) is a short range high throughput technology using Tx Power of (12-20dBm) covering a maximum range of 10-20m with speeds up to 500Mbit/s. It is commonly used for multimedia applications.

Aside from the WiFiMedia implementation, an extension of IEEE 802.15.4, IEEE 802.15.4a-2007 uses the unlicensed Gigahertz bands. The standard provides two physical protocols the UWB PHY and Crisp Spread Spectrum – CSS PHY. UWB provides high data rate channels in three distinct unlicensed GHz bands, providing speeds of 110kb/s up to 26Mb/s and maximum range of 100m, with the optional feature of precision ranging (used for indoor positioning) [19]. CSS PHY on the other hand, is a low power consumption, low range and low data rate alternative used at the 2.4GHz band for sensor data transmissions up to 1Mb/s [19, 20, 22].
III. PROTOCOLS SUITE FOR SENSORS DATA TRANSMISSION

The main purpose of the RF-Tania protocols suite is to save energy by reducing the utilization of the sensors’ RF transponders and MCU, while maintaining relaxed mobility network architecture.

Our protocols suite has been implemented on the RF12 driver, used for the RFM12B JeeNode module [1]. The RF12 driver operates as follows:

- Nodes can only communicate with each other if they are in the same “net group” (1-250)
- Nodes in the same net-group have a unique ID(0..31)
- Frames (Jeelab frames) are 0-66 bytes long
- Frames utilize extra 9 bytes of overhead, including the preamble
- Data is sent at a maximum rate of 45-50Kbit/s

The RFM12B initialization includes the communication transponder used for our WSN network. The physical layer includes the following configuration fields: Configuration Settings, Power Management, Frequency Settings, Data Rate and the Receiver Control.

- **Configuration Settings**: The Receiver Control command contains a series of variables, when it is not required, we can control the amount power consumption of the device.
- **Power Management**: As far as the configurations settings are concerned we used the band of 433MHz, in order to minimize interference with other transmissions in the area (GSM frequencies, Wi-Fi, Bluetooth and GPRS data transmissions). Furthermore, we can activate the RX Register and TX FIFO Buffer. These chip configuration settings parameters are set from the Arduino microcontroller (sender or receiver entity) via the SPI (Serial Peripheral Interface), sending 16bit commands to the RFM12B chip.
- **Frequency Settings**: The parameters control the power to the RFM12B sub-modules and allow the selection of circuits, until the RFM12 is turned on or turned off accordingly. So by disabling these circuits, when it is not required, we can control the amount power consumption of the device.
- **Data Rate**: The RFM12B chip has the ability of frequency hopping-shifting to nearby frequencies. The default carrier frequency shifting is 90 KHz. If there is an interference on one frequency, another frequency can be selected manually and interference problems can be avoided.
- **Receiver Control**: The RF12B incorporates a fully integrated Power Amplifier (PA) with antenna tuning and a Low Noise Amplifier (LNA) with switchable gain. The Power Amplifier (PA) has an open-collector differential output and can directly drive a loop antenna with a programmable output power level of maximum of 0dBm transmission power.

An automatic antenna tuning circuit is built in to avoid costly trimming procedures and the so-called “hand effect”. The Low Noise Amplifier (LNA) has approximately 250Ohm input impedance, which functions well with the proposed λ/4 monopole antennas (of 17.3cm length). If the RF input of the chip is connected to 50Ohm devices, an external matching circuit will be required to provide the correct matching and to minimize the noise figure of the receiver. The LNA gain can be selected in four steps (between 0 and -20dBm) according to RF signal strength required.

- **Bit 10 (P20)**: sets the function of INT/VDI pin on the RFM12 module. It configures the module as input (Interrupt from MCU) or output (VDI Valid Data Indicator).
- **Bits 9-8 (d1 to d0)**: VDI (valid data indicator) signal response time setting
- **Bits 7-5 (i2 to i0)**: Receiver baseband bandwidth (BW). The receiver bandwidth is selectable by programming the bandwidth (BW) of the baseband filters. The bandwidth settings are linked to both data rate, and Tx modulation.

As far as the configurations settings are concerned we used the band of 433MHz, in order to minimize interference with other transmissions in the area (GSM frequencies, Wi-Fi, Bluetooth and GPRS data transmissions). Furthermore, we can activate the RX Register and TX FIFO Buffer. These chip configuration settings parameters are set from the Arduino microcontroller (sender or receiver entity) via the SPI (Serial Peripheral Interface), sending 16bit commands to the RFM12B chip.

An automatic antenna tuning circuit is built in to avoid costly trimming procedures and the so-called “hand effect”. The Low Noise Amplifier (LNA) has approximately 250Ohm input impedance, which functions well with the proposed λ/4 monopole antennas (of 17.3cm length). If the RF input of the chip is connected to 50Ohm devices, an external matching circuit will be required to provide the correct matching and to minimize the noise figure of the receiver. The LNA gain can be selected in four steps (between 0 and -20dBm) according to RF signal strength required.

Network architecture consists of two entities, the transmitter and the receiver, as we can see in Fig 1. Specifically, the transmitter or sensor entity contains RF-transponder and MCU, while maintaining relaxed mobility network architecture.

As far as the configurations settings are concerned we used the band of 433MHz, in order to minimize interference with other transmissions in the area (GSM frequencies, Wi-Fi, Bluetooth and GPRS data transmissions). Furthermore, we can activate the RX Register and TX FIFO Buffer. These chip configuration settings parameters are set from the Arduino microcontroller (sender or receiver entity) via the SPI (Serial Peripheral Interface), sending 16bit commands to the RFM12B chip.

The parameters control the power to the RFM12B sub-modules and allow the selection of circuits, until the RFM12 is turned on or turned off accordingly. So by disabling these circuits, when it is not required, we can control the amount power consumption of the device.

The RFM12B chip has the ability of frequency hopping-shifting to nearby frequencies. The default carrier frequency shifting is 90 KHz. If there is an interference on one frequency, another frequency can be selected manually and interference problems can be avoided.

The RF12B incorporates a fully integrated Power Amplifier (PA) with antenna tuning and a Low Noise Amplifier (LNA) with switchable gain. The Power Amplifier (PA) has an open-collector differential output and can directly drive a loop antenna with a programmable output power level of maximum of 0dBm transmission power.

An automatic antenna tuning circuit is built in to avoid costly trimming procedures and the so-called “hand effect”. The Low Noise Amplifier (LNA) has approximately 250Ohm input impedance, which functions well with the proposed λ/4 monopole antennas (of 17.3cm length). If the RF input of the chip is connected to 50Ohm devices, an external matching circuit will be required to provide the correct matching and to minimize the noise figure of the receiver. The LNA gain can be selected in four steps (between 0 and -20dBm) according to RF signal strength required.

The Data Rate command sets the bitrate of the transmitted data or the expected bitrate of the received data. The actual bit rate in transmit mode and the expected bit rate of the received data stream in receive mode are determined by the 7-bit parameter R (bits r6 to r0) and bit cs. The highest actual bit rate in transmit mode and the expected bit rate of the received data or the expected bitrate of the received data are determined by the 7-bit parameter R (bits r6 to r0) and bit cs. The highest data rate is set at 57.4Kbit/s. This gives 17usec per bit transmission and 139usec per byte (7192Kbyte/s or 57,553Kbit/s).

The Receiver Control command contains a series of various bits, according to [25]:

- **Bit 10 (P20)**: sets the function of INT/VDI pin on the RFM12 module. It configures the module as input (Interrupt from MCU) or output (VDI Valid Data Indicator).
- **Bits 9-8 (d1 to d0)**: VDI (valid data indicator) signal response time setting
- **Bits 7-5 (i2 to i0)**: Receiver baseband bandwidth (BW). The receiver bandwidth is selectable by programming the bandwidth (BW) of the baseband filters. The bandwidth settings are linked to both data rate, and Tx modulation.
commands. When data rate is fast a higher receiver bandwidth is required. The default baseband BW of the RF12B is set to 134 KHz. The highest receiver BW is set to 450 KHz [24].

**Bits 4-3 (g1 to g0):** LNA (Low Noise Amplifier) gain (dBm). Typically, 0dBm is the LNA output of the RFM12B chip. Consequently, the maximum transmission power of the transponder is 0dBm.

**Bits 2-0 (r2 to r0):** bits that set the RSSI detector threshold. The RSSI threshold is based on the 433MHz beacon carrier and expresses how strong or weak the transmitter beacon signal is (as spotted at the receiver end). If it is below a certain threshold (set by bits) the receiver will ignore the incoming transmitted frame.

**C. Data Link Layer**

The Data link layer includes the MAC layer, which is responsible for controlling how and when network devices gain access to medium and permission to transmit data. The nodes broadcast frames, called Jeelab frames constructed in this layer.

The Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is a network multiple access method in which carrier sensing is performed. The nodes attempt to avoid collisions by transmitting data only when the channel is sensed to be idle. Moreover, a rule of 1% channel utilization applies at the data link layer. This means that each transmitting node in our network should send up to 1% of the time, on average. The 1% rule is a very simple collision avoidance mechanism. There is also a random back off collision avoidance mechanism included in Jeelabs library whenever a collision occurs in cases of frames retransmission. Both of these mechanisms are implemented on the rf12_easy transmit Jeelab’s library function [1].

The original frame header, implemented by Jeelabs [1] is shown in Fig. 2 (Preamble, SYN, Head and CRC). The proposed protocol suite header field is encapsulated in a Jeelab frame, shown in Fig. 3 (Packet_ID, Node_Id Measurements and Send_time).

The Preamble and SYN fields are used for data transmission synchronization and group selection (Each group can contain up to 32 nodes with unique node ids). The Head field includes Jeelab protocol options or source or destination node id. The frame Payload is 0-56bytes. The CRC (Cyclic Redundancy Check) is the error-detecting code field.

In order to transmit frames, RF-Tania protocol uses the Head field of the original Jeelabs frame. There are three bits: C = CTL, D = DST, A = ACK and a 5-bit node ID. (Fig. 2 - Head field). Node id values can be 0-31. The A bit (ACK) indicates whether this frame wants to get an ACK back. The C bit needs to be zero in this case. The D bit (DST) indicates whether the node ID specifies the destination node or the source node. For frames sent to a specific node, DST = 1 (The destination node id is included in the Head field).

![Fig 2: The Jeelab frame header [1]](image)

For broadcasts, DST = 0, in which case the node ID field refers to the originating node. The C bit (CTL) is used to signify ACK request and should be combined with the A bit set to zero. The node receiving an ACK can check the originator of the ACK reply.

As for the Payload field of the Jeelab frame, we propose the format shown at Fig. 3. The first field of RF-Tania payload contains an auto incremented number of frame ID. The second field carries the ID of the sending node and it is 5 bits (3 bits left for future use possibly QoS or Collision experience provisions). The Measurements field includes 4 bytes sensor measurements and the Send_time field includes a 4 bytes timestamp of the frame. In case of sensor entity measurement, Send_time is represented by the MCU millis time.

![Fig. 3: RF-Tania frame](image)

RF-Tania frame can include simultaneously 24 measurements of 2bytes each one (48 bytes overall) or 12 measurements of 4 bytes each one. In our case study we use 2 measurements of 4 bytes from a CO2 and Temp sensor accordingly.

**D. Network Layer**

The network layer includes the RF-Tania protocol, which is categorized into 3 sub-protocols:

**Tania-SDTP:** According to SDTP protocol the receiver entity periodically collects sensor measurements from the sensor entities (Fig. 4). Each sensor entity collects measurements from a number of sensors connected to the entity. The sensor entity device has two periods: the sensor device data collection period (Tc=2s) and the sensor device network data transmission period Tp (initially Tp=30s). For a period Tp, all sensors measurements retrieved from a sensor entity, are stored in the sensor entity SRAM. At the end of each period Tp, the sensor entity calculates the mean sensor values using equation (1) and checks whether equation (2) is satisfied:

\[
X_p = \frac{1}{n} \sum_{i=1}^{n} x_{Ci}
\]

(1)

![image](image)
\[
\left(\frac{\sum_{i=1}^{n} x_i - x_{i-1}}{\Delta t}\right)_{T_c} \geq 4 \min\left(\frac{dx_p}{dt}\right)_{T_p} \quad (2)
\]

In the above functions, \(x_i\) is one sensor measurement at time \(T_{sc}\) \((i=1..n)\) sensor measurements collected in a time interval \(T_p\). \(x_0\) is the mean calculated sensor measurement ready for transmission, \(x_p\) is the previously transmitted sensor measurement. If equation (2) is satisfied, the current sensor mean measurement will be considered of high variance and an alert will be set by the sensor entity using Tania AHA protocol. A sensor entity alert forces the sensor entity to perform a multiplicative decrease of its transmission period \((T_p=T_p/2, T_p>2s)\). Transmission period value multiplicative decrease is performed in each transmission interval until equation (2) is satisfied. If equation (2) does not apply, the sensor entity will perform an increase of the transmission period \(T_p\) using the following equation: \(T_p=T_p+1 \times f_p\) (sec), where \(f_p\) is the sensor data transmission frequency coefficient.

In a previous data transmission interval \(T_p\), a sensor entity collected \(n\) number of measurements \((M)\) from a \(CO_2\) sensor in period \(T_{sc}<<T_p\). For the \(T_p\) period interval the maximum measured \(CO_2\) sensor value is \(M_{max}\) and the minimum measured value is \(M_{min}\) (Equation (3)). For each transmission period, a frequency coefficient parameter \(f_p\) is calculated based on equations (3) and (4) and used for the determination of the next period \(T_p\) value.

\[
CP = \frac{M_{T_p} - M_{T_{SC}}}{\sum_{i=1}^{n} (M_{T_{SC}} - M_{T_{SC}})} \quad (3)
\]

\[
f_p = \frac{1}{CP} \quad (4)
\]

\(M_{T_{SC}}\) values are the sensor measurements per time intervals called ticks \((T_{sc})\). The denominator of equation (3) expresses the average \(M_{T_{SC}}\) value for a period \(T_p\). If \(f_p<1\), \(f_p\) will be set to 1. Coefficient \((c_p)\) is called energy efficient parameter. When its value decreased, the sensor will become less sensitive to measurement variations or sensor variations are minimum. Moreover, when the energy efficient parameter value decreased, the sensor values variations will be significant and at the same time the sensor entity will spend more energy for data transmission.

If equation (2) is satisfied, the sensor entity will send alerts to the receiver entities using Tania AHA alerts protocol. As soon as a frame is sent to the receiver, it should send back an ACK frame to the sensor entity (see Fig. 6).

**Tania-AHOD**: This is the on demand measurements request protocol. Specifically the client-receiver, which is connected to the users’ mobile-phone, requests measurements from a sensor entity. In that case, either the sensor entity (if it is in listen mode-Fig. 4, Tania on demand request listen period) might respond to the request or another nearby receiver entity might respond. In case of reception of multiple responses by the receiver entity, the receiver will choose the sensor entity responses first. If nobody response, the receiver entity will respond with the most current timestamp field in its Tania header frame.

Once the receiver makes a decision about the best frame to keep, then it will forward it to the mobile phone application layer. The requested measurement will appear on user mobile display (see Fig. 5).

**Tania-AHA**: This protocol is responsible for informing all receiver nodes for critical measurement values. Sensor alerts occur whenever sensor measurements satisfy the equation (2) or the sensor measurements are higher or equal to a threshold value.

For example, in a sensor network that monitors environmental \(CO_2\) values, the sensor entity collects \(CO_2\) sensor data. Furthermore, it is checking once for every period \(T_p\), whether equation (2) is satisfied or the mean sensor value for that period is above threshold value of 1000ppm for \(CO_2\) (see Fig.6). If equation (2) is satisfied or mean sensor value is above threshold value then the sensor entity will immediately send an alert-message to all connected receiver entities in the WSN network using unicast transmissions (Alert frames will be sent to all sensor nodes that acknowledged last periodic sensor entity transmission using Tania-SDTP protocol). As soon as the alert-messages are sent, the receiver entities will open a serial connection with mobile phone, in order to inform the user (Fig. 6).
formed until at least one receiver entity acknowledges the alert reception to the sensor entity.

The sensor entity timeout value for all unicast acknowledgements reception is set to 2sec (RTO=2s). If RTO is reached, a frame alert retransmission for non-acknowledged nodes will be performed at least three times for each node. As soon as the alert frame transmission is completed, a multiplicative decrease in transmission period will be performed.

IV. CASE STUDY AND PERFORMANCE MEASUREMENTS

The case study includes one sensor entity (see Fig. 1 – MCU transmitter with temperature and CO\textsubscript{2} sensors). The sensor entity equipment uses a 3.3V Arduino pro mini microcontroller connected to an MG-811 CO\textsubscript{2} analog sensor and a DS18B20 digital temperature one-wire sensor. On the Arduino SPI pins the RF12B transponder is connected in order to transmit periodically measurements to the WSN network. The WSN network consists of two receiver entities nodes. These nodes include an Arduino UNO 5V microcontroller with an SPI RFM12B transceiver. The Arduino is back to back connected via OTG cable to Android mobile phones where the measurements monitoring application resides. The application measurements real time is set by the mobile phones as soon a measurement is received.

The Arduino board used at sensor entities operates at 3.3V DC, since there is a CO\textsubscript{2} sensor requirement to operate at 5V DC the sensor is powered directly from the battery unit. The typical power consumption of an Arduino UNO 5V board in idle mode is 282-300mW. However, the same board Arduino pro mini, operated at 3.3V provides power requirements at idle mode of 27-35mW, including the voltage regulator 5V-3.3V chip power consumption (10 times less than an Arduino5V UNO board used at primer experimentation).

We are using an MG-811 CO\textsubscript{2} sensor [25], which includes a signal conditioning circuit along with a LNA amplifier. Its power consumption is rated from 15-18mA, thus giving a power consumption outcome for 5V sensor required voltage of max 90mW. This is still 3 to 4 times less than Arduino UNO idle power consumption. On the other hand, both digital thermometer DS18B20 and RF12B transponder operate at 3.3V, with transmission RF12B power consumption of 76mW and thermometer consumption of 6mW. Moreover, more power-enhanced improvements have been performed by providing a low power consumption algorithm for the sensor entity. The algorithm’s description follows.

Arduino board has six different sleep mode states: idle, ADC noise reduction, power-down, power-save, standby and extended standby [26]. Power save and power down modes power off all Arduino peripheral chips such as SPI, TWI and ADC, contrary to idle mode that still consumes power. Both power save and power down can be triggered by external Interrupts (INT0 and INT1). However, power save mode still feeds power to Arduino timers (0/1/2), while power down mode disables their functionality completely. This of course leads us to Arduino timing problems (millis function connected to timer0) [26].

Arduino includes a watchdog timer (WDT). This timer has a separate on chip RC clock operating at 128 KHz and has 9 prescaler modes of operation starting from 30ms up to 8s. From these modes authors selected the following sleep interval modes to be configured at their algorithm’s initialization step: 1s, 2s, 4s and 8s. WDT timer is functional on all Arduino power modes (including power down).
The Brown out detector (BOD) [26] is another functionality of the Arduino board that consumes power and is not required for the sensor entity. The BOD detector checks for voltage anomalies or dips in the voltage of the board and resets the Arduino chip by calling the watchdog timer. This BOD functionality is set by the Arduino fuse bits (extended fuse bit 0x05 to 0x07) and is programmatically pushed to the sensors using in circuit programmers. This BOD functionality reduces the board energy consumption from 0.1 to 0.3mW of continuous power. Moreover, removing the Arduino power led also contributes to less power consumption of 10-12mW.

We propose the following low power reduction steps for our sensor entity measurements:

**Step 1a – Setup step:** Arduino disables the watchdog timer and initializes timer0 and RFM12B transmission parameters. The CO₂ board is powered directly from 6V battery pack as well as the Arduino Pro mini. RFM12B is powered from Arduino Pro mini Digital pin 5 set to HIGH (3.3V), DS18B20 is powered from Digital pin 6 set to HIGH (3.3V). Tsc period counter is set to zero, millis() value is at 5000ms (5s).

**Step 1b – Sensor main loop:** This is the initiation of the MCU sensors measurement process of sensor probing and it is repeated every Tsc time interval set at 2sec.

**Step 2a – Check for Ad-hoc requests:** Arduino opens the RFM12B transponder for 100ms and checks for any Ad-hoc on demand requests. If a request is sensed it transmits data to the request node.

**Step 2b – Tp period reached:** Arduino checks whether the periodic counter value of sensor measurements initially set at Tp=30sec has elapsed. If it has elapsed, it will initialize the SPI interface and transmits sensor data via the RFM12B transponder. Afterwards, it opens an I2C communication with the EEPROM chip, an Atmel AT24C128 I2C EEPROM chip [27], reading past period measurements and performs calculation (period increase or decrease) of the next period interval based on the algorithm described at section III.D.

**Step 2c – Sensors probing Loop:** If Tp<30 or Tp calculated, Arduino enters a probing Loop, sets its ADC frequency to 125KHz and performs sequentially 96 measurements of CO₂ and 96 measurements of temperature (around 2ms of time). The time completion and averaging result is produced and saved to an external EEPROM memory I2C communications chip [27].

**Step 3 – Sensor MCU Sleep mode:** Watchdog timer is set for time of 1s with interrupt1 enabled. The Arduino goes to power down mode and the digital pins 5,6 are set to low. The WDT timer is set as the main millis timer (128 times slower counting – for time period of 1s WDT increases millis value by a value of 8 instead of 1000).

**Step 4 – Sensor MCU wake up:** Interrupt service routine of Interrupt 1 is entered disabling the watchdog timer and setting the Arduino chip out of the power down mode.

**Step 5 – MCU clock calibration:** End of Microcontroller loop, set millis counter to millis()+1000-8. Tsc period counter calculation equal to (millis()-5000)/1000 and loop re-start from step 2a.

**TABLE 1:**

<table>
<thead>
<tr>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Consumption-</td>
</tr>
<tr>
<td>idle mode</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>Arduino UNO 5V</td>
</tr>
<tr>
<td>Arduino Pro mini 3.3V – idle state</td>
</tr>
<tr>
<td>MG-811 sensor 5V</td>
</tr>
<tr>
<td>DS18B20</td>
</tr>
<tr>
<td>RFM12B transmission</td>
</tr>
<tr>
<td>RFM12B data reception, ad-hoc sensing</td>
</tr>
<tr>
<td>AT24C128 EEPROM</td>
</tr>
</tbody>
</table>

**TABLE 2:**

| WSN COVERAGE AREA FRAME LOSS AND MAXIMUM CHANNEL CAPACITY |

<table>
<thead>
<tr>
<th>Coverage Distance (meters)</th>
<th>Frame loss</th>
<th>Mean delay (sec)</th>
<th>Throughput (bits/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0%</td>
<td>0.08</td>
<td>2373.5</td>
</tr>
<tr>
<td>20</td>
<td>0%</td>
<td>0.1</td>
<td>2362.3</td>
</tr>
<tr>
<td>30</td>
<td>3%</td>
<td>0.15</td>
<td>2286.2</td>
</tr>
<tr>
<td>40</td>
<td>7%</td>
<td>0.19</td>
<td>2187.6</td>
</tr>
<tr>
<td>50</td>
<td>15%</td>
<td>0.22</td>
<td>1996.5</td>
</tr>
</tbody>
</table>

From the sensor entity and WSN experimentation the maximum energy footprint for a minimum sensor entity period of Tp=2s is presented at Figure 7. In addition, the WSN sensor pin powered RFM12B transponder-receiver RFM12B transponder maximum coverage distance and
maximum channel throughput capacity are shown at Table 1. The WSN sensor pin powered RFM12B transponder-receiver RFM12B transponder maximum coverage distance and maximum channel throughput capacity are shown at Table 2.

V. CONCLUSIONS

This paper presents a new WSN architecture comprised of sensor entities and mobile receiver entities, for the transmission of sensory data to mobile roaming clients with medium to small transmission ranges coverage. Our approach is based on existing cheap and open source hardware and software solutions. On the proposed WSN architecture, a set of three network layer protocols is presented, called RF-Tania protocol framework, for the transmission of relaxed sensory data, ad-hoc on demand transmission of sensory data and alert transmissions in cases of sensors’ threshold events.

It is set as a future work, a further detailed experimentation of proposed architecture and protocols, as well as comparison results of the sensor entity energy consumption and coverage with similar transponder devices energy consumption and coverage results.
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Abstract—Mobile wireless ad hoc network (MANET) becomes increasingly popular in responding to emergency situation. In this paper a possibility to support rescue team in monitoring heavy gas cloud with MANET comprised of mobile sensing devices is investigated. In the view of the current state of research, two methods for controlling mobile sensing devices during MANET self-organization are presented. The first one is based on a greedy approach whereas the second on a repulsion from the estimated centroid of a cloud and other nodes. Various variants of both methods are considered and their efficiency in terms of detection quality and energy saving is evaluated with MobASim simulation software. The results are discussed and one variant is chosen as the basis for the future research.

I. INTRODUCTION

All over the world great amount of toxic substances is transported and stored. Some of these substances after release form clouds of gas heavier than air [1]. Despite high safety standards severe accidents, in which dangerous substance is released to the atmosphere, occur. Examples of accidents involving heavy gas release include those with chlorine [2], nitrogen dioxide [3] and sulfur dioxide [4]. Heavy gas cloud can be created by natural reasons as well — in 1986 a massive, sudden release of carbon dioxide occurred from Lake Nyos, a volcanic crater lake, and as a result around 1700 people were killed [5]. Another source of the toxic gas cloud can be military or terrorist attack [6], [7].

As heavy gas cloud is formed a rescue team has two goals: evacuate endangered area and neutralize the cloud. In both knowledge of position, boundary and direction of the cloud is substantial as it supports rescue team in surrounding and then suppressing the cloud, making decision which area to evacuate first and identifying safe evacuation routes. Usually there is no need for modeling exact concentration level of gas inside the cloud.

Because of the negative buoyancy behavior of the heavy gas cloud is different than the one showed by positively or neutrally buoyant clouds. The main difference is gravitational velocity field (gravitational slumping) which influences the way cloud moves and changes its shape with time. Hence, special group of mathematical models was developed to describe the dispersion of heavy gas in the atmospheric air [8]. However, usage of these models to define boundary and position of the cloud demands specifying values of many parameters as direction and speed of wind, quantity of released gas, type of release (instantaneous or continuous), etc., which are often unknown and/or variable. Most of the described models assume obstacle-free, flat terrain; Even if obstacles or topography of terrain is considered only simple scenarios can be modeled. These issues create need for more universal, environment independent methods for the cloud boundary tracking in an unknown terrain.

In this work implementation of Mobile Ad Hoc Networks (MANET) for supporting rescue team in emergency action is proposed. MANET is comprised of wireless mobile devices, which can dynamically and autonomously self-organize into temporal networks to provide a discovering and tracking boundaries of dynamic heavy gas cloud. The network adapts to current conditions in deployment area by forming adequate topology. Nodes communicate wirelessly to exchange their knowledge about the environment.

The article is organized as follows. First, state of the current research on applying MANET in emergency situations and methods for boundary detection/tracking is presented. Then in the section III problem is formulated. Next two simple distributed methods for boundary of heavy gas cloud discovering and tracking are proposed. In the section V different variants of these methods are evaluated and compared in terms of both quality and energy efficiency. Finally, results are discussed and future directions of work are briefly outlined.

II. RELATED WORK

Contemporary lots of research focus on both using sensor networks to support detection and response to emergency situations and on detecting boundary of phenomena. Below the most interesting works in these two fields are briefly presented.

MANET can be used in emergency situation to address various issues. Usually as the result of natural disaster communication systems are down [9]. Thus MANET can be used to establish new communication layer for rescue team [9], [10]. In [11] system for firefighters that provides possibility to conduct audio and video conference during action is described. Another communication network architecture is presented and assessed for existing Telemedicine Service in [12]. In [13] MANET is created to establish communication with single robot that searches building in emergency scenario. The comparison of the MANET based solution with the static network in terms of throughput shows improvement.
if network’s topology does not change often, but decrease otherwise. The influence of relay nodes placement on network reliability, stability and availability is discussed in [14].

Another purpose of MANET can be supporting decision making process of emergency team by providing important data. In [15], network is created to serve as a communication layer and collect medical data from remote sources about mass casualty incidents, thus supports decision making. Similar scenario of MANET application is presented in [16] — locations and current state of victims are monitored and provided to rescue team. Another application of MANET is to support evacuation of people from endangered area by providing an appropriate evacuation route in real time [17], [18].

MANET can be also used in disaster detecting — methods based on analyzing people behavior are proposed in [17], [19], whereas distributed control system for maximizing the joint detection probability of events in a given area is presented in [20].

In the same time much effort has been spent on research on detecting and tracking phenomena clouds — events characterized by nondeterministic, dynamic temporal variations of cloud shape, size, speed, and direction of motion along multiple axes [21]. The examples of phenomena cloud are oil spills, movement of group of people and gas clouds. Most interesting approaches are presented below, divided according to the type of used devices — stationary and mobile (can move autonomously).

A number of works on phenomena cloud detection with stationary nodes exists. In [22] authors focus on meeting time and accuracy constraints in a task of tracking phenomena. In [23], scenario with nodes sparsely deployed in the area is considered. In such situation collected data can be ambiguous in terms of number and shape of detected phenomena clouds. To reconstruct contours method based on gradients of concentration is designed.

Important issue in WSN networks is energy saving. In [24], method for limiting power usage by selecting subset of WSN nodes that are localized on the boundary of phenomena (representative nodes) and reducing size of messages is proposed. Distributed boundary estimation strategy with mechanisms for decreasing number of messages sent between nodes, and adaptive turning off sensors, is described in [25]. In [21] authors propose several distributed methods and focus on minimizing resource utilization by both reducing number of active sensors and optimization of centralized query processor, which gather information about cloud in real time. Energy efficient algorithm for phenomena tracking for the case of void area (area not covered by nodes) existence is presented in [26]. Interesting scenario is considered in [27] — sensors are carried by people, thus nodes have no influence on their location, but are mobile. Authors address their method for scenarios with dense network, where lowering traffic is crucial aspect in terms of energy efficiency.

As concluded in work on target tracking [28] use of mobile devices can increase tracking performance significantly in comparison with stationary network of the same number of devices. Hence, much research on applying mobile devices has been conducted. Comprehensive survey on boundary estimation, covering and tracking with collaborative sensors can be found in [29]. In the next few paragraphs the most important approaches (including the newest research, not included in the survey) are discussed. In some works instead of detecting boundary more general task is considered — detection of perimeter defined as curve of the given constant concentration. Boundary can be seen as perimeter given by concentration close to zero.

Tracking and exploring phenomena cloud with one device is important issue in the first phase of detection, when phenomena cloud is sensed by one node only and other nodes did not arrived yet to the area of interest. The decision about the direction of movement can be based on trigonometric reasoning [30] or gradient of concentration [31]. Additionally, in [31] use of artificial neural networks for the nonholonomic mobile robot to move in the designed direction is described.

In [32] multiple autonomous vehicles are used to estimate boundary, however, with no cooperation between them. Authors focus on tracking algorithm, that enables each vehicle to go along boundary based on it’s concentration measurements. Measurement noise is addressed. Data gathered from all vehicles is used to estimate boundary. The tracking algorithm was validated in static environment using testbed in [33]. The same algorithm was used in [34] to estimate phenomena cloud boundary with single mobile node. Additional support by WSN was introduced to correct mobile node’s movement by predicting future center of the cloud.

Cooperation between robots can increase quality of cloud boundary detection. In [35], algorithm for even robots placement on the boundary was proposed. The algorithm was proved to converge in case of static boundaries and to be efficient for slowly-moving boundaries. However, assumptions that initial estimation of boundary is known to agents and each agent is able to locally estimate the tangent and the curvature of the boundary are needed. These assumptions are not valid in the case of heavy gas cloud, because robot can measure gas existence in one point only at the same time.

Another cooperation based method for placing evenly on the boundary was introduced in [36]. Additionally, group of mobile robots track perimeter of certain substance counterclockwise using camera. However, to uniformly distribute around perimeter the desired separation distance need to be set a priori.

An interesting method for the stationary environment, inspired by the active contour model used in the image segmentation field, was proposed in [37]. The approach is strictly dependent on the concentration of substance — it is assumed that lowest concentration is on the boundary and a gradient of concentration points to that boundary. Algorithm for scattering devices evenly, based on pairwise repulsion force, was additionally proposed. However, node needs to choose between tracking boundary or scattering in every step. Similar idea is presented in [38], where non-stationary environment is considered. Again, assumption on concentration is needed.
Another method based on concentration value is described in [39]. Every sensor knows concentration in its location and in its close neighbourhood. To reach the location with the given concentration (concentration on the boundary) the sensor decides in every step which neighbouring location move to. Various strategies of taking decision were proposed and examined in scenarios with linear and non-linear variations of concentration.

In [40], group of unmanned underwater vehicles is used to find and patrol underwater perimeter. Two methods for controlling movement of vehicles were proposed and compared. The first one is based on aforementioned snake algorithm (concentration based). The second models vehicles as a gas of particles, which affects each other speed, similarly to the one of the approaches presented in this paper. The authors conclude that free-concentration methods are better for tracking underwater perimeter in real world scenarios.

Some research was conducted on using UAVs (unmanned aerial vehicles) to detect and track the shape of an environmental boundary. In [41], authors propose the method for calculating path of UAV that allows recognition of the contaminant cloud’s shape. The approach was extended with methods for predicting contaminant cloud’s shape [42] and avoiding obstacles [43]. UAVs can also be used to track forest fire boundary [44].

Interesting issue of the boundary detection is discussed in [45]. Authors propose some algorithms for deciding when to start spreading sensors (how far in advance before reaching the boundary) to speed up converge. The algorithm is based on a rate of concentration change, thus is not proper for situation in which boundary is defined with small concentration value (whole area where any gas exists should be classified as cloud interior). However, the idea of early sensor spreading should be addressed in our work in the future. Other drawbacks of proposed spreading algorithm is its centralized nature and assumption on obstacles free environment.

In the view of this brief review, MANET can be successfully used in emergency situation. At the same time there is lack of proper mobility control method for nodes for case of detecting boundary of dense gas cloud. Most of above methods base on concentration distribution, which is inadequate for scenarios with dense gas dispersion, because of various reasons. Firstly, heavy gas cloud has very dynamic internal changes. Secondly, gas sensors sense gas in single point only at a time and the sensory readings can be inaccurate. Additionally, even slightly pleated area influences distribution of gas in the area - lower concentration can be caused by existence of both cloud boundary and hill. Hence, we propose two new methods for real time estimation of area covered by heavy gas cloud with MANET, based on binary information from sensors about gas existence.

III. PROBLEM DESCRIPTION
The aim of the paper is to create a sensing network for a heavy gas cloud detection in a two-dimensional workspace $W$, and boundary tracking to estimate a size of this. In our investigation, a network is a physical system modeled as a set of $n$ unmanned vehicles or mobile robots $D_i$, $i = 1, \ldots, n$. All these vehicles are equipped with radio transceivers and gas sensors. All network nodes are solid bodies with an arbitrary shape. In order to simplify the description of the system we model each network node by a polygon with its reference point $c_i = [x_i, y_i]$, which is the location of the device (exactly its antenna). All vehicles are forced to move in advisable direction with the speed $v \in [v_{min}, v_{max}]$.

In this work it is assumed that each pair of nodes $D_i$ and $D_j$ can communicate independently on the Euclidean distance between these nodes ($d_{ij}$), with use of external communication system. In the future, local multi-hop communication between each pair of nodes should be considered to enable deploying the network in area with no external connectivity system.

The goal of both methods is to control direction and speed of each node in such way, that would increase quality of estimation of area covered by gas and decrease total distance traveled by all nodes. The proposed methods are based on PFM (Potential Function Mobility) model described in details in [46]. In this model each node has single goal $g$ defined with target point in the workspace $c_{i}^g = [x_{i}^g, y_{i}^g]$ and its movement is influenced by positions of other nodes and obstacles. The PFM model combines concepts of an artificial potential fields and particle-based mobility schemes. Each node is treated as a self-driven particle moving from a high-value state to low-value state of artificial potential field. The artificial potential function is constructed as a sum of repulsive and attractive potentials. Its value depends on Euclidean distance between a given node and all other nodes in the network, and the distance to target position and obstacles in $W$. As in this work obstacles-free environment is assumed each device $D_i$ has to calculate its new position solving problem of minimizing an artificial potential function $U^i$ (influence of obstacles is omitted):

$$\min_{c^0_i} \left[ U^i(c^0_i) = U^i_g(c^0_i) + \sum_{j=1,j\neq i}^{n} U^i_j(c^0_i) \right]$$

$$= \epsilon^i_g \left( \frac{d_{ij}^2}{d_{ij}^g} - 1 \right)^2 + \sum_{j=1,j\neq i}^{n} \epsilon^i_j \left( \frac{d_{ij}^2}{d_{ij}^j} - 1 \right)^2,$$  

(1)

where $U^i_g$ and $U^i_j$ are potentials derived from $g$ and $D_j$, respectively. $\epsilon^i_g \geq 0$ and $\epsilon^i_j \geq 0$ are weighting factors determining the importance of, respectively, the goal $g$ and the device $D_j$. $d_{ij}^g$ and $d_{ij}^j$ are real Euclidean distances between $c^i$ and respectively, $c^j$, $\epsilon^i_g$ and $\epsilon^i_j$ after a network transformation, and $d_{ij}^g$ and $d_{ij}^j$ the reference distances between $c^i$ and respectively, $c^j$. The reference distance is understood as the expected distance between node and target or other node, accordingly.

The final network topology depends on choice of target location $(c^g_i)$, the values of the reference distances $(\overline{d_{ij}}, \overline{d_{ij}})$ and weighting factors $(\epsilon^i_g, \epsilon^i_j)$. Hence, in the next section two distinct methods for calculating these values in task of estimating boundary of area covered by gas are presented.
IV. METHODS

The detection of area covered by gas is divided into two phases. In the first one, when only one node detects heavy gas with sensor, the node has to track the cloud and broadcast information about its position to others. All nodes that do not sense gas are attracted by the point defined by the position of the node that senses gas. Tracking phase last to the moment in which at least one more node arrives to the area covered by gas. Then, the boundary detection phase starts.

The algorithm for controlling node that senses gas in the tracking phase is presented in Algorithm 1. The algorithm is executed as only the node starts to sense gas. The idea of the algorithm is to move inside the cloud as long as gas is sensed \((k)\) steps), then when the cloud is lost return to the cloud by taking opposite direction \((k/2)\) steps) and choose new direction randomly. In this phase \(e'_g = 0\) (thus \(U^* = U^p\)). Moving in the given direction is achieved by adding attracting goal \(g\) in an appropriate location \(e_g\) with \(d_g = 1\). The advantage of this algorithm is simplicity and power efficiency thanks to little computation needed. More advanced approach, that does not base on gas concentration as well, was presented in [30].

Algorithm 1 Algorithm for controlling node in tracking phase

1: \textbf{if} moving \textbf{then}
2: \hspace{1em} continue moving in that direction
3: \textbf{else}
4: \hspace{1em} start moving in random direction
5: \textbf{end if}
6: \textbf{while} \(\text{nodesSensingGas.length} == 1\) \textbf{do}
7: \hspace{2em} \(k := 0\)
8: \hspace{2em} \textbf{while} \(\text{sensingGas}\) \textbf{do}
9: \hspace{3em} continue moving in that direction
10: \hspace{2em} \(k = k + 1\)
11: \hspace{2em} \textbf{end while}
12: \hspace{2em} start moving in the opposite direction
13: \hspace{2em} \textbf{while} \(\text{not sensingGas}\) \textbf{do}
14: \hspace{3em} continue moving in that direction
15: \hspace{2em} \textbf{end while}
16: \hspace{2em} \(k = k / 2\)
17: \hspace{2em} \textbf{while} \((k >0\) and \text{sensingGas}) \textbf{do}
18: \hspace{3em} continue moving in that direction
19: \hspace{2em} \(k = k - 1\)
20: \hspace{2em} \textbf{end while}
21: \hspace{2em} choose new direction randomly
22: \textbf{end while}

As at least two nodes sense gas the estimation area covered by gas phase begins. Below two different approaches for implementation of this phase are proposed. Before the approaches are described in details few remarks have to be made:

Remark 1. Binary sensory reading causes that all sensors that do not sense gas in a given moment are treated the same way, independently on how many steps have passed after last positive sensory reading. Such simplification causes that much of important information can be lost from the perspective of rescue team. Hence, three different states of node are introduced:

(a) sensing gas at time \(t\)
(b) not sensing gas at time \(t\), but did sense gas at least once in last \(h\) steps
(c) not sensing gas at time \(t\), and did not sense gas in any of last \(h\) steps

The boundary of the covered area is estimated as convex hull of the set \(C^+\) defined as the set of locations of all nodes in state (a) or (b) with \(h = 2\).

Remark 2. The term centroid will refer to the center of the cloud \(c_c\), which is calculated as an arithmetic average of positions of all nodes that sense gas:

\[
c_c = \frac{\sum_{e^t \in C^+} e^t}{|C^+|}.
\]  

Remark 3. In both approaches the nodes that do not sense gas are attracted by single goal located in centroid \((e'_g = c_c)\) with reference distance \(d'^g = 1\) and influence of other nodes is omitted \((e'_g = 0)\).

A. Greedy approach

In greedy approach every node in every time step chooses one of \(k_d\) directions to move. The decision is based on localization of all other nodes that sense gas \((C^+)\). The node calculates the area of current cloud’s shape estimation (convex hull of \(C^+)\), simulates the move in each of \(k_d\) directions and calculates the change of area after each move. In accordance to greedy approach the direction that increases the area most is chosen as a new direction of the node’s movement. However, as decision is independent on the simultaneous decisions of other nodes, it may occur that the chosen direction is not optimal in the given situation. As in the exploration phase moving in the chosen direction is achieved by adding attracting goal \(g\) in an appropriate location \(e'_g\) with \(d'_g = 1\). The example of possible directions for \(k_d = 8\) is presented in Figure 1.

The above decision making process should be applied only to the node \(D_i\) which location \(c^i\) is one of the vertices of convex hull created by \(C^+\) (lies on the estimated boundary). The node that is inside the estimated boundary should move towards one of the edges of approximated cloud’s shape. To
improve uniform distribution of nodes on the boundary the target \( g \) is located in the middle of the chosen edge. Three strategies for choosing an edge were proposed (Fig. 2):

(a) the longest (to distribute nodes uniformly on the boundary);
(b) the closest (to limit energy consumption);
(c) with the greatest value of ratio length of the edge to distance of the node to the middle of the edge (trade off between energy consumption and uniform distribution).

When the node is on the boundary of the real cloud its greedy decision to increase area of convex hull causes that it escapes from the area covered by gas. Then it is attracted by centroid and returns to the position on the boundary. Such repeated behaviour causes that node pass considerable distance within small area but do not improve quality of cloud detection significantly. Hence, simple stabilization mechanism to limit energy consumption is proposed. If the node senses gas in the given time and was outside the cloud (did not sense gas) in one of the last \( k_s \) steps then it freezes \( (\epsilon_j^s = 0) \). The higher value of \( k_s \) is the greater network stability is expected.

### B. Centroid repulsion

The second, as well decentralized, method is based on idea to repeal nodes that sense gas from the center of cloud to keep track of changing cloud’s shape. To repel the node to the boundary of cloud the goal \( g \) is localized in \( c_g \). The reference distance of that goal \( \hat{d}_y^g \) is slightly greater than the greatest distance between any of points from \( C^+ \) and \( c_g \):

\[
\hat{d}_y^g = \max_{e \in C^+} d(e^i, c_g) + \epsilon
\]

where \( \epsilon \) is slightly greater than zero and \( d(e^i, c_g) \) is Euclidean distance between two points \( e^i \) and \( c_g \). The result of the repulsion from the centroid is the node movement in direction shown on Fig. 3.

Similarly to greedy approach, when the node is on the boundary it is frequently being pushed out and drag into the cloud. Hence, the aforementioned stabilization mechanism is added also in this case.

\[1\) It is assumed that if \( U^j = 0 \) than the node \( D_i \) freezes.

If the node location is not influenced by locations of other nodes \( (i.e. \epsilon_j^s = 0) \) then estimated area covered by gas is strictly dependant on initial location of nodes. If the location of nodes is similar, which is a frequent situation in real life scenarios, the nodes are not uniformly distributed on the boundary, thus much of dangerous area is not discovered (Fig. 4). To uniformly distribute nodes on the boundary in decentralized manner each node should repel from each node that senses gas. Hence, \( \epsilon_j^s \) should be greater than zero if node \( D_j \) senses gas and the expected distance between node \( D_i \) and \( D_j \) \( (d_j^i) \) should be greater than current distance between these nodes \( (d_j^i) \). As long \( d_j^i - d_j^i = \Delta d = \text{const} \ (\Delta d > 0) \) for each node \( D_j \) it can be observed that according to (1) the closer the nodes are the bigger influence on each other they have. Fig. 5 depicts forces acting on exemplary node from all other nodes and the goal located in centroid, as all are treated as potential sources.

Due to the introduction of stabilization mechanism the question when \( \epsilon_j^s > 0 \) arises. Four variants exist:

(i) only when repelling from centroid is considered \( (\epsilon_j^s > 0) \);
(ii) only in stabilization phase — when repelling from centroid is deactivated \( (\epsilon_j^s = 0) \);
(iii) always (independently on value of \( \epsilon_j^s \));
(iv) never.

It can be expected that the more often interaction between nodes is taken into account the better shape of cloud will be estimated. However, the consequence of often interaction
Fig. 5: Forces acting on the node if repelling from other nodes is considered. Red dot is the centroid of estimated cloud area, red arrow is force resulting from repelling from the centroid and blue arrows are forces resulting from repelling from other nodes. Dark blue arrow is resultant force acting on the node.

between nodes will be increased energy consumption due to longer distance traveled by nodes and more communication. All variants, as well as other ideas presented in this section for both greedy and centroid approach, were examined and the results are presented below.

V. EXPERIMENTS

The experiments were conducted with MobASim platform [47], which contains both PFM model and simple model of heavy gas dispersion. The aim of the experiments was to verify the quality of the proposed approaches and to adjust their parameters according to the following criteria:

1) percent $C_{cov}$ of the gas cloud covered by a MANET

$$C_{cov} = \frac{cov_{GC}}{cov_{G}} \times 100\%,$$

where $C_{cov}$ is the percent of a surface of a gas cloud detected by MANET, $cov_{GC}$ denotes a surface of the whole gas cloud, $cov_{G}$ an area of a polygon with boundary discovered by all sensing devices.

2) total distance traveled by all nodes, which is the major factor of the energy consumption.

Each experiment was composed of nine different (in terms of wind velocity and cloud initial position) simulations in which the MANET was used to detect area covered with gas (Fig. 6). The variety of scenarios allowed for gathering results independent on initial position of network relative to the cloud. In each simulation the same configuration of environment and gas (chlorine) are taken (Table I). In every experiment each of the nodes used the same configuration of the method in the process of network self-organization. The network is composed of $n = 10$ nodes.

The result of each experiment are graphs of the above criteria versus time (in each simulation $t = 0$ is the moment of detecting the gas by at least one node).

A. Greedy approach

Firstly, the strategies for choosing target edge by node inside the detected area were examined. The other parameters of this method were set as follows: $k_d = 8$ and $k_s = 4$. The results are presented in Figure 7. As expected the quality of gas cloud detection is directly proportional to the distance traveled by nodes. Hence the choice of strategy depends on priorities in concrete application — if the priority is quality of detection than (a) strategy should be chosen and this strategy is chosen for further considerations. Otherwise, if the energy efficiency is critical aspect the (b) strategy is the most efficient choice.

The second parameter to adjust was the number of directions considered by a node localized on the estimated boundary of cloud, $k_d$. The length of stabilization phase was set as before to $k_s = 4$. The obtained results (Fig. 8) for $k_d \in \{4, 8, 16\}$ shows that influence of this parameter on the traveled distance is minimal. However, greater number of considered directions (8 and 16) increases quality of detection. Because of no difference between results for $k_d = 8$ and $k_d = 16$, the $k_d = 8$ is deemed as better as less computation is needed to take single decision.

Finally length of stabilization phase (parameter $k_s$) was

Table I: Values of parameters of the chlorine gas cloud simulation model [47].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_r$</td>
<td>[200, 200]</td>
<td>[m, m]</td>
</tr>
<tr>
<td>$r$</td>
<td>10 m</td>
<td></td>
</tr>
<tr>
<td>$m_0$</td>
<td>2000 kg</td>
<td></td>
</tr>
<tr>
<td>$m_a$</td>
<td>0 kg</td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>9.81 m/s²</td>
<td></td>
</tr>
<tr>
<td>$p_{air}$</td>
<td>1.20 kg/m³</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>71 m³/kg</td>
<td></td>
</tr>
<tr>
<td>$M_{air}$</td>
<td>29 kg/m³</td>
<td></td>
</tr>
<tr>
<td>$c_p$</td>
<td>0.48 kJ/kg*K</td>
<td></td>
</tr>
<tr>
<td>$c_p^{air}$</td>
<td>1.01 kJ/kg*K</td>
<td></td>
</tr>
<tr>
<td>$u_a$</td>
<td>0.15 m/s</td>
<td></td>
</tr>
<tr>
<td>$\Delta H_0$</td>
<td>661 kJ/mol</td>
<td></td>
</tr>
<tr>
<td>$T_{air}$</td>
<td>293.15 K</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.9</td>
<td>-</td>
</tr>
</tbody>
</table>
considered. As Figure 9 depicts, the stabilization mechanism has great influence on distance traveled — for \( k_s = 4 \) the increase of traveled distance is about 45%, whereas decrease in quality of finally detected area covered by cloud is minimal. This value is assumed to be the best in further considerations. According to the results disabling stabilization mechanism can be justified for cases when faster detection of covered area is critical.

The result of deploying MANET composed of nodes taking decision with greedy approach (\( k_s = 4 \), \( k_d = 8 \) and choosing the middle of the longest edge) at the end of simulation is presented on Figure 10.

B. Centroid repulsion

Then centroid repulsion approach was examined. In the first experiment the influence of stabilization mechanism and its length (parameter \( k_s \)) was tested (Fig. 11), with \( \varepsilon_{ij} = 0 \). Significant influence of the stabilization mechanism on the quality of cloud shape detection can be observed only in a very beginning of simulation, when the cloud grows rapidly — as expected the longer stabilization period is the smaller area covered by gas is detected. Comparing the distance traveled for different configurations it appears that \( k_s > 4 \) does not reduce the energy consumption enough to justify weaker cloud detection. For \( k_s = 4 \) the reduce of distance traveled is around 50% and this value is used in further considerations.

The second experiment was conducted to examine the influence of repelling nodes from each other. The results of implementing aforementioned strategies (Fig. 12) indicate significant improvement in cloud detection quality if repelling is turned on (\( \varepsilon_{ij} > 0 \)). However, activating repelling from other nodes in stabilization phase (strategies (ii) and (iii)) causes serious increases of distance traveled by nodes. Hence strategy (i) — repelling from other nodes only when repelling from centroid is active (\( \varepsilon_{ig} > 0 \)) — can be deemed as conciliation between energy and quality aspects. In the future the possibility of changing strategy during the network deployment to increase quality of detection without significant increase of the distance traveled should be examined.

In Figure 13 the topology of network created by nodes that takes decisions according to centroid approach (\( k_s = 4 \) and repelling from others nodes only when repelling from centroid is active - strategy (i)) is presented.

C. Comparison

The detection of the exact boundary of the cloud is impossible due to the limited number of nodes. Hence, it can be assumed that both methods detects the area covered by gas satisfactorily — the nodes are placed uniformly on the boundary, thus detected area is close to the maximum. The greedy approach performs slightly better in the middle phase of the cloud detection (steps 15-60) in terms of detection.
Fig. 9: Cloud detection quality and distance traveled if nodes take decision with greedy approach configured with $k_d = 8$, choosing the longest edge and different values of $k_s$.

We believe that method based on repulsion from centroid should be used as the basis for future research as this method allow straightforward integration with other decision modules (e.g. module to avoid collisions or tracking the boundary), especially if they are based on PFM model as well.

The future research should concentrate on few areas. Firstly, more complex environment should be considered, e.g. with obstacles, slopes and changing wind direction, to examine method in the case of irregular cloud shape. The possibility to dynamically adjust values of discussed parameters during MANET deployment is also worth considering.

Secondly, scenarios without external communication system should be considered. Thus, the method should be extended with connectivity maintenance mechanism which would allow multi-hop communication between each pair of nodes. As presented approaches create ring topology, which can be ineffective and error prone in terms of communication, creating some internal-cloud communication layer or network clusterization should be investigated.

VI. CONCLUSIONS

The application of MANET for detecting and tracking cloud of heavy gas was proposed. Two decision-making methods, based on greedy approach and centroid repulsion, were proposed. Both methods proved to be satisfactory in detecting and tracking gas cloud in a simple scenario. Different configurations of methods where tested and compared to adjust parameters values in order to decrease energy consumption and increase quality of cloud’s shape detection.

Fig. 10: Topology of MANET in the end of simulation — greedy approach with $k_d = 8$, choosing the longest edge strategy and $k_s = 4$.

We believe that method based on repulsion from centroid should be used as the basis for future research as this method allow straightforward integration with other decision modules (e.g. module to avoid collisions or tracking the boundary), especially if they are based on PFM model as well.

The future research should concentrate on few areas. Firstly, more complex environment should be considered, e.g. with obstacles, slopes and changing wind direction, to examine method in the case of irregular cloud shape. The possibility to dynamically adjust values of discussed parameters during MANET deployment is also worth considering.

Secondly, scenarios without external communication system should be considered. Thus, the method should be extended with connectivity maintenance mechanism which would allow multi-hop communication between each pair of nodes. As presented approaches create ring topology, which can be ineffective and error prone in terms of communication, creating some internal-cloud communication layer or network clusterization should be investigated.
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Fig. 14: Comparison of cloud detection quality and distance traveled if nodes take decision with greedy approach ($k_d = 8$, choosing the longest edge and $k_s = 4$) and centroid repulsion approach ($k_s = 4$ and repelling from others nodes only when repelling from centroid is active - variant (i)).
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Mobile sensor elements based on robotic platform YROBOT

Abstract—During the years 2014-2015 a kit called Yrobot was developed at the Department of technical cybernetics. The kit is a mobile robotic platform designed mainly to support technical education at high schools and universities. Since the kit was presented at conferences RAAD 2014 and EDERC 2014 for the first time, several expansion modules and interesting applications were developed. One application is presented in this paper. The application uses the mobility of wireless sensors to map the chosen area. As an example, we realized RSSI measurements and visualized them as a function of sensor position. Obviously, one can find many similar tasks: mapping of temperature or gas concentration in given space and the like. Our ultimate goal is to analyze the possibilities of using RSSI measurements for indoor localization. However, at this stage of research, we were focused just on acquiring the data and their subsequent visualization.

I. INTRODUCTION

In previous years, simple mobile system Yrobot was developed at the Department of technical cybernetics. This system was designed especially for teaching IT subjects in the high schools. The concept of the system, its features and functions, as well as first experience of deployment of the system in teaching, were presented at the conference RAAD in 2014 [2, 3]. Original author’s intent was as following: "By using a simple technical device to increase the motivation of high school students in studying technical fields, particularly in information technologies." Thanks to the long-term support of the Volkswagen Slovakia Foundation, Yrobot kits were delivered to the high schools. Our team prepared detailed textbooks also [1]. Based on the Yrobot platform, competition for high school students “Program the robot - Yrobot Cup” was organized and other supporting activities were carried out. Note that the robotic platform has the nature of open source hardware and thus, we suppose the development of other applications (hardware and software modules) directly by high schools and universities students. In addition to the typical educational mission, the platform allows verification of various methods of information processing. The data can be obtained from the real environment using different sensor modules.

Many modules were developed to sense:
- temperature and humidity,
- parameters of magnetic fields,
- acceleration,
- illumination,
- sound (20 Hz to 4 kHz),
- concentrations of CO2, CO, NOx,
- distance (using ultrasound),
- optical reflectivity of the surface.

Connection of sensors with mobile platform brings many solutions that often go beyond the simple application tasks. The mobile platform is formed by a simple MCU ATMega 16, a pair of DC motors and supporting electronics. The block structure of the platform is shown in Fig.1.

Wireless connectivity of mobile robots can further expand set of tasks that can be successfully solved by Yrobot platform. Therefore, we developed a communication module providing wireless communication between the mobile platforms.

II. RF COMMUNICATION MODULES

We assume that wireless connectivity of mobile robots extend significantly the application potential of the platform. Recall that Yrobot was originally developed as an autonomous device capable of solving simple tasks based on the status of its sensors (line following, obstacles avoiding, area browsing). Wireless communication changes the autonomous Yrobot platform to the cooperative system of multiple robots for solving problems using data fusion. Providing connectivity allows transition from autonomous to multi-robotic system and the robust solutions of complex challenges. To allow effective communication between elements of the system a variety of communication technologies (protocols and network topologies) can be used. First, we have decided to implement three separate communication modules operating in the ISM 2.4 GHz band.

In table I. are shown main parameters of selected communication technologies.

All developed modules are connected via connectors of the motherboard to the microcontroller on Yrobot. The motherboard provides power supply to the communication modules. Communication with modules is serial, either asynchronous (UART) or synchronous (SPI). The module contains circuitry to ensure power supply, logic signals level shift and selection of communication line UART/SPI. LEDs are used to signalize status of communication module. The buttons on the module allow restarting of the module, firmware change or change of the operation mode.
As a first module, we developed communication module Y-WiFi. The essential element of this system is WizFi250 communication module. The WizFi250 module has an integrated LNA, printed antenna, and connector for external antenna. It offers secure communication based on protocols WEP, WPA, and WPA2. It is controlled by a set of AT commands.

Module Y-WiFi includes all other components that allow easy connection to the mobile Yrobot platform or to a personal computer. The module Y-WiFi can be connected to the PC via the USB port. FT323RL circuit was used to convert UART to USB. Block diagram of the module is shown in Fig. 2.

The module contains two buttons S1 and S2 that allow selection of basic operation mode and restarting of the module. Status of the WizFi250 module is displayed using two LEDs – LED1 is on when the connection is established and LED 2 is on in data mode. Status of the FT323RL circuit is likewise indicated by LED3 (pulsing when data are transmitted) and LED4 (pulsing when data are received). LED5 is used to indicate the power-supply.

Jumper JMP1 allows selection between application or BOOT mode in which can be updated module firmware.

### Table I.

<table>
<thead>
<tr>
<th>Network technology</th>
<th>Standard</th>
<th>Frequency band</th>
<th>Embedded module</th>
<th>Max bit rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi</td>
<td>802.11 b/g/n</td>
<td>2.4 GHz</td>
<td>WizFi250</td>
<td>65 Mbps</td>
</tr>
<tr>
<td>Zigbee</td>
<td>802.15.4</td>
<td>2.4 GHz</td>
<td>JN5168M0</td>
<td>1 Mbps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MRF24J40</td>
<td>250 kbps</td>
</tr>
<tr>
<td>Bluetooth v. 2.0 EDR</td>
<td>802.15.1</td>
<td>2.4 GHz</td>
<td>BTM182</td>
<td>3 Mbps</td>
</tr>
</tbody>
</table>
Jumpers JMP2 and JMP5 select connection of communication module WizFi250 to a PC (via USB) or to the Yrobot platform. It is also possible to connect a PC to the Yrobot. Jumper JMP3 is used when communicating with the module using SPI interface. Finally, with a jumper JMP4 we choose source of power supply for the module – PC USB or Yrobot batteries.

IV. EXPERIMENT

Using the described technical means, we conducted an experiment to determine the signal strength map in the 2.4 GHz band. The experiment was carried out in the hallway of our workplace. WiFi internet connection in the hallway and in adjacent rooms is provided by Access Point Planet WAP-4000 with the following parameters: standard 802.11g, channel 7, authentication: WPA-PSK, transmitter power set to a minimum (-12 dB). Transmitter power during the measurement was set to a minimum in order to magnify the signal attenuation in places distant from the AP. The measurement was carried out at the time when the hallway was empty, as the presence of people could influence the results.

Yrobot was programmed so that it can be controlled via a notebook. The Y-Wifi module was configured in Station Mode with a fixed IP address. The Y-Wifi module had an activated TCP server that listens on port 5000. Yrobot movement was based on orders received by the server. The speed of rotation of the robot’s wheels was set at about 1 revolution per second. This corresponds to a speed of 0.2 m/s. After each half turn of the wheel (e.g. every 0.1 m), the strength of the signal (RSSI) was measured and sent to the client (notebook).

Control notebook was also connected to a WiFi network and using the Realterm application it was connected to the Y-Wifi module. Realterm application was used for the reason that it allows to send pressed buttons to the server and record the received data to a file simultaneously. Fig. 3 shows the robotic platform Yrobot with Y-Wifi module used in the experiment.

Fig. 4 depicts a plan view of the hallway and the route of the robot during the experiment. The distance of adjacent tracks was 0.3 m. The whole experiment was divided into three parts – the two short passages and a larger central hall were measured independently. After measurements, the three sets of data were combined into one. RSSI was measured about 1900 times during the experiment. The data were interpolated using Matlab in order to obtain values with a spatial resolution of 0.1 m. The measured values are shown in Fig. 5. The map is consistent with our assumptions that the weakest signal is in the areas that are shaded by walls.

Note that during the measurement the antenna of Y-Wifi module was only about 7 cm above the ground. The situation in different height may be different.

The acquired map can be partially used for determining the position of the robot based on RSSI measurements. Obviously, the estimation of the position of the robot based on a single measurement is not possible. Significantly more
precise localization should be possible with a map obtained by a directional antenna that can be rotated in different directions. Such a system is currently under development.

V. CONCLUSION

Extension of the Yrobot platform with network modules significantly expands the variety of applications that can be realized with it. Based on the experiment with indoor RSSI measurements it can be stated that the Yrobot system enhanced by communication modules with wireless connectivity provides more functionality and allows development of many interesting applications such as precise localization of mobile systems using signal strength measurements.

In the next step we want to integrate the mobile platform into IoT environment using ThingWorx suite. We would like to expand the possibilities of the Yrobot platform further by developing of the additional modules for technologies such as RFID, NFC, Z-Wave and a chosen proprietary communication systems in the ISM bands (eg. RFM70).
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Abstract—Greedy routing in VANETs requires some geographical informations, such as the source location and the destination location. The first one could be obtained using some localization devices like GPS receiver. However, the second one is provided by a location service. This later has a high overhead especially if it is implemented over V2V (vehicle to vehicle) communications. Many location services are well known as HLS, RLS, GLS.

This paper is interested in reducing this overhead by using some Road Side Units (RSU) already deployed along the roads. We propose here a location service called "improved Reactive Location Service (iRLS)”, which is an extension of the RLS service. The major difference is that RLS assumes only V2V communications and iRLS takes profit of a wireless backbone based on RSUs to catch the destination's position. This allows to reduce the overhead instead of flooding requests and also makes the communication faster since we will not have to wait to the request to reach the destination before receiving the response and then starting sending data. In our proposal, the closest RSU will reply with the actual location.

In order to show the contribution of our approach, we have conducted some simulations that prove that iRLS outperforms any geographic protocol by using the V2I communications in terms of end-to-end delay which is one of the most important parameter. We considered also the ratio of packet received correctly by the destination vehicle (PDR), our protocol improves significantly this second parameter, and ensures more than 20% of packets received correctly

Index Terms—VANETs; Location-based Services; Geographic Routing Protocols, .

I. INTRODUCTION

VANETs (Vehicular Ad-hoc NETworks) are a special case of MANETs (Mobile Ad-hoc NETworks). Therefore, the routing protocols used for MANETs could be adapted for MANETs. However, the topology-based protocols in MANETs are not useful for VANETs because of the high mobility rate. Then, geographic routing protocols are more suitable for such networks since they are more scalable.

The geographic routing protocols need as an input the node’s location as well as the destination’s location. The node’s position is easy to obtain. However the destination’s position is obtained from a location service. This service is responsible to reply to requests like : "Where is the node X?". "Reactive Location Service" (RLS) is a well known location service. When a node needs to find the position of another node, it floods a request. When this request reaches the destination, this latter replies with its current position using the same path for the request delivery. Therefore, RLS uses only V2V communication without considering the V2I (vehicle to infrastructure) ones. For this purpose, we propose a new location service denoted "improved Reactive Location Service" (iRLS). This service uses mainly the RSU network to reply directly to the location request in order to avoid previous flooding. This allows to gain in term of overhead and delay as demonstrated by the simulations that have been conducted using the well known NS-3 simulator.

The paper is organized as follows. The section II presents some works related to the location-based service and the geographic routing protocols. Section III described our iRLS proposal. Section IV introduces the simulations conducted with our proposal. Finally, section V concludes the paper and presents some future works.

II. RELATED WORKS

In this section, we will describe some related works, published these last two decades. All these works focused on routing in VANET environments where most of solutions used V2V communications and/or V2I communications. They do not consider position changes during the dissemination process. Both the source node and the destination node are vehicles in general case. To deal with the high moving speed and dynamic changes of the topology, RSUs can provide a lot of benefits in order to achieve efficient routing of messages over the network. In order to propose a realistic solution, we do not need to deploy an RSU at each road intersection. An overview on routing for mobile and vehicular ad hoc networks is well detailed in [1].

In [2], authors propose an improved version of DGRP (Directional Greedy Routing Protocol). In addition to the information used by DGRP (position, speed, direction) provided by a GPS sensor, they consider and evaluate link stability. As a result, they reduce links breakage, enhance reliability of a used path and ensure a high packet delivery ratio.

Another proposed work which assists routing in VANETs using base station was presented in [3]. Roads are composed of segments, each of them is governed by a base station. This later sends a response to a route request packet by choosing the shortest path using RSUs. But if we do not
have any available path, the RSU checks if there is enough
free bandwidth to grant the request. They have used two
mechanisms, using Fast Learning Neural Networks, to prevent
link failure and to predict bandwidth consumption during
handoffs. An alternative path will be established, before that
a broken link occurs.

Authors in [4] have proposed an infrastructure-assisted
routing protocol. The main benefits behind this approach is
to reduce the routing overhead and improve the end-to-end
performance. A backbone network ensures connectivity by
using RSUs, an enhancing search of the shortest path to reach
the destination is done by this infrastructure. Authors present
an extended protocol to the topology-aware GRS routing
protocol. At any intersection, anchor nodes in the GRS system
compute the shortest path to reach the destination using the
Dijkstra algorithm without considering the road density or any
other parameter which can ensure connectivity of roads.

Roadside-Aided Routing (RAR) has been proposed in [5]. It
is another study which prefers V2I communication to improve
the search for a stable routes over VANETs networks.

A. Location-based services

Location-based services can be classified into two classes :
"Flooding-based" and "Rendez-vous-based". The first class is
composed of reactive and proactive services. In the proactive
flooding-based location-based service, every node floods its
gеographic information through all the network periodically.
Thus, all the nodes are able to update their location tables.
Since this approach uses flooding and may surcharge the
network by location update messages, several techniques to
reduce the congestion were used. One of them is to tune the
update frequency with the node mobility (the more node is
moving fast, the higher update location frequency is used).

Therefore, the update frequency decreases with the distance
to the node. The second idea is, a node with high mobility
sends more update location packets. As a result, there are
less packets than a simple flooding scheme without affecting
the network performances. For the second group (i.e the
reactive flooding-based location-based service), the location
response is sent when receiving a location request. This avoids
the overhead of useless location information of some nodes
updated and never used. But, it adds high latencies not suitable
in VANETs. One of these known services is Reactive Location
Service (RLS) [6].

In the second class (rendez-vous-based location service),
all the nodes agree on a unique mapping of a node to other
specific nodes. The geographic information are disseminated
through the elected nodes called the "location servers".

Thus, the location-based services consists of two compo-
ents :

1) Location Update : A node has to recruit location servers
(chosen from other nodes) and needs to update its
location through theses servers. The location servers are
responsible of storing the geographic data of the relating
nodes.

2) Location Request : When a node needs to know the
location of another node, it broadcasts a location request.
The location server will replay as soon as it receives this
request.

B. Geographic Routing Protocols

Routing protocols algorithms must choose some criteria to
make routing decisions, for instance the number of hops, la-
tency, transmission power, bandwidth, etc. The topology-based
routing protocols suffer from heavy discovery and maintenance
phases, lack of scalability and high mobility effects (short
links). Although, geographic routing are suitable for large
scale dynamic networks. The first routing protocol using the
geographic information is the Location-Aided Routing (LAR)
[7]. This protocol used the geographic information in the
route discovery. This latter is initiated in a Request Zone.
If the request doesn’t succeed, it initiates another request
with a larger Request Zone and the decision is made on a
routing table. The first real geographic routing protocol is the
Greedy Perimeter Stateless Routing (GPSR) [8]. It is a
reactive protocol which forwards the packet to the target’s
nearest neighbor (Greedy Forwarding approach) until reaching
the destination. Therefore, it scales better than the topology-
based protocols, but it does still not consider the urban streets
topology and the existence of obstacles to radio transmissions.
Another geographic routing protocol is the Geographic Source
Routing (GSR) [9]. It combines geographical information and
urban topology (street awareness). The sender calculates the
shorter path (using Dijkstra algorithm) to the destination from
a map location information. Then, it selects a sequence of
intersections (anchor-based) by which the data packet has
to travel, thus forming the shortest path routing. To send
messages from one intersection to another, it uses the greedy
forwarding approach. The choice of intersections is fixed and
does not consider the spatial and temporal traffic variations.
Therefore, it increases the risk of choosing streets where the
connectivity is not guaranteed and losing packets.

In [10], authors propose an improved version of DGRP
(Directional Greedy Routing Protocol). In addition to the in-
formation used by DGPR (position, speed, direction) provided
by GPS, they consider and evaluate link stability. As a result,
they reduce links breakage, enhance reliability of a used path
and ensure a high packet delivery ratio.

III. IMPROVED LOCATION-BASED SERVICE

To better understand our proposal, we present a simple
scenario in the Figure 1. We suppose that the vehicle V1 has
data to send to the vehicle V6, which is not in its direct
neighborhood. If V1 has a valid and fresh route in its routing
table, it sends immediately the data without any routing service
requirement, otherwise it broadcast a request to find a suitable
route to use. Since V1 is in the RSU4’s range, V1 sends
a request to RSU4 asking for the new V6’s location. RSUs
are connected together and exchange vehicles’ positions when
needed. After receiving the response from RSU4, V1 starts
sending data using the greedy approach, where it selects
the closest neighbor to the destination V6 (here V8). Then, data packets travel through V8, V7 and finally to reach V6. Therefore, destination’s location could be found more rapidly than using V2V communications when a destination node is far away from the source node.

![Figure 1. An example of a scenario with iRLS](image)

The algorithm 1 presents more details how the iRLS service works. When starting, the source \( s \) looks if it is not in the range of a RSU, then it works like RLS. It floods a request to find the location of the destination \( d \). When the request reaches the node \( Z \) that has this information, the latter replies directly to \( s \) with \( d \)'s new position. Otherwise, the node \( s \) sends the request in unicast way to this RSU (RSUX). RSUX forwards this request to all connected RSUs. When RSUY receives the request and it has already this information, it replies to RSUX. RSUX then transmits the \( d \)'s position to node \( s \). Therefore, \( s \) has all required information to start sending data. These data are forwarded using the greedy approach until reaching the destination. By reducing the V2V search phase, the available limited bandwidth of our links will be used to transmit the effective data rather than the transmission of control packets. Indeed, our protocol ensures a higher PDR than the standard protocol (see Figure 3).

In the case where a node \( S \) has no RSU in its neighborhood, it first sends a request to find the closest RSU. This request is run in a setup step before starting the routing process.

But in some cases, there is not enough vehicle density and the initial request could not be sent (caused by a lack of connectivity). We suggest to resend the packet after a defined time (timeout) until a reply is received from a close RSU.

**Algorithm 1 iRLS Location Service**

1: function iRLS(s, d, Data)
2: Initialization : \( s \) source, \( d \) destination
3: if (source \( \notin \) RSUX’s range) then
4: \( s \) broadcasts requests to find \( d \)'s position
5: neighbors floods the request
6: node \( Z \) has \( d \)'s location and replies directly to \( s \)
7: \( s \) sends location request to RSU to find \( d \)'s position
8: else
9: RSU sends request to other RSUs
10: RSUY has \( d \)'s location and replies to RSUX
11: RSU forwards response to \( s \)
12: end if
13: next \( \leftarrow s \)
14: while (next \( \neq d \)) do
15: choose \( n \) the best next hop using greedy approach
16: \( s \) sends data to \( n \)
17: next \( \leftarrow n \)
18: end while
19: Data reaches destination \( d \)
20: end function

**IV. Simulations**

**A. Working Environment**

The simulations were performed using the Ns-2 simulator 2.33 [11]. The geographic routing protocol used is the Greedy Perimeter Stateless Routing (GPSR) [8]. The chosen area is a 2x2 km\(^2\) of a real map representing part of the French city Reims. This area is extracted from Open Street Map [12]. The MAC layer used is 802.11p [13]. The parameters used in the simulation are summarized in the Tab. I.

At each simulation, every node initiates 4 CBR traffics of 100 packets with a size of 128 KB to 4 random destination nodes with a second of interval between each sent message. The CBR traffic simulates for example an audio or a video streaming. It may be used in security applications, such as viewing the video stream from a camera located on a bus by the police car or the security agent vehicle. Also, this traffic could be used in entertainment applications to connect to the Internet or to play online video games.

**B. Experimentation Results**

Our experimentations have provided the following figures. On each figure, we show the network behavior with usual RLS (denoted RLS curve) and the behavior of our proposed solution (denoted iRLS curve for improved RLS). Figure 2 shows the delay to send a message depending on the size of the network from 10 nodes to 100 nodes. We observe that the delay to send a message from a node \( s \) to \( d \) decreases with iRLS even if the number of nodes is higher. The gain is around 10 per cent. In Figure 3, the results highlight that our protocol can achieve a higher PDR than the RLS one. In the density 100 vehicles, it is clear that taking the same scenario of simulation, our protocol guarantee the same ratio but when using RLS this ratio decreases.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel type</td>
<td>Channel/WirelessChannel</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Propagation/TwoRayGround</td>
</tr>
<tr>
<td>Network interface</td>
<td>Phy/WirelessPhyExt</td>
</tr>
<tr>
<td>MAC layer</td>
<td>802.11p [13]</td>
</tr>
<tr>
<td>Interface queue type</td>
<td>Queue/DropTail/PriQueue</td>
</tr>
<tr>
<td>Link layer</td>
<td>LL</td>
</tr>
<tr>
<td>Antenna model</td>
<td>Antenna/OmniAntenna</td>
</tr>
<tr>
<td>Interface queue length</td>
<td>512 packets</td>
</tr>
<tr>
<td>Ad-hoc routing protocol</td>
<td>GPSR</td>
</tr>
<tr>
<td>Location-based service</td>
<td>RLS</td>
</tr>
<tr>
<td>Location cache maximum age</td>
<td>4, 8, 12, 16, and 22 s</td>
</tr>
<tr>
<td>Area</td>
<td>2x2 km²</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>10-150</td>
</tr>
<tr>
<td>Simulation time</td>
<td>150 s</td>
</tr>
<tr>
<td>GPRS beacon interval</td>
<td>0.5 s</td>
</tr>
<tr>
<td>CBR traffic</td>
<td>4 x 100 packets / node</td>
</tr>
<tr>
<td>CBR packet size</td>
<td>128 KB</td>
</tr>
<tr>
<td>CBR sent interval</td>
<td>1 s</td>
</tr>
</tbody>
</table>

These results show that our protocol outperforms by more than 10% in general case the use of RLS. All these results can be explained by the best consumption of the network resources like bandwidth. This observed result is quite predictable since the RLS process uses the V2V communications (a RSU is considered as a vehicle also) then the request is sent through the whole network without any efficiency. Contrary to RLS, iRLS takes advantage of the RSU backbone which provide a fast connection between the initial RSU and the closest to the destination one.

V. CONCLUSION & FUTURE WORKS

This paper presents the iRLS location service. This location service takes advantage of deployed RSUs on roads in order to ensure fast replies of destination lookup. RSUs are already wirelessly connected. Therefore, they can exchange data of the nodes position. This enhances the network routing performances. As a consequence, network performances such as the end-to-end delay are better than in the original RLS service. The presented work is realistic since it is applicable in any deployed C-ITS (cooperative Intelligent Transport System) and offers the ability to route packets from a node to another with interesting performances.

As future works, we intend to use the RSUs backbone to send real data. We intend also to study the scalability of such a mechanism. It could be interesting also to evaluate our protocol with another kind of protocols (Topology based protocol), with bandwidth metrics.
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Abstract—Distributed compressed sensing task can be parallelized into several nodes that is highly suitable for using in Wireless Sensor Networks. Localization is one of the critical tasks solved in wireless systems. This paper investigates the possibilities of localization using compressed sensing implemented on wireless nodes and aggregation node. The presented case study simulates the application scenario of a target deployed in the field. This target is being localized by the wireless sensor network based on the emitted acoustic signal. Several types of the emitted signals have been used during the simulation runs. The emphasis was put on the properties of the reconstruction process such as compression ratio and minimization of the reconstruction error.

I. INTRODUCTION

THE PROBLEM of target localization, in general, can be defined as finding an object in the space. Localization process in wireless sensor networks aims to localize a target based on the sensor data from the spatially distributed wireless nodes. For a single target and/or source localization in wireless sensor networks, there are various methods. For outdoor localization, this can include localization in traffic monitoring (vehicles, aircraft, bicycles, etc.). In indoor environment persons as well as animals and object can be tracked. Scientific literature refers to two core ways for estimation of the target location:

- Angle of Arrival (AOA) [1];
- Time Difference of Arrival (TDOA) [2-5].

In this paper, we are focused on the algorithms for single-source localization. The literature recognizes two basic groups of these algorithms:

- Energy Decay Model-based Localization Algorithms (EDMLA);
- Model Independent Localization Algorithms (MILA).

A. Decay Model-Based Method

The following formula shows the decay model which is in detail described in [6-8]. The received signal strength at i-th wireless node in time instant \( t \) can be expressed as follows:

\[
y_i(t) = g_i \frac{E(t)}{d^2_{ik}(t)} + n_i(t),
\]

where \( g_i \) means gain factor of i-th sensor. \( E(t) \) is the energy of the received signal in 1 meter distance from the wireless node, and \( d_{ik} \) is the Euclidean distance between i-th sensor and the target. Moreover, \( n_i \) represents measurement noise with zero mean value and Gaussian probability distribution with variance \( \sigma_n^2 \), i.e. \( \mathcal{N}(0, \sigma_n^2) \).

B. Model-Independent Method

Authors in [9] describe a kernel averaging approach which does not need information about energy decay model. On the other hand in [10], the authors propose novel model-independent localization method and employed a distributed sorting algorithm. The research relies on the fact that the nodes closer to the target can measure higher RSSI (received signal strength indicator). Assuming that the wireless nodes know their rank, the distance estimates can be calculated from the respective probability density functions. RSSI indicator at i-th sensor in time instant \( t \) is as follows:

\[
y_i(t) = g_i \sum_{k=1}^{K} \frac{E_{ik}(t)}{d^2_{ik}(t)} + \epsilon_i(t),
\]

where \( d_{ik}(t) \) is the distance between the i-th sensor and k-th target. \( K \) is the number of targets. \( g_i \) is gain of i-th sensor. \( \epsilon_i(t) \) is random variable with mean value equal to \( \mu_i \) and variance given as \( \sigma^2_i \). \( E_{ik}(t) \) is the energy of the received signal in 1 meter distance from k-th target. \( \alpha \) represents attenuation exponent.

The target localization task can be performed by the distributed nodes of a wireless network. An interesting approach arises from combination of compressed sensing and wireless sensor networks using distributed compressed sensing.

II. DISTRIBUTED COMPRESSED SENSING

A wireless sensor network (WSN) is formed by numerous spatially distributed devices (nodes) that process sensor data. Each node has a power source e.g. in form of battery thus having a limited lifetime. Since the energy consumption is a critical point, low power and efficient signal processing units are used in wireless nodes. Thus, wireless sensor nodes have limited computing and communication capabilities. Although, these nodes have low individual computing power, they can cooperate so that the computational power of the whole network allows performing advanced signal processing tasks [11]. Having the ability of advanced processing tasks leads to higher degree of robustness and greater versatility in low-cost scenario. This represents one of the most attractive reasons.
why WSNs are used for wide range of remote sensing and environmental monitoring applications [12].

From the point of signal processing theory, a major challenge in WSNs is effective design of set of sensor-local signal processing operations and strategies suitable for inter-sensor communication and networking in order to address the desired trade-off among energy consumption, simple design, and overall system performance [13]. This trade-off shows, for example, in sensor lifetime maximization and effective battery utilization when reducing communication bandwidth. This can be achieved by each sensor by locally compressing the observed data and thus low rate inter-sensor communication is required. Such techniques can be represented by distributed compressed sensing (DCS).

Typical DCS scenario comprises numerous sensors measuring individually sparse signals, which are correlated among each other [14]. It should be noted that the signals are sparse in a certain basis. Each sensor individually encodes its signal by transforming it into another, incoherent basis (for example in a certain basis. Each sensor individually encodes its signal

2. The local sensor node variables

1) Let’s consider $n$ sensor nodes in the wireless sensor network. Each of the sensors as its index $j = 1, \ldots, n$. Each node $n_j$ computes locally properties $A_{i,j}$ and $x_j$ so that the measured data are being multiplied with the corresponding element of the measurement matrix. The measurement matrix can be distributively created as local (at node) realization of $A_{i,j}$ using a pseudo-random number generator initialized by the node identifier, e.g. integers $j = 1, \ldots, n$. Having these node identifiers, particular node can simply calculate the vectors $\{A_{i,j}\}_{i=1}^n$, where sensors are indexed as $j = 1, \ldots, n$.

2) The local sensor node variables $A_{i,j}x_j$ are being continuously combined and transmitted over the sensor network using so called randomized gossip. The randomized gossip represent a decentralized algorithm, which computes linear functions such as:

$$ y_i = \sum_{j=1}^n A_{i,j}x_j. $$ (3)

The components $y_i$ are able to be computed in a decentralized fashion and efficiently because each value of the compressed data is represented as a simple linear combination of the values obtained at each node [23].

Basically, there are two simple steps in the computation and transmission of each compressed data sample $y_i$, where $i = 1, \ldots, k$ [23]:

1) Let’s consider $n$ sensor nodes in the wireless sensor network. Each of the sensors as its index $j = 1, \ldots, n$. Each node $n_j$ computes locally properties $A_{i,j}$ and $x_j$ so that the measured data are being multiplied with the corresponding element of the measurement matrix. The measurement matrix can be distributively created as local (at node) realization of $A_{i,j}$ using a pseudo-random number generator initialized by the node identifier, e.g. integers $j = 1, \ldots, n$. Having these node identifiers, particular node can simply calculate the vectors $\{A_{i,j}\}_{i=1}^n$, where sensors are indexed as $j = 1, \ldots, n$.

2) The local sensor node variables $A_{i,j}x_j$ are being continuously combined and transmitted over the sensor network using so called randomized gossip. The randomized gossip represent a decentralized algorithm, which computes linear functions such as:

$$ y_i = \sum_{j=1}^n A_{i,j}x_j. $$ (4)

To summarize compressed sensing, one could say that it is a technique for signal processing and signal representation, where the signal can be sensed only by such number of samples, which corresponds to the signal sparsity in some basis. The overall nature of compressed sensing matches the nature of event-driven control presented in the previous sections. Event-driven signal representation and reconstruction mechanism also leads to signal sampling and its reconstruction by as many (little) samples as are truly needed.

III. CASE STUDY AND NUMERICAL RESULTS

The idea of the localization system is to identify the position of the target by multiple WSN nodes deployed in the area. To decrease the consumption of the nodes the compressed sensing algorithms are supposed to be used. In order to use DCS the transmitted signal by the target has to follow special
requirements, e.g. certain sparsity in the frequency domain. This paper investigates signals in acoustic domain, i.e. in range 20Hz up to 20kHz.

For the simulation purposes, the Matlab version 2013b was used. Reconstruction of original signal was performed by using the L1-magic library. The main goal of this article was to inspect the properties of different signals which could be used in the localization tasks. These signals should have suitable parameters for the reconstruction in order to use compressed sensing. All used signals are sparse in the frequency domain.

In the first simulation case, the signal was continuously transmitted. The signal has the sinusoid shape with the frequency of 100 Hz. The reconstruction using the distributed compressed sensing performs well with compression ratio (cr - see equation (5)) up to 200. The compression ratio is expressed by the following formula:

\[ cr = \frac{s_a}{\chi}, \]  

where \( cr \) is the compression ratio, \( s_a \) represents the number of all samples in the original signal and \( \chi \) is the number of randomly selected compressed sensing coefficients. The following Fig. 1 shows the reconstruction of harmonic signal 100 Hz. Despite the fact that in the reconstruction of such a signal the compression ratio can be relatively high, this class of signals are not suitable for localization purposes. The reason is that we are not able to identify the same particular part of the received signal, e.g. the start of the same period.

The second simulation scenario is based on the transmitting the signal in bursts. By modification of the above-mentioned continuous signal, we are able to detect the start of the burst, thus, all nodes are able to determine the time of arrival of the received signal.

The Fig. 3 depicts the reconstruction of the burst signal with the same compression ratio as in the Fig. 1. The burst signal is compounded of the carrier signal and a secondary frequency. Carrier signal has a frequency of the 100Hz and secondary modulated signal has a frequency of 500Hz. The burst contains two periods of the carrier and ten periods of the secondary signal. Having this compression ratio the reconstruction results are insufficient for localization purposes.

Proper change of the parameters of the compression ratio leads to reconstruction improvement. This is demonstrated on the Fig. 5, along with difference between the original and the reconstructed signal on the Fig. 6. Compression ratio was decreased from 100 to 20.

Sumarization of the parameters used in the simulation is shown in Table I. It is obvious that continuous signals are very suitable for compressed sensing and can be reconstructed using high compression ratio, however, it is difficult to use them for localization purposes. The reconstruction error was calculated as a mean value based on differences between the original and reconstructed signals (see Fig. 2, 4, 6).
IV. CONCLUSION

This contribution investigates suitable signals for target localization using WSN and DCS. The results show that continuous periodic signals can be reconstructed easily with high compression ratio using DCS. However, these signals are not target-identifiable. Changing the form of the transmitted signal broadcast from the target enables the sensor network to detect it. The changed signal has the form of burst, which enables to detect the start of the beacon signal. Based on the time of the arrival and the ability to detect the start of the beacon signal, the network is able to localize the target.
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Abstract—All companies strive to eliminate work accidents. But still a lot of professions are exposed to different hazardous conditions and many work injuries and even deaths occur everyday. Monitoring of working conditions is a very important part of labor protection. Combining wireless sensor networks with wearable technology is possible to significantly improve safety delivery capability of such systems and add new functionality to them. In this work we present the design results of the uniforms inbuilt wireless sensor node for working conditions monitoring. The node is able to signalize about employee presence in relation to working facilities, and to monitor the atmosphere for temperature and combustible gases concentration. It consists of light-weighted distributed pieces which are built in to clothes and has low power consumption. The average power consumption of the node is low enough for several weeks autonomous lifetime.

I. INTRODUCTION

While safety standards for industrial plants become tougher, the demand for continuous monitoring of employee state and working conditions including environmental conditions is rising. At the same time modern wearable technology tends to build electronics in to clothes [1] providing new quality in healthcare [2],[3], military [4] and other spheres.

Variety of wireless sensor networks were developed recently. These networks consist of small nodes and are equipped with transceivers, microprocessors and sensors [5],[6]. They can be used in different areas of life (security, military, home automation, etc.). But the most frequent area is environmental [7] and human [8] monitoring.

Incorporating wireless sensor networks with wearable technology is possible to significantly improve safety delivery capability of monitoring systems and add new functionality to them. Such “smart” uniforms can provide in-situ monitoring of people, facilities and environmental conditions and in case of an emergency situation assist special services and employees.

It is expected that in the nearest future wireless sensor networks will connect computer networks and physical world. That will lead to tight integration of real and virtual worlds [9] where communication will go between people and devices – Internet of Things [10].

In this work we present the design results of the uniform inbuilt wireless sensor node for working conditions monitoring. The node is able to control employee presence in relation to working facilities, and to monitor the atmosphere for temperature and combustible gases concentration. It consists of light-weighted distributed pieces which are built in to clothes and has low power consumption. The average power consumption of the node is low enough for several weeks autonomous lifetime.

The paper is organized as follows: at first we overview the node in Section II. In Section III we describe the sensing circuit of the node. Section IV is dedicated to data transmission and presence detection principles which are used in this work. The power consumption of the node is discussed in Section V. Finally, we provide concluding remarks in Section VI.
II. NODE OVERVIEW

The diagram of the uniform inbuilt wireless sensor network node is presented in Fig. 1. The node consists of several distributed pieces which are built in to a jacket: a power source (1), a sensor module (2), a trasceiver (3), a light indicator (4) and a buzzer (5). The node pieces are presented in Fig. 2.

Since the node is wearable and built in to clothes, all its pieces are light and small. At the same time, the pieces are placed according to their functions and distributed around the clothes to make wearing comfortable.

The power source of the node is a lithium-polymer battery. Its nominal voltage is 3.6 V and the capacity is 250 mAh. The weight of the battery is about 5 g and the dimensions are 30×20×5 mm. The battery is placed in the bottom of the jacket and connected to a ribbon cable to provide power to other pieces.

The sensor module provides sensing of the atmosphere temperature and combustible gases concentration. It also controls the light indicator and the buzzer to maintain alarm signals and send and receive data using the trasceiver.

This module is based on ATxmega16E5 microcontroller. It uses built-in temperature sensor to measure the atmosphere temperature and the commercial catalytic gas sensor for combustible gases concentration measuring. The gas sensor is manufactured by NTC IGD (Russia) and its power consumption is 200 mW in continuous measurement mode. Therefore, the catalytic gas sensor is very power hungry. To decrease its power consumption, the special measuring algorithm is used. More details about the measuring circuit and the algorithm are presented in Section III.

The sensor module is placed on the left shoulder and connected to the power supply ribbon cable and cables to the light indicator, the buzzer and the trasceiver. The light indicator consists of light emitting diode and current limiting resistor. It placed on the left arm to be on the line of sight of the wearer. The buzzer is placed on the left shoulder near the neck. The task of light indicator and the buzzer is to perform visual and audial alarm signals to wearer when dangerous condition occurs.

Except visual and audial signals, information about dangerous conditions is transmitted to other devices in a wireless sensor network. For this purpose the trasceiver module Telegesis ETRX3 is used. The module provides IEEE 802.15.4/Zigbee standards compatible protocol and is controlled by UART interface using AT-style commands set.
The transceiver is also used to perform employee’s presence tracking. The algorithm to detect wearer presence is described in Section IV.

The node which is assembled on the jacket is presented in Fig. 3.

III. SENSOR MODULE

Sensor module consists of the MCU with inbuilt temperature sensor and the gas sensing circuit. To measure gas concentration the catalytic sensor is used. The block diagram of the sensor module is presented in Fig. 4.

Catalytic gas sensor circuits are usually based on the Wheatstone bridge circuit. That circuit consists of two resistors and two sensors, one active and one reference. Measurement process includes heating of the sensors (up to 450°C for methane) which is the main part of sensor’s power consumption. The power consumption value of the Wheatstone bridge circuit is about 200 mW. That’s too much and not appropriate for autonomous operation of the node.

Excluding the reference sensor decreases the power consumption. The compensation of the atmosphere humidity and temperature which is usually performed by the reference sensor in this case is fulfilled by using the specific multistage heating pulse. This method was offered and discussed in [11]-[13].

In this work we use four stages for every multistage pulse (1-4 regions in the diagram, Fig. 5).

In the first and the second stages the sensor is heated up to the catalysis external diffusion region (about 450°C) and the partial evaporation of surface water is performed. During the third stage heating is not applied. In the final fourth stage the sensor is heated up to the beginning of the catalysis kinetic region (about 200°C). After this pulse, the element cools down to ambient temperature. Heating voltages for the stages are 3.3 V, 2.4 V, 0 V and 1.6 V respectively.

The measurement result is the difference between sensor voltages at two different temperatures (measurement points in the diagram).

The gas sensor measuring circuit for the multistage pulse method is presented in Fig. 6. The circuit is controlled by the microcontroller and consists of a sensor R5, a MOSFET key VT1 which controls heating, two range switching MOSFET keys VT2 and VT3 which scale up output signal based on sensor resistance, and an output low pass filter R7-C1 which is connected to microcontroller’s inbuilt ADC.

Different voltage levels of the multistage heating pulse are generated by applying pulse-width modulated signal to the heating key. As it was shown in [14] PWM heating allows to significantly decrease sensor power consumption and therefore use a catalytic gas sensor in battery powered autonomous devices.

Range switching keys maintain the scale of circuit output signal inside the input range of ADC converter. Two ranges are used since two measurements per cycle are performed.

To match safety standards [15], [16] the measuring pulses are performed once per 20 seconds. Between pulses to spare the power the node is switched to sleep mode.

Table I. Reliable service area versus transceiver output power.

<table>
<thead>
<tr>
<th>Output power, dBm</th>
<th>Distance, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>-43</td>
<td>0.4</td>
</tr>
<tr>
<td>-26</td>
<td>3</td>
</tr>
<tr>
<td>-20</td>
<td>5</td>
</tr>
<tr>
<td>-17</td>
<td>7</td>
</tr>
<tr>
<td>-14</td>
<td>10</td>
</tr>
</tbody>
</table>
The node is configured to activate alarm based on two threshold values of methane concentration which are 0.5 and 1 % vol. If the concentration is less than first threshold, there is no relation from the node. If the concentration is going higher than 0.5 % vol. methane, the node provides the light and short sound alarm. When the concentration is more than 1 % vol. the sound alarm becomes longer. In both cases the alarm signal is also sent over the wireless network to the data sink node.

IV. DATA TRANSMISSION AND PRESENCE DETECTION

Data transmission is performed by using the transceiver module Telegesis ETRX3. The module is IEEE 802.15.4/Zigbee compatible. The communication with module is performed by UART interface using AT-style command set.

To communicate by wireless network the node should join it before. After it is joined, it has parent node where the data will be sent to later routing. If the connection with parent node is lost, the node should rejoin the network to be able to send any messages.

The transmission distance depends on the signal power. The transceiver module is able to change its output power. Therefore, the signal transmission distance can be regulated. This feature is used to implement the node presence detection.

Since the node is connected to the network its presence is already detected by parent node. If the connection is lost the node is trying to rejoin the network every work cycle which is 20 seconds. Attempts are continued till the node is joined the network and at that moment the presence will be detected by new parent node.

The detection radius is based on the transmission power of the node. Reliable service distances versus transceiver output power are shown in Table I. The service area is considered as
reliable if the RSSI value is more than -70 dBm which corresponds to zero data loss ratio (Fig. 7). In this work, for more precise detection, the transceiver output power is reduced to -26 dBm.

At the same time, when the node is going to alarm state it’s necessary to ensure that the message have the best chances to be delivered. Relative signal strength versus transmission distance and related data loss ratio are presented in Fig. 7. The transceiver output power in that case is +8 dBm. As it’s shown in the figure the reliable service area of the transceiver is 100 meters since in this distance there are no data losses. At this distance the RSSI value is -70 dBm.

Therefore, during alarm data transmission the output power of the transceiver is setted to +8 dBm which is the maximum output power of the transceiver in its boost mode.

V. POWER CONSUMPTION

As it was said before, the work cycle of the node is 20 seconds. During the cycle the node goes through following stages: the multistage measurement pulse, the data transmission and presence detection and the power saving mode.

The power consumption of the node during the multistage pulse is presented in Fig. 8.

As it’s shown in the figure the power consumption value during first stage of the multistage pulse is 320-280 mW. For second stage the value is 170-150 mW. And during fourth stage it’s less than 80 mW. The average power consumption for whole multistage pulse is 77 mW and it’s legth is about 0.6 s.

The multistage pulse is followed by data transmission to assure that the wireless connection is established in common situation or to deliver data during alarm mode. The average power consumption in this stage is about 125 mW for alarm mode (when transceiver output power is +8 dBm) and about 70 mW otherwise. The node power consumption during data transmission is shown in Fig. 9.

The data transmission takes no more than 0.5 s. But if the wireless connection isn’t established it takes about 1s to rejoin the network. The node power consumption during joining the network is presented in Fig. 10. The average power consumption of the node in this mode is about 70.5 mW.

Since the cycle length is 20 s, the average power consumption for whole cycle is about 8.56 mW in worst case of an alarm situation while the connection to the network was lost. And the average power consumptions is about 2.66 mW in general situation when the connection is established.

Providing 900 mWh power supply the autonomous lifetime of the node will be about 105 hours in worst case and about 338 hours in general situation. Assuming that a work day has 8 hours, that’s more than 13 work days long autonomous lifetime. Therefore, the average power consumption of the node is low enough for more than two weeks autonomous lifetime.

VI. CONCLUSION

In this work the uniform inbuilt wireless sensor node for working conditions monitoring is presented. The node consists of the sensor module (with the catalytic methane sensor, the temperature sensor and the MCU), the ZigBee transceiver, the light indicator and the buzzer. All these pieces are low power, light-weighted and built in to the clothes. The node is able to signalize about employee presence in relation to working facilities, and to monitor the atmosphere for temperature and combustible gases concentration. Due to the average power consumption optimization, the autonomous lifetime of the node is more than two weeks. The reliable service area of data transmission is 100 meters.
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Abstract—In practical applications, we often encounter problems controlling weakly damped resonant systems. These are devices which often include inertia masses and flexible connecting elements. These devices are mainly gantry cranes, mechatronic systems, elevators, filling lines for the food industry and many others. One approach to improving the transition process in the control of these weakly damped systems is a method of shaping control signals. This method starts to be used in the control of systems with flexible elements in the 90s of the twentieth century. Over the next twenty years, we meet with successful applications, especially in the control of positioning systems. When we are talking about the theoretical description of input shaping today, we meet mainly with two basic approaches. The first is based on the selection of a proper sequence of pulses in the time domain. The second is based on the design of such discrete shaper, which compensates the effect of the complex poles of the system. The rate of suppression of residual vibrations can be expressed as a function of the angular velocity ω and the proportional damping factor b of the system as:

\[ V(\omega, b) = e^{-b\omega t_n} \sqrt{(C(\omega, b))^2 + (S(\omega, b))^2}, \]

while:

\[ C(\omega, b) = \sum_{i=1}^{n} A_i \cdot e^{b\omega t_i} \cdot \cos(\omega \cdot t_i \sqrt{1-b^2}), \]
\[ S(\omega, b) = \sum_{i=1}^{n} A_i \cdot e^{b\omega t_i} \cdot \sin(\omega \cdot t_i \sqrt{1-b^2}), \]

where \( A_i \) is the amplitude, \( t_i \) is the time of occurrence of the \( i \)th pulse and \( n \) is the number of input shapers pulses. Ideally, with complete suppression of the vibrations, the relation (2) has to be equal to zero for its own circular speed and relative system damping. It is obvious that for \( \omega = \omega_0 \) is given:

\[ C(\omega_0) = 0, S(\omega_0) = 0, \]

If the shaped output is to have the same final value as the unshaped (normalized shaper), then it is given that the sum of the amplitudes of all pulses has to be equal to one:

\[ \sum_{i=1}^{n} A_i = 1. \]

Note that if the pulse amplitudes \( A_i \) are not limited, then in terms of minimizing the total time of transition \( t_n \), it will acquire an infinitely large value. When practical solutions, we most often encounter with two restrictive conditions:
3) The pulse amplitudes can take values from the range of 
±A_{max}.

4) The pulse amplitudes can take only non-negative values 
A_i \geq 0.

It is obvious that if amplitudes of all the pulses are non-
negative, then respecting conditions (5), it must belong to the 
interval 0 \leq A_i \leq 1. With respect to those limitations, by 
solving the equations (2) we get for min(t_n) the solution 
describing positive ZV shaper whose design is often stated 
in matrix form [3], [5], [6], [7]:

\[
\begin{bmatrix}
A_i \\
t_i
\end{bmatrix} = \begin{bmatrix}
\frac{1}{1+K^2} & \frac{K}{1+K^2} \\
0 & 0.5 \cdot T_D
\end{bmatrix},
\]

where:

\[
T_D = \frac{2 \cdot \pi \cdot T}{\sqrt{1-b^2}}, K = \frac{-b}{\sqrt{1-b^2}}.
\]

ZV shaper (zero-vibration) (6) may be described in the time 
domain by a relation:

\[
y(t) = A_1 \cdot \delta(t) + A_2 \cdot \delta(t - t_2).
\]

ZV shaper described, however, is quite sensitive to changes 
in the parameters of the controlled system, in particular, to the 
changes in its own circular speed. For this reason, more robust 
input shapers have been developed. The most famous is ZVD 
(zero vibration derivate) shaper. In deriving the ZVD shaper, it 
is assumed that the derivative of the function V(\omega, b) is equal 
to zero.

\[
\begin{bmatrix}
A_i \\
t_i
\end{bmatrix} = \begin{bmatrix}
\frac{1}{(1+K)^2} & \frac{2K}{(1+K)^2} \\
0 & 0.5 \cdot T_D
\end{bmatrix}
\]

From (9) it is clear that the increase of robustness is 
penalized by the increase of the transition time. Transition 
time rose from 0.5 \cdot T_D to T_D.

III. PROPOSAL OF DISCRETE INPUT SHAPER

The problem of suppression of residual vibrations in the 
control of weakly damped systems can be successfully re-
solved with the appropriate design of discrete systems (cor-
rection elements) regulating the spectrum of the control signal 
to suppress residual vibration of the system. It is clear that the 
task can be solved by the appropriate placing the zeros of the 
z-transfer function characteristic element to the z-plane points 
corresponding to the field effect system. As the controlled 
system is characterized by a continuous transfer function, it is 
necessary to find a suitable transformation of the continuous 
system to a discrete equivalent. The discrete shaper will then 
be the inverse of the discrete equivalent of the continuous 
system. If the designed shaper compensates only selected 
complex transfer poles, then it is sufficient to place zeroes to 
the appropriate poles of the shaper. To find the discrete 
equivalent of the continuous system \( F(s) \) defined by poles 
which cause oscillation of the system, it is suitable to use the 
transform between s and z plane by using the relation:

\[
z = e^{sT},
\]

where \( T_v \) is the sampling period.

Recall that we want to compensate only complex poles, 
therefore we consider the transfer in the form:

\[
F(s) = \frac{1}{\prod_{i=1}^{N} \left(T_i^2 s^2 + 2b_i T_i s + 1\right)},
\]

where \( N \) represents the number of pairs of complex conjugate 
poles to be compensated, \( T_i \) stands for the time constant 
and \( b_i \) is the damping coefficient of the ith subsystem. 
The poles of the system with transfer (11) are:

\[
p_{i,1,2} = -\frac{b_i}{T_i} \pm j \frac{\sqrt{1-b^2}}{T_i}, i = 1, 2, 3, ..., N
\]

In applying the transformation equation (10), for the poles 
of discrete equivalent of continuous system (11) will apply:

\[
p_{di,1,2} = r_i e^{\pm j \phi_i} = e^{-\frac{\pi b_i}{T} e^{\pm j \frac{\sqrt{1-b^2}}{T i}}, i = 1, 2, ..., N}
\]

To compensate for the effect of selected poles of the 
continuous system, the discrete shaper has to contain zeroes 
in such points in the z-plane that correspond to poles of the 
discrete equivalent (\( p_{i,1,2} \)) (Fig. 2).

If we place the zeroes of the shapers z-transfer function into 
the points corresponding to the position of poles, then transfer 
function shaper will be in the form:

\[
F(z) = \prod_{i=1}^{N} (z - z_{i1})(z - z_{i2}),
\]

alternatively, when considering a 2N-multiple pole at the 
origin of the plane:

\[
F(z) = \prod_{i=1}^{N} C_i(1 - z_{i1} z^{-1})(1 - z_{i2} z^{-1}),
\]

\[
F(z) = \prod_{i=1}^{N} C_i(a_{i2} z^{-2} + a_{i1} z^{-1} + a_{i0}),
\]

where

![Fig. 2. Poles representation in the s-plane and z-plane](image-url)
\[ C_i = \prod_{i=1}^{N} \frac{1}{a_{i0} + a_{i1} + a_{i2}}, \]
\[ a_{i0} = 1, a_{i1} = -(z_1 + z_2), a_{i2} = z_1 \cdot z_2, \quad (16) \]
alternatively:
\[ a_{i0} = 1, a_{i1} = -2r_i \cos(\phi), a_{i2} = r_i^2, \]
\[ r_i = e^{-\frac{T_i}{T_v}}, \quad \phi_i = \frac{T_i \sqrt{1 - \frac{b_i^2}{v_{bi}^2}}}{v_{bi}}. \quad (17) \]

When defining the gain \( C_i \), we assume that consistently with the continuous system transfer (11) is the shaper normalized (shaper gain is equal to one). From (13) it is clear that the position of poles of the discrete equivalent of the continuous system \( p_{d1,2} \) can be changed in the \( z \)-plane by selecting the sampling period \( T_v \). This is illustrated in figure 3.

The curves on the right side of figure 3 illustrate a possible \( p_{d1,2} \) pole location of the discrete equivalent of a continuous system, depending on the selection of sampling period \( T_v \). The left side of figure 3 shows the poles of the original continuous oscillating system with the transfer function (1). It is clear that the value \( T_v \) can be theoretically chosen in the range of \( 0 \) to \( \infty \). Recall that the settling time of system output is proportional to the sampling period \( T_v \). It follows that if we focus on achieving good system dynamics shaper-system, we are trying to make \( T_v \) minimal during the design of the shaper. Obviously, the choice of \( T_v \) minimum value is related to the energy options of the actuator and the constraints of system input. More specifically, the input shaper synthesis and the problem of choice of sampling frequency was discussed in the paper [10].

IV. THE PROBLEM OF OSCILLATING SUBSYSTEM IDENTIFICATION

As already indicated, the basic assumption of the successful suppression of residual vibrations of a transition process by input shaper is the knowledge of the controlled oscillating subsystem parameters. Due to the rapid adaptation, it is advisable to devote to the identification of only that part of the system, which causes vibration. The proposed solution is illustrated in figure 4. This example does not discuss the identification of the drive of subsystem \( M \), but only analyze the dependence of the pivot position \( x(t) \) and the load position \( y(t) \).

In order to verify the proposed comprehensive solutions, wireless acceleration sensors have been developed in our department. The sensors were used to measure the displacement \( x(t) \) and the load movement \( y(t) \). Based on the input to the oscillating system section \( x(t) \) and the corresponding output \( y(t) \), parameters \( T \) and \( b \) of the oscillating section were identified with the transfer function:
\[ F(s) = \frac{1}{T^2s^2 + 2bs + 1} \quad (18) \]

V. CASE STUDY

In general, it is common to face to the problem of identification in control applications. In order to be able to appropriately modify the control signal and thus the system response to this signal, it is important to know the transfer function of the system. For this purpose, the modules providing collection and data transfer were designed.

A. Description of used nodes

When designing the node, microcontroller ATmega168 was chosen as an element controlling the data collection and transfer. Considering that the system frequency and damping have to be known in the identification, we decided to retrieve data through LSM303DLHC module that includes a 3D digital linear acceleration sensor and a 3D digital magnetic sensor. Data obtained from the accelerometer is sent via I2C serial bus interface to the microcontroller. The microcontroller uses a timer/counter for timing each data collection process, and it ensures equidistance sampling \( (fs = 400\,Hz) \). The output of the accelerometer is represented by three 16-bit words, where each represents one of the axes \( x \), \( y \), and \( z \). Gathered data is further sent through the wireless module RFM70. The proprietary module operates at a 2.4GHz frequency, and can be configured as a transmitter and as a receiver. Communication with RFM70 is ensured via the SPI interface. The data from the nodes is sent at each subsequent reading of the accelerometer, which means that we have a real-time data.

In order to get the data to the PC for processing, the node consisting of a microcontroller ATmega8 was proposed. Its role is to ensure the data reception from two transmitters via wireless module RFM70 and subsequently to send the data to
the PC via the UART interface. Here the data is visualized and further processed.

**B. The measured results**

Data obtained from the 3D accelerometers is sent via the RS232 interface to the PC where it is rendered over Matlab environment in the graph in real-time. In addition to displaying operation, the received data is recorded to the file, which forms the basis for further processing. Considering the change of the sensor position is not recorded only in one accelerometer axis, the data measured at the same time is summed. The data obtained through sensors WS1 and WS2 is represented in figure 5.

**C. System identification**

In order to identify the system, it is important to describe the output signal. As can be seen in figure 5, the output signal has damped oscillatory character after excitation (Fig. 6) [11]. As the input signal, the output signal is stabilized at the original level.

From the data obtained, it is approximated (determined) the system equation. After the system excitation, we get the local minimum $K - y_2$ and the local maximum $y_1 - K$. These values are in equation 19 represented as $x_1$ and $x_2$.

\[
b = \ln\left(\frac{x_1}{x_2}\right) - \frac{2}{T}, \tag{19}\]

where $b$ represents the damping of the system output. Period $T$, and thus the natural frequency of the system is defined by a difference between the times when there was a local minimum $t_2$ and the local maximum $t_1$. Substituting the obtained parameters in equation 18, we get the system step response (Eq. 20).

\[
F(s) = \frac{1}{0.98^2s^2 + 2 \cdot 0.1702 \cdot 0.98s + 1}, \tag{20}\]

**VI. CONCLUSION**

In this paper, conventional methods of input shaping techniques were reviewed. To propose suitable input shaper the controlled system should be identified. For this reason, nodes providing data from the accelerometer and wireless communication were constructed. These devices are small so they can be used also in other applications (e. g. to identify weaknesses of construction proposal and getting its mathematical model).

As the results show, the identification of second order system is not computationally demanding but captured data suffer from unwanted noise. To improve the process of identification data gathered from the accelerometer should be appropriately filtered.

There is a need to propose new nodes involving the gyroscope coming to the fore. This fact will result in the future work that will be focused on data fusion, particularly combining data from accelerometer and gyroscope.
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Abstract—In this paper, we propose voltage converter with high efficiency over wide input voltage. This converter is suitable for the solar panel for WSN applications where the only power source is a solar cell that outputs highly variable voltage. The aim is to achieve this by using multiple converter topologies in parallel. Use of such converter has a meaning in renewable resources that in the long term operation significantly change their output voltage. The efficiency of particular topologies is estimated in simplified loss model, which is later experimentally tested.

I. INTRODUCTION

EFFICIENT ENERGY production from alternative sources is one of the main problems that must be solved to make the use of solar or wind power came to the fore. The greatest weakness of renewable energy sources is their fluctuating power availability [1]. Existing power converters are tuned for operation at peak power of the particular source. The task of this paper is to design a converter that can efficiently take power from renewable source even while their energy potential is lower. To do this we need to examine the efficiency of commonly used topologies to determine their suitable operating point. This would allow creating control unit able to operate multiple topologies in parallel while maintaining better total efficiency than single topology converter.

II. THE MODEL OF TOPOLOGIES

There are multiple topology designs for DC-to-DC converters. This paper will consider topologies with potentially lowest power loss, disregarding their other properties (output noise, transient response, etc.). Favorable candidates are elementary step-up and step-down converters (Fig. 1 and 2). They contain least components and offer relatively high efficiency while $V_{\text{in}}/V_{\text{out}}$ ratio is close to one [2]. Harvestable power sources, however, offer a wide range of operating voltage. In such cases, other topologies may be preferable. Effective conversion with high $V_{\text{in}}/V_{\text{out}}$ difference is a convenient property of transformers. Integrating transformer into mentioned topologies will result in fly-back transformer converter (Fig. 3) [3].

Our application for sensor nodes assumes solar cell as a power source. This means an available voltage will heavily fluctuate from low during dawn and dusk to high during midday. To find out which topology is most effective for given input voltage we need a model of losses for each of them. Simplified loss model of buck and boost converters can be described as shown in equation 1. Loss of the two topologies differentiate by RMS current calculation of particular branches. Table I contains the list of squared currents with their respective duty cycle $D$, where $I_{\text{RMS,L}}$, $I_{\text{RMS,Q2}}$ and $I_{\text{RMS,Q1}}$ represent effective current through inductor and transistors respectively [4].
TABLE I

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-channel MOSFET</td>
<td>TN0604N3</td>
</tr>
<tr>
<td>P-channel MOSFET</td>
<td>LP0701N3</td>
</tr>
<tr>
<td>Inductor</td>
<td>L = 203uH, R = 5.35 OHM</td>
</tr>
<tr>
<td>Diode</td>
<td>IN5817</td>
</tr>
<tr>
<td>Transformer</td>
<td>Rs = 33.6 OHM, Ls = 5.116mH, Turn ratio 1:20</td>
</tr>
</tbody>
</table>

III. DESIGN OF MULTI-TOPOLOGY CONVERTER

Utilizing optimal operating point given by particular topology can be achieved by power management system with multiple parallel topologies and suitable control algorithm. The parallel conjunction of buck and boost topologies require some modifications [8]. Main reason is body diode of switching transistors. In the case of boost topology (Fig. 2), body diode chosen lowest operating frequency that allows continuous conduction mode of operation. Transistors will, therefore, operate at 100kHz. Figure 4 shows the efficiency of step-up topologies relative to the input voltage. The simulation shows ranges of input voltage where respective topologies achieve better efficiency than the others.

A. Optimal operating point

Next step is to fill described models with parameters of real-world equipment measured at switching frequency (Tab. II). We have chosen components that will later be used for testing. However, these components are by no means ideal for the power converter, which will be reflected in converter’s efficiency [7]. We will simulate load at 3.3V drawing 10mA constant current. To minimize unaccounted parasitic losses, we have
of Q2 restricts the use of input voltage to value lower than the output voltage. If this restriction is not respected, body diode will conduct current making it impossible to maintain regulation on the output voltage. The similar limitation can also be observed on buck topology when the output voltage is greater than the input. This raises a need to add an extra transistor, which would be controlled to restrict current in cases where body diode is conductive. The more convenient solution is to add not one, but two transistors resulting a buck-boost topology where input and output voltages are separated by two transistors (Fig. 5). This modification will increase overall power loss due to extra resistance of constantly opened transistor - $R_{DS(ON)}$ of P-channel transistor.

This way, the properly designed control algorithm can step-up or step-down input voltage regardless of $V_{in}/V_{out}$ ratio. Control signals needed for operation are described in Tab. III.

Choice of topologies and their total number depends on the used power source. For WSN node with a low power solar cell, we have chosen one fly-back and one buck-boost topology. For more power demanding appliances and sources it may be beneficial to have multiple buck-boost topologies due to the decrease of conductive losses [9]. Schematic of resulting converter for a solar cell is shown in figure 6.

IV. EXPERIMENTAL TESTING OF THE MODEL

Verification of loss model will be performed on designed converter in boost operating mode. The converter will be tested for efficiency at the constant output voltage and current with a variable input voltage. Measured results are compared with loss model in Tab. IV.

Measurement confirms modeled data within an acceptable margin of error. As model estimated, this converter performs poorly while there is large difference between the input and the output voltage. This is due to high conduction losses that contribute about 90% of the total loss. Main reason is properties of used testing components. Better overall efficiency can be achieved by balancing conduction losses with switching losses (i.e. using transistors with lower drain-source resistance at cost of higher gate charge).

This paper, however, shows relative efficiency between two voltage increasing topologies. The efficiency of both, boost and fly-back topologies can be improved with technologically advanced components. The elementary shape of their efficiency to input voltage function should, however, remain similar, which is given by topology operation. With boost topology, a high difference between input and output affects duty cycle. High duty cycle means a long time to charge inductor and a short time to discharge it. This creates high current peaks and therefore a significant loss. The fly-back converter may use transformer ratio to cope with high voltage difference and keep duty cycle in balance. This can also be seen from the computation of their respective duty cycle (Eq. 3 and 4).

V. CONCLUSION

We have evaluated voltage converter which utilizes multiple parallel topologies. Modeled data shows convenience of parallel operation of different topologies. As a result, fly-back and boost topologies are well suited for complementary operation where fly-back will be active at the lower input voltage and boost at higher. We also develop control algorithm selecting best available topology for devices with low computational power.
Implementation of modeled data into converter control may have a form of the lookup table where the device would measure all relevant parameters (input and output voltage, output current and current passing each active topology) and decide which topology (or their combination) to use. Experimental measurement confirmed our expectations about the efficiency of single topology derived from the model. To perfect efficiency for wider operating conditions, more topologies need to be examined.
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Abstract—Process models can specify various aspects of business processes. In this paper, we present an overview of the existing solutions for describing time aspects of such models. We focus on Business Process Model and Notation and provide examples of representing time patterns in this notation. As temporal issues can be specified using temporal logics, we provide a short overview of selected temporal logics which can be used to specify the time patterns in business process models.

Index Terms—BPMN, Business Processes, Temporal Logics, Temporal Issues, Time Patterns

I. INTRODUCTION

BUSINESS Process Management (BPM) [1] is a modern approach to improving organization’s workflow, which focuses on reengineering of processes to obtain optimization of procedures, increase efficiency and effectiveness by constant process improvement.

The key aspect of BPM is a Business Process (BP). A BP is usually described as a collection of related activities which transform different kinds of clearly specified inputs to produce a customer value, mainly considered as products or services and organizational goals, as output [2]. Such a process can be represented as a BP model [3]. However, there can be many representation methods for modeling processes. We give an overview of the existing representation methods for business processes, such as Petri nets, EPC, IDEF3, UML AD, YAWL and BPMN diagrams.

As temporal logics can have various applications related to knowledge management [4]–[6] and business process models [7], it is important to consider process representation from the perspective of time issues. Thus, we analyze the presented process representations in terms of time-related elements. The main focus is on the BPMN notation and time issues in this notation. We present how to represent the Allen’s algebra relations using BPMN notation. As it was proven empirically in [8], representing relations using the 2D models is efficient in terms of understanding temporal aspects of time intervals.

Moreover, based on the existing time patterns from the literature, we describe how they can be used in BPMN as well as we provide a short overview of temporal logics which can support these time patterns.

The rest of this paper is organized as follows: Section II presents an overview of process modeling notations with with an emphasis on time or temporal aspects. The most popular BPMN representation is analyzed in details in this context in Section III. In Section IV, we give an overview of temporal logics which can be used to support time patterns for process models. The paper is summarized in Section V.

II. BUSINESS PROCESS REPRESENTATION

As process modeling is an essential part of BPM, in the following subsections, we present the most popular business process representations.

Although there are many process modeling languages, we focus here on the six visual and most successful ones: EPC, IDEF3, UML AD, Petri net, YAWL and BPMN. Processes in these languages consist of activities, which may be decomposed to subactivities. The order of activities defines the sequence of work. In the lower level, each activity transforms some inputs into outputs.

Table I presents a simple yet illustrative example of a car rental process [9] in the above mentioned notations. The process starts with a registering request, and then extra insurance can be added. When check-in is initiated, the customer can select a car; at the same time the driver’s license is checked and the customer’s credit card is charged. The process ends when the chosen car is supplied to the customer. This exemplary process contains only basic control flow elements, which can be represented in all of these languages. However, it is important to mention that the expressiveness of each of these languages is much higher than the required for this example.

A. Process Modeling Languages

1) Event-driven Process Chain (EPC): Event-Driven Process Chain (EPC) is a simple graphical modeling language for modeling processes introduced by August-Wilhelm Scheer [10]. The EPC models are directed graphs visualizing the control flow [11]. Each EPC consists of events, functions and connectors, starts with at least one event and ends with at least one event. In EPC, each event triggers a function that leads to a new event. The notation supports three types of connectors (AND, XOR, OR) which can be used to model splits and joins.

As events in EPC are rather passive elements which specify under what circumstances a process works or what is a result state of a process, such constructs are rather not suitable for time-related extensions.
### Table I

**An example of car rental process in various process modeling notations**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Event-driven Process Chain (EPC)</td>
<td><img src="#" alt="EPC Diagram" /></td>
</tr>
<tr>
<td>2) UML Activiti Diagram (UML AD)</td>
<td><img src="#" alt="UML AD Diagram" /></td>
</tr>
<tr>
<td>3) Integrated DEFinition Method 3 (IDEF3)</td>
<td><img src="#" alt="IDEF3 Diagram" /></td>
</tr>
<tr>
<td>4) Petri net</td>
<td><img src="#" alt="Petri net Diagram" /></td>
</tr>
<tr>
<td>5) Yet Another Workflow Language (YAWL)</td>
<td><img src="#" alt="YAWL Diagram" /></td>
</tr>
<tr>
<td>6) Business Process Model and Notation (BPMN)</td>
<td><img src="#" alt="BPMN Diagram" /></td>
</tr>
</tbody>
</table>
2) Integrated DEFinition Method 3 (IDEF3): Integrated Definition (IDEF) is a family of modeling languages that arose in the 1970s out of the U.S. Air Force in order to increase manufacturing productivity [12], [13]. The IDEF suite contains sixteen types of modeling languages in the field of systems and software engineering; however, the majority is still under development and only IDEF0-4 are commonly used in practice. IDEF3 is concerned with modeling the processes of a business or its systems [14], [15]. IDEF3 Process Flow diagram consists of such elements as Unit of Behavior (UOB) boxes, precedence links, junctions (AND, XOR, OR), referents, and notes. An IDEF3 process description organizes the network of relations between situations in a specified scenario from the process-centered perspective.

As in IDEF3, events are not modeled directly, there are no time events. However, IDEF3 specifies constraint precedence links which express simple temporal precedence relations between instances of one UOB and another UOB. They add constraints over and above the activation semantics of simple precedence and can indicate that an instance of the source UOB must be followed or preceded by an instance of the destination UOB [16].

3) UML Activiti Diagram (UML AD): The Unified Modeling Language (UML) [17] from the Object Management Group (OMG) constitutes a standardized notation for modeling software applications [18]. This multipurpose modeling language offers a variety of notations to capture different aspects of software [19], [20]. UML has become the dominant notation among software engineers and attempts to be a universal visual notation for software design. Activity diagram (AD) is a kind of the UML behavior diagrams for modeling dynamic aspects of the system, which focuses on the flow of activities involved in a single process and shows the dependencies among them. Although UML AD can be used for process modeling purposes, its complex nature makes it a barrier for non-technicians and it is not suitable for all aspects of this type of modelling. A simple process consists of a sequence of nodes modeled using control-flow and object-flow. The control-flow comprises two types of nodes: action nodes (activities to be performed or signals to be received/sent by the process) and control nodes, which model sequencing and parallel or alternative branching. The flow of data between nodes can be represented by associations of object nodes with activities.

In the case of UML AD, a time event trigger is supported (notated with a hour glass symbol). On the other hand, UML semantics do not dictate the amount of time between actions or events. However, additional timing constraint elements can be defined using customized stereotypes or specified in OCL (Object Constraint Language), especially as pre- and post-conditions for actions.

4) Petri net: Petri nets [21] offer a graphical notation for modeling processes that include choice, iteration, and concurrent execution. A classical Petri net is a directed graph composed of two types of nodes: places and transitions. An arc in the net may connect a place to a transition or vice versa, but no arc may connect two nodes of the same type. A transition can have a number of input and output places. As Petri nets have an exact mathematical definition of their execution semantics and a well-developed mathematical theory for process analysis, they are suitable for modeling, analysis and simulation of dynamic systems. As generally the execution of Petri nets is nondeterministic, they are well suited for modeling the concurrent behavior of distributed systems [22].

Although the original Petri nets do not model time issues explicitly, there are extensions, such as time Petri nets, which were used in analysis of concurrent systems where behavior was dependent on explicit values of time [23]. A detailed overview of the algorithms that allow for analysing time-dependent Petri nets can be found in the book [24].

5) Yet Another Workflow Language (YAWL): YAWL is a Petri Net based workflow language [25], [26]. Having formal semantics, it supports specification of the control flow and the data perspective of business processes. The language encompasses workflow patterns to guarantee language expressibility [27]. The YAWL language extends the class of workflow nets with multiple instances, OR-joins and cancelations. Workflow net (WF-net) [28] is a subset of Petri net used to model workflows. In a WF-net, there is a unique input place and a unique output place and every other place and transition are on a directed path from input to output place, and WF-nets introduce additional notations for joins and splits (AND and XOR). In the case of YAWL, in contrast to Petri nets and WF-nets, its syntax allows tasks to be directly connected, which helps compress the visual representation of a YAWL model.

Although in YAWL there are no separate time elements, any atomic task can be assigned a timer behaviour using a timer property. Such timer can be activated either when a task is enabled (i.e. is offered or allocated) or when it starts. What is more, there are also additional timer predicate expressions which can be used as flow predicates.

6) Business Process Model and Notation (BPMN): BPMN [29], adopted by the OMG group, is the most widely used notation for modeling BPs. The BPMN notation uses a set of models with predefined graphical elements to depict a process and how it is performed. Although the current BPMN 2.0 specification [29] defines three models to cover various aspects of Business Processes, in most cases, using only the Process Model is sufficient. Thus, in this paper we analyze the internal Business Process Model of BPMN, which can be compared to the previously presented approaches.

Table II presents an evaluative analysis of the described Business Process modeling languages (the summary prepared on the basis of [30]–[35]). The symbols in the tables have the following meaning: ◗ – not supported, ● – supported, ♦ – partially supported (not standardized or possible to present but not directly).

As one can see from the Table II, BPMN 2.0, a de facto industry standard for modeling processes, supports most of the listed elements. Thus, in the following sections we will focus on this notation and present time issues related to BPMN.
### III. TIME ISSUES IN BUSINESS PROCESS MODELS

#### A. Time Representation in BPMN

If it comes to the time-related issues in BPMN, some of them can be represented directly in the following way:

- **Timers** are supported as Timer start and Timer intermediate events (see Figure 1). For such an element, one of the following properties can be specified:
  - time date – specifies a fixed date when trigger will be fired,
  - time duration – specifies how long the timer should run before it is fired, or
  - time cycle – specifies repeating interval, which can be useful for starting process periodically, or for sending multiple reminders for overdue user task.

- Event-based Subprocess are subprocesses which are started by an event, such as a timer (see Figure 2).

- Timer boundary events allow for following additional or alternative control flow when the timer is fired. This can either interrupt or not the associated task or subprocess (see Figure 3).

- Event-based gateway with timers works like an exclusive gateway (XOR) as both involve one path in the flow (see Figure 4). In the case of an event-based gateway, however, it is evaluated which event has occurred, not which condition is being met.

Apart from the time issues which are basically supported by the existing BPMN elements, some issues can be modeled indirectly using more complex combination of elements. In Table III, we presented the classic Allen’s algebra relations [36] applied to BPMN models. On the left hand side there is a simple model with additional artefacts depicting time relations. On the right hand side, we present a refined model, compliant with the BPMN 2.0 specification [29] which should fulfil the presented relation (this can be also interpreted as a method of imposing some constraints related to Allen’s algebra relations). As there are many equivalences in BPMN [37], the presented models are not the only one that are possible. One can also noticed that in some cases, the model is quite complex and requires additional BPMN elements.

A survey of some time-related aspects of process models conducted by Cheikhrouhou et al. can be found in [40], [41]. Their survey focused on the existing approaches to specifying and verifying temporal aspects of processes, not focusing on processes represented using the BPMN notation, but rather temporal constraints specification methods.

#### B. Time Patterns in Process Models

The objective of time patterns is to facilitate the analysis and comparison of Process-Aware Information Systems (PAIS). Their classification and selection criteria were presented in [42] and further developed in [38]. In [43], a dedicated tool for PAIS management and support was demonstrated. Time constraints related to specific patterns can be met.
Table III

ALLEN’S RELATIONS IN BPMN: LEFT: STANDARD MODEL WITH TWO TASK (WITHOUT IMPOSED RESTRICTIONS),
RIGHT: REFINED MODEL FULFILLING THE RELATION

1) Relation "takes place before" (A < B, B > A)

2) Relation "meets" (A m B, B mi A)

3) Relation "overlaps with" (A o B, B oi A)

4) Relation "starts with" (A s B, B si A)

5) Relation "during" (A d B, B di A)

6) Relation "finishes" (A f B, B fi A)

7) Relation "is equal to" (A = B)
used in generating optimized plans for declarative process models [44], where a user determines the final purpose instead of an explicit task sequence. Another approach is to present temporal information along with resources using a modified Petri Net [45], where validity periods as well as maximal processing times are determined.

Thus, in [38], based on the representative set of business process models from different domains, 10 time patterns (divided to four categories) were identified and described:

I Duration and Time Lags
- TP1 Time Lags between two Activities
- TP2 Durations
- TP3 Time Lags between Arbitrary Events

II Restricting Execution Times
- TP4 Fixed Date Elements
- TP5 Schedule Restricted Elements
- TP6 Time-based Restrictions
- TP7 Validity Period

III Variability
- TP8 Time-dependent variability

IV Recurrent Process Elements
- TP9 Cyclic Elements
- TP10 Periodicity

Each of these patterns can be used in various forms and applied to different elements (design choices). Thus, some of such choices of the patterns TP 1-4, 8 and 9 are supported by BPMN constructs as well:

- TP1 – supported by timers or combination of signals, as in diagrams in Table III,
- TP2 – supported by boundary timer events, as in Figure 3,
- TP3 – supported by timer intermediate event, as presented in Figure 1,
- TP4 – supported by timer start event, as in Figure 1 and 2,
- TP8 – supported by event-based gateway with timers, as in Figure 4.

- TP9 – supported either by a loop modeled using control flow with a timer intermediate event or by multi instance loop task or subprocess.

C. Analysis and Verification of Time Related Process Models

An important issue in process modeling is verification process models [46]–[48]. Among the existing papers concerning time issues in business processes, there are also papers related to analysis and verification of process and workflow models. There are several methods that can be used for validation of time constrained processes [49]–[56]. One of the existing methods concerns dynamic detection of temporal violations and providing possible solutions to a specific problem [49]. An analysis of time compatibility of web services with respect to time constraints, correlated with data and caused by message interaction between services, was conducted in [51]. As an extension to this solution a technique of analyzing and validating a set of processes was presented in [52]. It includes checking if a process choreography fulfills the declared time requirements and is based on Business Process Execution Language models which are then interpreted in the Fiacre formal verification language. Another method used to verify temporal constraints is based on new formal language, XTUS-Automata, which can be used to specify both relative and absolute time properties and also include deadlock verification [53]. This solution use temporal specification patterns, which are provided for different types of properties. In [54], a solution where an extended BPMN model is mapped onto timed automata and then verified using UPPAAL model checker is proposed. Temporal requirements
represented by deadline constraints within inter-organizational workflows, where certain private processes remain unexposed for other users, can be verified using modified Petri Nets [55]. Another approach is based on building a semantic model of a business process, including the occurring delays, and its verification using CSP process algebra [56]. Table IV presents a summary of selected process validation techniques.

### IV. TEMPORAL LOGICS FOR TIME PATTERNS IN PROCESS MODELS

Based on the presented time patterns [38], we analyzed selected temporal logics [57], [58] in order to assess their suitability to represent these patterns.

#### A. Linear Temporal Logic

Linear Temporal Logic (LTL) [59] is a temporal logic system for representing of time linearity. Its language is obtained from standard propositional language (with the Boolean constant $T$) by adding temporal-modal operators such as: always in a past (H), always in a future (G), eventually in the past (P), eventually in the future (F), next and until (U) and since (S) – co-definable with "until".

#### B. Computation Tree Logic

LTL is traditionally interpreted in models based on the point-wise time-flow frames $F = \langle T, < \rangle$, so in a point-wise semantics. If we also admit two additional quantifiers: $A$ (‘along all paths’) and $E$ (read: ‘there exists at least one path such that’), we obtain a new system – commonly called Computation Tree Logic (CTL) [59] as a branching-time logic.

The construction way of these systems demonstrates that these systems are rather suitable for describing situations, somehow, temporally ‘open’ in a past or in a future.

#### C. Halpern-Shoham logic

The logic of Halpern-Shoham (HS) – introduced in [60] forms a multi-modal system suitable to represent the 13 well-known Allen’s relations between intervals [36], and constitutes a concurrent approach to temporal reasoning w. r. t. the Computational Tree Logic (CTL) or the Linear Temporal Logic LTL – the more traditional and pointwise approaches. More, precisely, HS forms a modal representation of temporal relations: after (or meets, later), begins (or start), during, end and overlap and they are rendered in HS by corresponding modal operators: $\langle A \rangle$ for after, $\langle B \rangle$ for begins, $\langle D \rangle$ during, etc. The full syntax of HS-entities $\phi$ is defined by:

$$\phi := p | \neg \phi | \phi \land \phi | \langle X \rangle | \langle \overline{X} \rangle,$$

(1)

where $p$ is a propositional variable and $\langle X \rangle$ denotes a modal operator for the inverse relation. Such logic is more suitable for representing some temporally ‘closed’ events, actions and processes, their mutual temporal relations or time lags.

Table V presents the overview of these logics in terms of time pattern representation for process models.

### V. SUMMARY

Process models can specify various aspects of business processes, among them the temporal ones. In this paper, we present the existing solutions for describing time aspects of process models. Although there are many notations for modeling processes, the main focus is on the BPMN notation. We provide several examples of representing time patterns in BPMN as well as discuss temporal issues with temporal logics for such specifications. Thus, the original contribution of this paper is threefold – we present:

1) the overview of business process modeling notations focusing on time-related elements,
2) the process models in BPMN notation which fulfil the Allen’s relations,
3) the assessment of temporal logics in terms of using them for representing time patterns in process models.

The research presented in this paper is a proposal for further studies related to time issues in BPMN process models. Our future work will focus on practical assessment of process models with the time related logic specification and the possibility of validation and verification of such models [61] or compliance checking [62], especially with the existing tools which uses temporal knowledge [63], [64]. One of the possible directions is related to integration of timed process models with timed rules models for complex reasoning on context data [65], [66]. Important issue is also practical design of timed models of processes and rules [67]. As we focus on analysis of a single process model, additional research for analyzing process models of processes changing over time can be an important issue [68].
### Table V

**Suitability of Representing Time Patterns [38] Using Temporal Logics and Allen’s Algebra**

<table>
<thead>
<tr>
<th>Pattern Type/ Logic type</th>
<th>LTL/CTL</th>
<th>Allen’s algebra</th>
<th>Halpern-Shoham logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern 1 (Duration and Time Lags)</td>
<td>●-●</td>
<td>●-●</td>
<td>●-●</td>
</tr>
<tr>
<td>Pattern 2 (Duration)</td>
<td>●-●</td>
<td>●-●</td>
<td>●-●</td>
</tr>
<tr>
<td>Pattern 3 (Time Lags between arbitrary Events)</td>
<td>●-●</td>
<td>●-●</td>
<td>●-●</td>
</tr>
<tr>
<td>Pattern 4 (Fixed Data Element)</td>
<td>⌂</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Pattern 5 (Schedule Restricted Element)</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pattern 6 (Time Based Restrictions)</td>
<td>●-●</td>
<td>●-●</td>
<td>●-●</td>
</tr>
<tr>
<td>Pattern 7 (Validity Period)</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pattern 8 (Variability)</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pattern 9 (Cyclic Elements)</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pattern 10 (Periodicity)</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>
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Abstract—Creating new software or software-intensive systems is still a challenge and far removed from a traditional engineering domain. The increasing size of software deployed in typical systems and the emergence of very large highly distributed systems necessitates additional techniques to assure the systems quality. Using the example of the German automatic toll system we briefly outline a simulation driven development approach: Using simulation models starting with the very early design stages to verify and validate the overall dynamic system behavior throughout the whole development process. In practice the approach depends particularly on the performance of the simulation model: Many simulation runs are necessary while exploring the solution space of a proposed change or while calibrating and optimizing parameters of the simulation models. Starting with an existing model of the German automatic toll system we look at two different possibilities for parallelization – parallelized optimization and the partial transformation of the simulation model to a parallelized implementation.

I. INTRODUCTION

MOST of the critical system design problems occur in the early design stages while specialists are specifying the system under a high degree of uncertainty. Many studies show that the probability of critical problems due to poor design decisions is very high in the specification phase [1]. The root cause is that either text-based or non-executable, model-based specifications are utilized: We build models of complex systems because we cannot comprehend any such system in its entirety [2]. Such specifications cannot be validated at the system level where the architecture and performance is determined as an emergent property.

The typical system development process will of course try to mitigate the consequences e.g. by shortening the step from the design to the deployment stage. But in distributed systems – “one in which the failure of a computer you didn’t even know existed can render your own computer unusable” [3] – the properties of the whole system emerge only when all subsystems are integrated into a complete system.

Hence we propose to accompany the system development process with an executable specification of the whole system: At any stage during the system development process we implement the current level of detail as a simulation model. In that way the specification becomes executable (i.e. has sufficient detail to be executable).

In this article we briefly touch upon the concept of simulation driven development (SDD) – the starting point of an investigation into the performance of simulation models. When the intention is to base the system development process on simulation models the simulation results should be valid and readily available at any time. At least for complex systems both aspects necessitate a high simulation performance.

In particular the article applies two different ways of parallelizing simulations: The trivial parallelization of a genetic algorithm is of use when the simulation model is used either to explore the solution space in search of an optimal configuration or when parameters need to be fitted to data observed in the real world, e.g. modeling the user interaction. The non-trivial parallelization concerns the simulation model itself where – depending on the specific application – parts might be run independently. Starting with a simple benchmark model we apply the parallelization to an existing simulation model of the German automatic toll system.

The article is split into three parts: The first section explains the concept of simulation driven development in more detail (see section II) whereas the second and third section cover the simulation performance as one prerequisite for basing the software development process on simulation models: Parameter optimization using a genetic algorithm and the partial parallelization of a simulation model (sections III and IV). All parts have the same use case in common (section III): Applying the approach in the context of the German automatic toll system – a large scale liability-critical distributed system and a typical example of an electronic tolling system based on global navigation satellite systems (GNSS) [4].

II. SIMULATION DRIVEN DEVELOPMENT

SDD is characterized by applying modeling and simulation technologies during the whole product lifecycle: An executable model exists at any time encapsulating the current knowledge of the system. The benefit of SDD lies both in the early design stages (when most of the important design decisions are made) and the ability to verify and validate the system at any time through executable models.

A. Design approach

In general a system specification defines the functional and non-functional properties of a system in a formal, consistent, and self-contained manner to enable processing. Functional properties define the tasks of the system including information
processing in relation to data, operation and the systems behavior.

Non-functional properties are more difficult to pin down there is not even a consensus on the term and its use [5]. They are used to describe the circumstances necessary to render the required functionality, e.g. the performance requirements, quality properties and constraints. In a sense the non-functional requirements become either constraints (to the system development or the system operations) or emergent properties (in the worst case emerging only at the system level when the user interaction is taken into account). SDD allows modeling both the constraints and the whole system including the user interaction and feedback loops.

Unfortunately, the specification phase is far removed from the final acceptance testing and the transition to operations. Many process models exist to close the gap, either by introducing more tests and documentation along the way or by shortening the development cycle (e.g. shifting requirements to the next cycle). To illustrate the system engineering process we take the “V-model” [6], a highly adaptable meta-model commissioned by the German federal government. At the core of this model is the well-known waterfall model dating back to 1970 with the design and development phases placed on the left and the test phases on the right – forming the letter “V”. While it proceeds through the typical phases it differentiates the testing phase so that every design or development phase also sets up its own test phase.

Executable system specifications allow the validation, analysis, evaluation, and optimization of complex distributed systems even before the first line of source code is written – including dynamic interactions. Bottlenecks and resource shortages owing to dynamic coupling effects can be captured and resolved without running or implementing the real system. On a meta-level the executable model can include the system development process as well.

B. Applying SDD

In its current implementation we used SDD in the specification phase of two upcoming changes to the application-level protocols governing the interaction between the on-board-unit (OBU) and the central systems of the German automatic toll system in essence switching from an open-loop controller (the OBU decides in large parts independently if and when to connect to the central system) to a closed-loop controller (where the control resides at any time with the central system). The impact of SDD on the specification phase was twofold: Performing simulations of the whole integrated system at a scale of 1:1 allows predicting the system load for the chosen system architecture (and in combination with a cost model the estimation of operational costs) in effect operational risks become visible in the very first step of the system development process.

So far, researching the impact of architectural choices (or the systems parametrization) is a manual task: The simulation model needs to be altered (or at least re-configured) and the simulation run performed and analyzed. Using a fitness-function to grade the simulation results (e.g. the correlation with the real-world update rates observed for a fleet-wide update) is the first step to automate the design process: An additional optimization algorithm is able to change the parametrization or even the systems architecture automatically and to search for the overall optimal solution.

An intangible benefit of SDD in our example is the emphasis on the operational performance of any change already during the specification phase: Using the simulation model the consequences to the day-to-day performance is quantified and easily comparable to todays (or the intended future) performance.

III. SIMULATION MODEL OF THE GERMAN TOLL SYSTEM

In practice we introduced SDD to the system development process of Toll Collect GmbH (e.g. [7] and references therein) the operator of the German toll system for heavy goods vehicles (HGVs).

The automatic toll system consists of four major parts (figure 1): It uses OBUs to automatically collect the toll charges due. Most of the time the OBU is running independently and rarely connects to the central system via a mobile data network connection to upload the tolls collected and possibly download updates to its software, geo and tariff data. Using this architecture the reliability of the system depends heavily on the OBU’s hardware, software and operational data as well as the user interaction.

Figure 1. The simulation model of the German automatic toll system encompasses the the user interaction (left), the operators’ technical systems (center) and systems under the responsibility of partners (right).
In principle the system behavior could affect the user behavior (dotted line in figure 1): E.g. when the OBU signals ‘out-of-order’ the user could be tempted to quickly power-cycle the OBU. Particularly in the case of outages, e.g. when the central system cannot be reached by the OBU, the OBU will reach a point where it needs to signal the user a technical problem. It is therefore conceivable that the user behavior changes – either as intended by the system design (the user switches to the manual toll system, e.g. via internet booking) or by power cycling the OBU and thereby potentially triggering additional system load.

Looking at figure 1 it is interesting to note the first indications of a software-intensive system-of-systems: The system depends not only on the user interaction – it also includes partner systems that are operated independently (e.g. the mobile data network) and whose inner working is not accessible.

The model of the toll system depends on the external stimulus of the user interaction. With an emphasis on the fleet-wide propagation of updates we include only the temporal behavior: The points in time when an HGV is powered on (or off) and when a toll event is created.

Regarding the fleet-wide updates we use a genetic algorithm to adapt the simulation results to the data observed in the real-world system (for details and results see [8]). Parameter optimization requires the ability to compute a large number of results for different sets of parameters. In our case we used two sets of 16 probabilities (i.e. the probability for a given HGV of being active N out of 16 weeks, once for German HGVs and again for foreign HGVs). Even using a running at a scale of less than 1:1000 a single simulation run takes almost one minute to complete.

IV. PARALLEL DES MODELS

For many purposes scaling is the appropriate solution – yet close to the specification limit of a system or once processes become non-linear, scaling is no longer an option. Simulation performance becomes important.

A. Domain independent parallel DES models

Many approaches exist to parallelize existing serial mode simulation models [9]. In our case, the space-parallel domain decomposition accelerates a simulation run by executing parts of the model in parallel. This approach is applicable to any model and shows the greatest potential in offering scalable performance for complex models [10], [11].

An optimistic approach to parallelization is to execute components even if – at a later time – it becomes known, that the execution was unnecessary or violated a causality constraint (“time warp”, [12]). As long as excess computing power is available the consequence is only that causality errors need to be rolled back, i.e. each component has to be enhanced by an additional rollback block and from time to time rollbacks will occur. In a real-world application the expected speed-up is limited by those parts of a domain-specific simulation model that are intrinsically serial.

B. Domain specific parallel DES models

“Time warp” or optimistic parallelization has the advantage of being domain-independent – it is a feature offered by the simulation toolset as well as a programming paradigm. However, “artifical” rollback and commit steps need to be implemented and verified by additional testing. This effort could also be spent on an explicit, domain-specific parallelization of the simulation model itself.

In the example of the German automatic toll system (see figure 1) parallelism is inherent in many parts of the model (e.g. in the user behavior, the OBU fleet). Since most of the processing occurring in the simulation model is connected to the OBU fleet a sizable degree of parallelism could be achieved.

Simulation performance quickly becomes a bottleneck when the DES model is coupled to a real-world system, i.e. in a software-in-the-loop scenario. An example could be a server of the central system being subjected to the TCP/IP traffic generated by the OBU fleet.

Here the artificial concept of time – time is expressed in terms of events occurring and jumps immediately to the next event present in the “future event list” – needs to be coupled to the time passing in the real-world (system). Figure 2 depicts both concepts of time: In the real-world system time progresses continuously (indicated by the thick arrow from left to right) – aptly summarized as the wall-clock time. In contrast the DES tool considers time only in the presence of events: Each event generated in the simulation run carries a (future) time of execution and is accordingly put into the future vents list (FEL) for later processing. The current time in the DES model is therefore given by the pointer to the next event up for processing. Whenever multiple events occur at the same time a serial-mode simulation takes the events for processing from the future event list as if it were a queue. I. e. simultaneous events are processed sequentially while the clock is stopped.

When a real-world system is interfaced to the simulation model both possibilities break down: Even during times without events time passes at the same rate and sequential processing of simultaneous events will insert artificial delays, potentially disturbing the simulation results with two noteworthy consequences:

- Any speed-up of a DES simulation is negated once the real-world system is interfaced, the simulation will proceed (at most) at wall-clock time.
- The DES simulation model introduces artificial delays, when taking outgoing events from the FEL or inserting incoming events into the FEL – possibly to the degree of invalidating the simulation results by violating the ‘real-time’ constraint.

V. SUMMARY

As in the test-driven development (TDD) case, testing is not the aim of the SDD rather the “driven [...] focuses on how TDD leads analysis, design, and programming decisi” [13]. In that sense, SDD tries to put the design to
the ultimate test-case – the real-world operational context. The simulation model – an executable specification of the existing real-world system – is the starting point to focus any software development on the operational consequences. These consequences might be of a purely technical nature, e.g., the system architecture and performance, or include non-functional requirements and business or financial aspects. In particular these challenges dominate environments that are rich in legacy systems, where the on-going development is largely faced with integration issues. SDD addresses integration of systems as a cross-cutting concern by providing the software developer (or requirements engineer) with an executable copy of the real-world system.

A prerequisite for applying SDD is the performance of the simulation model. We summarized two areas where performance matters: Exploring the solution space needs many simulation runs, albeit possibly at a small scale. Interfacing a simulation model with a real-world system is the final challenge – mingling simulated discrete and continuous real time.
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Abstract— paper deals with the transition of companies to information systems operated using cloud computing services. The influence on the competitiveness of company and its organizational support is analysed. The developmental trends and their impact on company management are also described. The benefits and drawbacks from the transition to flexible ICT architecture are emphasized. Theoretical framework and literature support the fact that exploitation of cloud computing services is an inevitable component of the information strategy of European countries in the support of companies’ competitiveness. Based on the collected information and own experiences with using the cloud computing, the recommendations for the effective transition to the application of cloud computing services in a company are proposed.

I. INTRODUCTION

Managers keep looking for new means to improve management efficiency. Intensive use of modern IT technologies has become an essential part of the management process. Managers are aware of that and want to exploit the potential of new ICTs in the management of companies and their environment.

Thanks to today's modern communication technologies and social networks, each day we create huge amounts of data, both in the corporate environment and beyond. The impressive boom in information technology, which started in the late 1990s, brought about a rapid acceleration of our lifestyles as well as of the overall approach to entrepreneurship and its support by ICTs.

The current trends in ICT having an impact on the efficiency and the type of organizational structure include, in particular: the development of dynamic network services, increase in the performance and capacity of data centres, business through mobile technologies, increasing demands on IS security, processing increasing volumes of data and the development of Cloud Computing (CC). [1]

The economic crisis, development of new technologies and rapid globalization, the growth of the importance of access to relevant information and desire for mobility, act as catalysts for the global population.

II. TRANSITION TO THE USE OF ICT AS A SHARED SERVICE – CLOUD COMPUTING

Managers require a comprehensive information system containing the necessary functions, at different times and in the necessary scope. The aim is to ensure the necessary flexibility in management. This is made possible by Cloud Computing services. The CC services increase company flexibility and have a positive impact on its production and competitiveness.

CC has no uniform definition; each definition depends on the perspective of its author.

„A cloud is defined as the combination of the infrastructure of a data centre with the ability to provision hardware and software.‘‘, says Sosinsky. [2]

Gartner defines cloud computing as “a style of computing in which scalable and elastic IT-enabled capabilities are delivered as a service using Internet technologies”.

Another definition of CC from a different perspective says that “Cloud Computing is essentially a concept that allows you to access applications that are actually located elsewhere than on a local computer or device connected to the Internet, most commonly in a remote data centre.” [3]

In summary, CC is simply the “approach to the use of computer technology, which is based on providing shared computing resources and their use in the form of a service.”

The author of this paper relies on the definition of the US National Institute of Standards and Technology, which defines the CC as a “model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction.” [4]

III. DEFINITION OF THE PROBLEM

This article aims to identify possible pitfalls of the transition of the company IS to a flexible ICT architecture...
and operation of IS in the form of CC services and to draft procedures and recommendations to successfully manage this transition. Due to the long experience of the author with CC services, the paper discusses benefits and risks of operating the IS in the form of CC services. In the recommended transformation of the company IS into the CC, the author also draws on her personal experience.

Innovative, so far untested information and communication technologies can significantly improve the performance of a company IS on the one hand, but if incorrectly implemented, they can cause fatal damage in situations beyond the control of the company. [5]

IV. TRANSFORMATION OF A COMPANY’S INFORMATION SYSTEM INTO CLOUD COMPUTING

It needs gradually and conceptually change the overall IT architecture. The investment in building the concept of a flexible IT architecture have no direct financial return, but they lead to a significantly faster and cheaper integration of new components and implementation of changes.

- Demands on the suppliers of CC services:
  Today, managers emphasize the requirements for shortening the delivery times, budget reductions and complexity of mutually integrated systems. Customers also increasingly demand the mobility of solutions. Applications can run anywhere; therefore, their mutual integration should be defined by standard interfaces.
  There is an increased pressure on the use of innovative approaches, such as agile development, prototyping or extreme programming.
  Analyses of a new generation of ICT infrastructure. Analytical tools based on big data become critical and their real-time analysis then facilitates the development of applications for business intelligence and control of transmission networks. [6]
  Analytical tools based on big data and their real-time analysis then facilitate the development of applications for business intelligence and control of transmission networks.

The decisions on the transformation of part or the entire company IT to CC is part of the information strategy of a company or institution. The supplier cannot deal with the transition to CC without coordination with company managers, who are informed about the possibilities of current ICT in relation to the entire business strategy of the company, availability of human and financial resources, know-how, etc.

The decision to transform the entire company IT (or its part) to CC is part of the information strategy of a company or institution. The supplier cannot deal with the transition to CC without coordination with company managers. [7]

- Impacts on user companies and organizations:
  As a result of operating applications in CC, companies will reduce the number of technology-oriented specialists (there will be less need for programmers, administrators, and other professionals). However, the number of employees ensuring the links between business and ICT services is set to grow. Nevertheless, the total number of workers involved in the use of ICT in the company will not decrease, although their qualification structure will change. [8]
  Companies will need to develop key skills supporting the use of ICT – how to use ICTs to gain a competitive advantage, create new products or services, find new customers, speed up the company’s response to external events and reduce the costs of business processes. [9]

- In other words, how to support business processes by an appropriate selection of ICT services:
  - how to determine the content, volume, quality and price of ICT services,
  - how to design the overall architecture of ICT services,
  - how to find and implement the selection of the optimal supplier of ICT services,
  - how to systematically monitor the delivery of ICT services,
  - how to develop rules for the controlling of IT services and measure the impact of ICTs on the quality of company processes. [10]

This will require changes in skill required from managers. Managers who will understand how to use ICT to create a new product or service and how to get new customers will become indispensable members of senior management.

V. APPROACH TO CLOUD COMPUTING SERVICES IN EUROPE

Europe pays close attention to CC services because their use can significantly affect performance and competitiveness, particularly of small and medium-sized enterprises, which in many countries have a considerable impact on their economic stability.

A significant role played in these initiatives EuroCloud Europe. EuroCloud agrees that in a world Cloud Computing will become the main tool for collecting, processing, storing and selecting information and knowledge.

EuroCloud Europe is a cloud-based organization with its headquarters in Luxembourg. It builds strong relationships with local governments and the European Commission and supports the environment for the development and growth of cloud computing as a tool to support the growth of business and competitiveness. It sees cloud computing as one of the most important impulses for the creation of a knowledge
society in which physical resources are optimized and shared resources are universally accessible. Currently, members of EuroCloud include 22 European countries that are very different both in terms of the rate of utilisation and provision of cloud services and the willingness to participate in the observance of standards and legal and security conditions which are crucial for an effective Europe-wide application. The activities of individual members can be found on the EuroCloud Europe website. [11]

VI. HOW TO MAXIMIZE THE EFFECT OF SHARED SERVICES

This chapter provides a summary of the measures that should be implemented to support the strategy of transition to CC services in order to get the greatest possible benefit from its implementation.

Individual steps (phases) in the transition to the CC:

- The initial step when trying to maximize the effects of the transition to CC is the preparation of a schedule of a gradual conceptual transformation of the entire IT architecture. In terms of management, this document is a strategic document (see Chapter 4).
- It is followed by the specification of requirements which will be crucial in the choice of the supplier. Fundamental aspects include:
  - time of delivery,
  - amount of cost,
  - functionality,
  - performance of the information system,
  - complexity of the information system.
- In the third step, it is necessary to specify the progressivity rate of the IS. If the IS is to be progressive, the specification should also include demands on the rate of mobility and alternatives of the required access to its implementation. At this stage, it is also necessary to specify possible requirements for means allowing real-time analyses and the management of computer networks.

Managers must be trained in these steps so that they can propose how to use ICT to improve the course and management of business processes, thus promoting the development of their own business.

The possible focus of training:
- how to use ICT to gain a competitive advantage,
- create new products or services, find new customers,
- speed up the company’s response to external events,
- reduce the costs of business processes. [12]

- The next step is adapting the qualification structure of employees as needed. This is due to the increase in the demand for employees ensuring the link between business and ICT services.

Managers who have been trained and proved their worth among the members of senior management will then participate in all senior discussions on company strategy, changes in marketing and sales.

- Now, attention is paid to the financial aspects of the transition.
  It is necessary to:
  - prepare the budget in consideration of the changes in the cost structure — linearization of costs (elimination of the investment component),
  - prepare the employees for the measurement of consumption — gaining control over their work.

It needs to use of the scalability of shared services. [13]

Also:

Prepare the employees for the measurement of consumption — gain control over their work. The manager gets a good overview of what his/her employees are doing and how they are doing it.

- Thanks to fees for shared services, it is easy to get a detailed overview of the operating costs of individual agendas and identify these agendas.
- The final step is the preparation of a document on contractual relations with the service provider. It contains:
  - specific requirements
  - specific responsibilities to be delegated to the provider, under what conditions,
  - with what guarantees and also with what sanctions in case of non-compliance.

Likewise, agreements are to be prepared.

- The specification of the contractual relationship is to be focused on:
  - the provision of services
  - subject, functionality
  - objectives
  - expectations.

Service scaling:
- change of scope,
- quality,
- time of provision).

Ensuring connectivity:
- connectivity provider,
- connectivity downtime,
- the protection of personal and other sensitive data,
- the division of responsibilities between the company and the supplier,
- the legal status of physical equipment used to provide services,
- software licensing terms,
- conditions of system migration,
- required customization.

Specific impacts will also become evident on the side of interested users of shared services, whether users from among companies or private owners, because they change to shared services so that they could benefit from a profit and be able to operate more efficiently, faster, and with better
planning. They can concentrate more on their core business, their mission or the entrusted tasks and do not have to be distracted by operational or other secondary activities.

VII. CONCLUSION

Current demands on the pace of life require the appropriate form of management. Management puts demands on the flexibility and information resources to support decision making. In order to maintain the quality of management at the highest level, it is necessary to use all the features of the existing information and communication technologies. The use of CC is one way to achieve this. Based on the findings in the available literature and the author's own experience of working with CC technologies, the paper provides recommendations for the transition to CC in companies and institutions. Recommendations are made with regard to the current situation in each company. These recommendations include a set of activities that need to be done to maximize the benefit from this change. Due to the variability of current conditions, this paper encourages further research into this area to ensure increasing flexibility and quality of the management of companies and institutions.
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I. INTRODUCTION

Twitter is a social networking site directed towards short-form, fast communication. Launched in 2006, Twitter rapidly gained global popularity and has become one of the ten most visited websites in the world. As of March 2016, Twitter boasts 302 million active users who collectively produce 500 million tweets per day, and these numbers are continually growing. These characteristics have made it a primary source of real-time information.

Given this enormous volume of data, analysts have come to recognise Twitter as a virtual treasure trove of information for data mining, social network analysis and information for sensing public opinion trends. For companies, Twitter can be used to build business intelligence tools focused on Twitter data acquisition and processing. It can be used in many ways to collect raw Twitter data and to transform it into valuable business intelligence data.

Twitter is an exceptional tool for knowledge discovery due to six key features:

- Twitter’s API is clean and well-documented, with rich developer tools.
- Twitter data are rich in information and have a data format that is convenient for analysis.
- Twitter’s terms of use for data are relatively liberal.
- Tweets are public and reachable to anyone. Twitter is based on the asymmetric following model that allows access to any account without request for approval.
- Luckily, Twitter messages are short and well suited for knowledge discovery. Twitter provides both researchers and practitioners a free Application Programming Interface (API) which allows them to gather and analyse large data sets of tweets. Twitter data are not only tweet texts, as Twitter’s API provides more information to perform interesting research studies. The paper briefly describes process of data gathering and the main areas of data mining, knowledge discovery and data visualisation from Twitter data.

II. TWITTER DATA TERMINOLOGY

The Twitter messages are called tweets. Twitter users post messages that show up in the streams of all of the people who have subscribed to them. Unlike traditional blogs, microblogs are typically limited in the amount of text that can be posted. Twitter’s limit is 140 characters.

Tweets often contain links to on-line resources, such as web pages, images, or videos, and more often than not, they refer to other users (called mentions). As is the case with most microblogging, when a message is posted, updates are seen by all users who have chosen to “follow” the author who posted the message (submitter).

In Twitter, all the posts are public. Most people may not receive them if they do not follow the submitter, but messages can be searched for with a keyword or topic and found by someone who is talking about a specific subject.

Twitter has its own conventions that renders it distinct from other textual data. Understanding the language and terminology that is used is important for effective knowledge acquisition.

There are some particular features used in Twitter:

1) Tweet — is a message posted on Twitter, consisting of 140 characters or fewer. It can contain text, photos, links and videos.
2) Twitter name — Twitter usernames appear with an at sign "@" before the name.
3) Hashtags — The # symbol, called a hashtag, is used to mark keywords or topics in a Tweet. It was created organically by Twitter users as a way to categorize messages.
4) Mention — Users of Twitter use the "@" symbol to refer to other users. Referring in this manner automatically alerts them.
5) "Reply" — is used to respond to a tweet. Replying to a tweet is a way of building relationships with followers and friends and joining in conversations.
6) A Retweet — is where one chooses to take a tweet from someone else and tweet it to one’s own followers. It can either be done directly with the retweet button or by adding one’s own message and including the letters "RT" ahead of the content that is being retweeted.

Twitter names, hashtags and mentions provide an easy way of identifying people and topics, and thus allow to search for and filter information on any subject of interest. Twitter messages have also many unique attributes connected with a tweet which are available with the Twitter API or other tools.
III. GATHERING TWITTER DATA

Any social media investigation is only as good as the data used for its analysis. The process of social media analysis involves essentially four steps: data identification, data analysis, data interpretation and, finally, information presentation.

The main problem is how to extract the information that is available on Twitter and how it can be used to draw meaningful insight. To achieve this, first there is a need to build a data analyser for tweets. Tweets are available to researchers and practitioners through public Twitter APIs. Twitter allows developers to collect data via Twitter REST API (https://dev.twitter.com/rest/public/) and the Streaming API (https://dev.twitter.com/streaming/overview).

APIs to access Twitter data can be classified into two types based on their design and access method [4]:

- REST APIs are based on the REST architecture that is now popularly used for designing web APIs. These APIs use the pull strategy for data retrieval, i.e. a user must explicitly request information in order to collect it.
- Streaming APIs provides a continuous stream of public information from Twitter. These APIs use the push strategy for data retrieval. Once a request for information is made, the Streaming APIs provide a continuous stream of updates with no further input from the user.

The response from Twitter APIs is in JavaScript Object Notation (JSON) format. JSON data can be converted to CSV and imported to databases. NoSQL databases, such as MongoDB, allows to store and access JSON data directly, without conversion.

Since gathering of data have particular target, further preprocessing and filtering of collected data can be done using @twitter_names and #hashtags as a search arguments for Twitter API. This method is more precise and provides better results in narrowing data than other text mining approaches.

IV. STORAGE OF DATA

Explosion in the size of data generated on social media calls for a new data storage paradigm. Commonly used relational databases are insufficiently effective in storing very large datasets. Also the JSON-based data format, used in social media, requires additional conversion to a relational form. At the forefront of this movement is NoSQL, which promises to store large amounts of data in a more accessible way than the traditional, relational model.

There are several NoSQL implementations. One of the most popular ones is MongoDB (https://www.mongodb.org). MongoDB is a proper solution for storing Twitter data due to its adherence to the following principles:

- MongoDB is an open-source document database that provides high performance, high availability and automatic scaling.
- A record in MongoDB is a document, which is a data structure composed of field and value pairs.
- MongoDB documents are similar to JSON objects. This makes it very easy to store raw documents from Twitter's APIs.

In addition to these abilities, it also works well in a single-instance environment.

V. DATA STRUCTURE

Twitter APIs, besides basic information such as the tweet text and the author of the tweet, returns data structure contains additional information which can be used to provide further analysis. For each maximum 140 character tweet, API returns a JSON document containing over 160 items of metadata presented as key and value pairs.

Some the most useful keys for knowledge acquisition are:

- 'coordinates', 'geo' and 'place' — determine the location of the tweet's author;
- 'lang' — allows to easily specify the language of the tweet without text analysis;
- 'created_at' — the date and time of the tweet
- 'entities' — "symbols", "hashtags", "user_mentions" and "urls" included in the tweet;
- 'retweeted_status' — information about retweets;
- 'source' — application or website uses to create a tweet;
- 'text' — text of the tweet;
- "id" — unique identification of the tweet;
- "user" — contains 38 fields about the user. The most useful may be:
  - 'name' — user name;
  - 'time_zone' — time zone of computer or mobile;
  - 'created_at' — date and time of account creation;
  - 'description' — additional information about the user;
  - 'friends_count' — number of friends;
  - 'followers_count' — number of followers;
  - 'location' — actual location.

The above-mentioned keys can make it easier to analyse the text data, but also to perform various specific analyses of users, users nets, time and geolocation information.

VI. METHODS OF TWITTER DATA ANALYSIS

Analysing Twitter data is searching through massive amounts of unstructured data. Filtering the data by Twitter names, topic or hashtags may reduce the data size, but it can still be enormous. Also, most Tweets contain no useful information.

Many different types of analysis can be performed with obtained Twitter data. The first can be simple text mining of posts, yet information provided within a tweet’s text allows to conduct more Twitter-specific analysis, e.g. user information, connections between users, and localisation at the level of country even any place on the map of the world.

A. Text Mining

Text Mining refers to the process of deriving information from a text. A typical approach in Tweetter analysis is a document-level approach to scan a set of tweets written in a natural language and either to model the document set for predictive classification purposes or to populate a database or search index with the information that is extracted.
Most NLP-based text mining methods perform without particular success in social media. The informal and specialised language that is used in tweets as well as the nature of the microblogging domain make Twitter text mining analysis a very different task. Almost all forms of social media are very noisy and full of all kinds of spelling, grammatical, and punctuation errors. Text mining of tweets can be easier because Twitter API provides information about the language that is used, hashtags and usernames, hence there is no need for its detection.

B. Collecting a User’s information

On Twitter, users create profiles to describe themselves to other users on Twitter. When a user creates or reconfigures an account, he/she provides some personal information, such as his/her name, username, password, email address, or phone number. The user may also provide with profile information, such as a short biography, location, website, date of birth, or a picture. On the Twitter Services, the name and username are listed publicly, including on the user profile page and in the search results. A user’s profile is a rich source of information about him or her.

The Twitter REST API function users show (https://dev.twitter.com/rest/reference/get/users/show) is an easy way to obtain valuable information about a user, including:

- Real name,
- Description - which typically contains additional information about user,
- Entities such as hashtags, links and media, which can point to further sources of data,
- Followers_count,
- Friends_count,
- Location,
- Language.

An even more valuable function is the followers list (https://dev.twitter.com/rest/reference/get/followers/list). As the name suggest, it allows to access a whole list of followers in one query. The returned data may contain the same information for all followers as the function users/show. Using this function for Twitter’s most followed users allows to collect information about millions of users without exceeding twitter API limits.

Information about the friends list is provided by function friends list (https://dev.twitter.com/rest/reference/get/friends/list).

Crawling using the above functions can be used to recognise networks of users.

C. Network Information

A Twitter user network refers to connected user accounts based on various types of relatedness. Structured content, in the form of friends and followers, @replies and @mentions, #hashtags and retweets, makes the Twitter user population networked in multiple ways. Each of these features can be considered as a kind of connection that can exist between two Twitter users. Kumar, Morstatter and Liu [4] categorised two main types of networks:

- Information Flow Networks.
- Friend-Follower networks.

A first kind of network shows who was mentioned or replied-to in the users’ Tweets. Second kind of network is based on list of friends and followers of user.

Another type of network is one associated with time-bounded events, such as conferences. Many events like conferences now communicate a common "hashtag" or keyword to identify messages related to the event. Hansen, Smith and Shneiderman [5] [6] created EventGraps. EventGraps help make sense of the collections of connections that form when people follow, reply or mention one another and a keyword.

To analyse and visualise social media network data from Twitter, the most popular software to use is NodeXL, a free and open add-in for Excel 2007/2010/2013. NodeXL is a project from the Social Media Research Foundation (http://www.smrfoundation.org/). NodeXL is a general purpose network analysis application that supports network overview, discovery and exploration.

D. Sentiment Analysis

The nature of microblogs is that people post real-time messages about their opinions on a variety of topics, discuss current issues, and complain and express either positive or negative sentiment for products they use in daily life. Data from these sources can be used in opinion mining and sentiment analysis tasks, e.g. manufacturing companies may be interested in the following questions:

- What do people think about their product (service, company, etc.)?
- How positive (or negative) are people about our product?
- What would people prefer our product to be like?

All of this information can be obtained from social networks. Opinions and related concepts such as sentiments and emotions are the subjects of study of sentiment analysis and opinion mining.

Sentiment analysis is a growing area of the Natural Language Processing. With the growing population of blogs and social networks, sentiment analysis have become a field of interest for many researches. A very broad overview of the existing studies was presented in [7].

E. Geolocated information

Twitter is also characterised by the diversity of its users, in terms of location. Harvesting this geospatial information provides a unique opportunity to gain valuable insight into information flow and social networking within society.

An important aspect of Twitter data is that some data are geotagged, which means that the posting user has attached a GPS coordinates to the tweet when uploading the information. Such information can be particularly important in order to understand where the user is and what he/she is referring to.

Fischer [8] tracked geo-tagged tweets from Twitter’s public API for the last three and a half years. He claimed that there are about 10 million public geotagged tweets every day, which is about 120 per second. This is still a small portion of all tweets, and it is often necessary to use all sources of location information to determine the Tweet’s location.
VII. VISUALISATION OF TWITTER DATA

Textual information is generated when users publish on Twitter. Analysing Twitter users and conversations is more than tabulating counts and trends — it is about connections and interactions between people. Twitter enables the collective creation and sharing of digital artifacts. The use of these tools inherently creates network data. These networks represent the connections between content creators as they view, reply, annotate or explicitly link to one another’s content.

Twitter provides other embedded information, such as location data. All kinds of gathered data can also be analysed in the time dimension. Visualisation techniques can help to efficiently analyse and understand how and why users interact on Twitter. The display data task requires a remarkable collection of tools and skills.

A. Text visualisation

Text visualisations provide visual representations of documents or small corpora with the primary aim of supporting language analysis. The most popular method of text visualisation are tag or word clouds. Tag clouds are a simple but effective way of representing the distribution of words in a document or corpus, such as a tweet. They are widely employed for both casual use and serious analysis [9]. Clouds give greater prominence to words that appear more frequently in the source text. Clouds can be tweaked with different fonts, layouts, and color schemes.

Another method of text visualisation is the word tree, which is a technique that transforms text into a hierarchical representation based on a selected word or phrase [10].

B. Network visualization

By using network analysis, one can visualise complex sets of relationships such as graphs or sociograms of connected symbols and calculate precise measures of the size, shape, and density of the network as a whole and the positions of each element within it [11]. Structured content, in the form of friends and followers, @replies and @mentions, #hashtags and retweets, makes the Twitter user population networked in multiple ways. Each of these features can be considered as a kind of connection that can exist between two Twitter users.

There are at least as many kinds of networks as there are features listed here. All networks can be categorised into network of friends, network of followers and information flow networks — retweet propagation. These and many other kinds of networks are identified and described in depth in [12] and [4].

C. Geolocation visualization

Location information is typically used to gain insight into the prominent locations that are discussing an event. Maps are an obvious choice to visualise location information. A basic method of creating map identifying tweet locations is to simply highlight the individual tweet locations. Each tweet is identified by a dot on the map, and such dots are referred to as markers. Another way is drawing circles of size representing an number of tweets aggregated.

The second kind of map is a trends map. A trends map allows to make real-time mapping of Twitter trends on map. These are displayed as hashtags, @mentions or keywords superimposed over a world map. The map of course can be zoomed in for more detail, and trends from various cities can be selected.

Another kind of map is a heat map of tweets. It allows to quickly identify regions of interest or regions with a high density of Twitter users. A heat map of twitter data can be generated using the https://worldmap.harvard.edu/tweetmap/ website.
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Abstract—The main aim of this article is to show the characteristics of individuals playing computer games and their styles of play. In order to present the relevant data, the authors limited the study sample to a selected group of individual users. In the current paper the authors presented the commonalities of gamers, their approach towards participation in games, and the awareness of potential changes and improvements in the area. They also held discussions concerning the obtained solutions and drew conclusions based on the present stage of research.

I. INTRODUCTION

The main aim of this work is to analyze the use of computer games as one of the alternative forms of entertainment in the selected group of users under the circumstances of a dynamic development of devices and mobile applications running on them. The aim of this article is to analyze the situation where computer games are used by people who treat them not only as a form of entertainment but also as a kind of sport. The popularity and specific universal nature of the access to computer games facilitates a fast development of information technologies. A broadly defined concept of mobility also impacts the use of computer games, moving the focus from using PCs to the use of smartphones and tablets.

According to the statistics of Newzoo [12] service, in Poland in 2013 the number of gamers amounted to 13.4 million, out of which 98% used their PCs to play computer games (together with other platforms). We take the second position in Europe among the examined countries. The market of computer games in Poland is growing every year – in the end of 2014 it was worth about 280 million dollars and it will be growing by 3.8% a year, thus increasing the value of the entire market to 437 million dollars at the end of 2016 [9]. Hence, undoubtedly the subject matter is worthy of attention.

Unfortunately, the phenomenon itself is difficult to define and examine taking into account the formalized scientific analyses. Firstly, there is no clear definition of computer games [8, 10, 11, 13, 15, 20, 24]. In its narrow sense, this concept is treated literally as games in the form of software running only on traditional hardware such as (desktop, microcomputers, laptops or palmtops). In its broad, historical approach, the group encompasses also games running on devices such as a console, TV, gaming machines, smartphones and tablets (which are in fact communication and application computers). As the games running on all kinds of devices were being developed in parallel, and, in fact, there are PC equivalents of all kinds of games, we sometimes use this term in its broad meaning. Thus, for the needs of this study, the authors assumed that computer games are a generic term (hypernym) encapsulating the whole class of all kinds of games presented as a homogenous phenomenon. Secondly, there is no one generally accepted definition of a person playing computer games (e-gamer). Thus, in the narrow sense of the word, an e-gamer is a person who plays computer games every day or a few times a week, individually or taking part in a multi-player game. Sometimes, the scope of this term is limited to include only those players who treat MMO (Massively Multiplayer Online games) class games as a sport, and they try to play them professionally. However, we observe a more and more common tendency to expand the term to include also any individuals who play any kind of game from time to time, perceiving it as just one more alternative kind of entertainment. This article treats the concept of e-gamers in such a way. Thirdly, there is no (specific or clear) classification of computer games: there are a number of typologies based on various criteria, most frequently taking into account the type of activity required from the e-gamer playing games (e.g. logic, strategic, arcade, RPG (role-playing games), MMO (Massively Multiplayer Online games) etc., with a number of varying kinds and versions.

The phenomenon of computer games has been examined in numerous studies, in numerous countries and social groups [e.g. 4, 6, 7, 22, 25], including large-scale studies [e.g. 5, 21, 26]; nevertheless, they were carried out before the recent period of extreme popularity and growth in the number of applications running on smartphones and tablets. And the second point is – that they are concentrated on statistics of the players (with their features) or social field of problem rather then on IT development. The authors hoped to establish certain implications of the new phenomena with regard to the direction of computer games development. Therefore, the authors have undertaken the studies whose main aim is to analyze the use of such applications among users. The findings presented in this article constitute a brief report on the first stage of the research conducted among the gamers in Poland in 2015.
II. THE ASSUMPTIONS OF RESEARCH METHODOLOGY AND POPULATION SAMPLE

Due to limited and fragmentary research concerning the area of internet computer games and e-gamers, both from the point of view of an individual client and a group of customers, in Polish and foreign literature, the studies have been based on the authors’ own approach [1], quite different from surveys in Poland [25,26] and some different from research in the other countries [18, 19], consisting of the following steps:

- analysis of a selected group of players on the basis of a quantitative and qualitative survey, divided into the following parts:
  - characteristics of a computer player and identifying his or her preferences in computer games,
  - identification of potential effects and consequences of playing computer games for e-gamers,
- placing an internet version of a survey on the servers of the Faculty of Management of the University of Warsaw, conducting functionality test and its verification,
- carrying out the survey among the users, analysis and discussion of the findings,
- drawing conclusions from the obtained results concerning the current situation and possible directions of the future development of internet computer games on the basis of the users’ opinions.

The article presents the results of the analysis of the first part of the completed survey. It allowed for identifying a particular group of people who play various kinds of games, using different kind of hardware and software, with a varying level of skills and expectations concerning the organizational and technical aspects of playing games. Only after the selecting the group of best, “professional” players, we may proceed to specify the implications and psychophysical effects of their involvement in individual and multi-player games. The latter aspect was examined in the second, sequentially conducted, stage of the survey, whose results and conclusions will be presented in subsequent publications [3].

The questionnaire surveys were conducted near the end of December 2015. The selection of the study sample was not accidental: it belonged to the category of convenience sampling, the respondents were mainly students of selected universities in Warsaw (University of Warsaw and Vistula University (Akademia Finansów i Biznesu Vistula)), of full-time and part-time BA, BSc and MA studies. The survey was also completed by two members of university staff who declared playing computer games. The surveys were circulated electronically, and the response rate did not exceed 70%. Students are particularly open to all kinds of innovation, especially if it concerns their private life or entertainment [23].

A specific limitation concerning this particular sample was an anticipated high percentage of smartphone, tablet, laptop and mobile phone users, devices of lower quality but with a longer durability. An additional argument for conducting research in this social group was the demand from company cooperating with us on the design and construction of specific game platforms. The company depended on the wide market recognition of students as the main customer of such a platform.

The survey was completed by 274 people, out of which 254 participants submitted correctly completed questionnaires (which constitutes 92.70% of the sample). Among the respondents there were 59.45% of women and 40.16% of men; 0.39% respondents did not answer this question. An average age of the respondent was 20.62 years, and the medium value was 19 years. The age is typical of students of the first years of BA and BSc students and the first years of the studies of the second cycle – the group asked to complete the questionnaires. The oldest person taking part in the survey (member of the university staff) was 37. Among the survey participants there were 63.39% of students, 35.83% working students and 0.79% employees. 70.87% indicated secondary level education and 20.08% post-secondary education – the survey was primarily conducted among the students of BA studies. 8.66% declared holding a BA degree or a certificate of completion of studies, only one person indicated having a PhD degree.

Over 45% of survey participants indicated that they are inhabitants of cities with over 500,000 residents, over 14% came from cities with 100,000-500,000 of inhabitants, over 21% from towns with 10,000-100,000 residents, almost 5% from towns up to 10,000 residents, and 12.6% declared that they come from rural areas. The simplicity of the survey did not cause many distortions during its completion; few respondents (17) completed also additional sections of the survey.

III. ANALYSIS OF THE FINDINGS AND DISCUSSION

Respondents provided answers to forty-one substantive questions, out of which responses to first twenty-one questions concerned the issues which are the aim of this article. The first group of questions concerned the characteristics of e-gamers and their use of computer games.

Nearly 40% of respondents provided positive answers to the question concerning frequent use of computer games, i.e. every day (20%) and a few times a week (over 19%). This is the score which is 10 percentage points lower than rare use of e-games, which amounts to more than 49%. After preliminary interviews with respondents it seemed that the interest in computer games will be higher. The high score of a reasonable way of playing computer games (a few times a month) - 22% showed that the games are just one of many alternative kinds of entertainment available today. Fig. 1 illustrates the findings of the research.

Taking into account the technical aspects concerning platforms which e-gamers use, in the last 12 months we observe a specific shift towards mobile devices, smartphones in particular. Thus, over 35 % of e-gamers (80.75% including other platforms) used mobile platforms (mainly Android) last year. The second place was taken by PC platform – 28.31% (65.24% including other devices), and the third position was occupied by the console (e.g. Xbox, PS) with the
score of 27.38 (63.10% - respectively). Smart TV platform received the lowest scores in this ranking – 2.09% (4.81).

In the perception of particular platforms among the e-gamers, we notice considerable discrepancies, amounting to 33 percentage points. The greatest number of respondents simultaneously use smartphones and PCs as platforms for games. Here, the dispersion of the results reaches almost 76 percentage points. The observed tendencies are presented in Fig. 2.

On the other hand, it probably stems from the fact that the majority of e-gamers 59.87% (including other kinds of game access – 97.33%) use the games installed on a device (a PC or a smartphone). The second position of Steam, Origin etc. platforms amounting to 26.32% (respectively 42.78%) is a rather interesting phenomenon. The two main sources of games together constitute over 86% of “places” where e-gamers used the possibility of playing games in the last year. The remaining places where games were downloaded e.g. Facebook (6.25%) and low score of browsers (e.g. Quake Live) -7.57% seem to be of marginal importance in this relation. The Fig. 3 illustrates the scores.

The responses to the question concerning the age of e-gamers at the moment when they started to play games brought about very interesting results. The age which was most frequently indicated by respondents (almost 50% of responses) was within the range of 6-9 years (median of 6-7 years). If we add a group of people aged 10-11, we have more than two thirds of all gamers! It is also significant that 17.11% of e-gamers declare that they started being interested in games at the age of 5. A marginal number (1.07%) admits starting playing games at the age of 20-25 (and the group that indicated the age of 16-25 amounted to 2.76%).

This indicates the very early age when people become interested in computer games and treating the games as an alternative kind of entertainment in relation to films, TV, games or outdoor activities. Unfortunately, the limitation of the research was the fact that the authors did not examine children and young people from this age group. Nevertheless, the obtained results explain where – among others – the interest in computer games later in life comes from. The responses of survey participants were presented in Fig. 4.

Subsequently, the authors examined also the amounts of money which e-gamers spend monthly at playing computer games. The vast majority of them – 79.14% - use free applications installed on smartphones or free (or, as some people claim, illegally downloaded from the Internet) PC games. The remaining 18.18% of respondents are willing to pay up to PLN 80 monthly, and only 2.67% from PLN 81-300. From the commercial point of view, the last group (in particular 2.14% of survey participants who are willing to pay between PLN 151-300) is most interesting to examine because it includes mainly hobbyists, enthusiasts and fanatics – as it seems – professional e-gamers. The representatives of this group are interested in sport, which in this case is realized by means of various electronic tools (PC, smartphone or...
The subsequent questions were used to evaluate the situation. Their goal was to indicate what kind of games the e-gamers played most frequently in the last year. The games were divided according to the typology indicated by the most frequent e-gamers:

- **arcade games (shooting, fighting)** (e.g. Counter Strike, Tom Clancy's Rainbow Six, Super Mario),
- **action-adventure games** (e.g. Assassin's Creed, Half-Life),
- **adventure games** (e.g. The Walking Dead, Wallace & Gromit),
- **RPG (role-playing games)** games (e.g. Diablo, Fallout),
- **simulation games** (e.g. The Sims, FIFA 16, Need for Speed),
- **strategic games** (e.g. StarCraft II, Civilisation, Warhammer, Heroes of Might and Magic),
- **survival horror games** – (e.g. Resident Evil),
- **Massively Multiplayer Online games – MMO and their variants** (e.g. World of Warcraft, Lord of the Rings Online).

Subsequently, the respondents answered the questions related to whether they played a particular kind of game in the period of last year. The questions formulated in such a way seemed to allow for more accurate responses that the ones which referred to the type of games they played most frequently. The authors worried that the responses concerning the last few months would dominate in the survey. They did not examine the recent trends in the market, the influence of newly published books and films related to particular themes, etc. The greatest number of positive responses, 80.75%, was indicated in the case of the simplest type of games – e.g. simulation games. The group of simple games also includes arcade games (57.75%) and action-adventure games (50.27%), where the number of positive responses exceeded 50%. In general, the greater complexity, the more complex relations, or the duration and additional limitations, the smaller the percentage of e-gamers admitting that they play a particular kind of game. The external factors, such as the history (the game was on the market “since I remember”), the popularity of a hero or a heroine or a plot constructed and popularized in films, books, board games, etc. contribute to the preeminence of the game. The games where the gamer needs to be more involved and stay in one place are less popular. The results of this part of the study are presented in Fig. 6.

A good indication of the level of the engagement of the player is his or her willingness to choose to spend time in a game over other kinds of entertainment. The respondents were asked two questions if they 1) ever or 2) within the period of last year have chosen to spend time in a game over other, alternative forms of entertainment, such as:

- going to the cinema,
- meeting friends,
- going on a date,
- going for a trip with friends,
- going to a party,
- no such case.

It turned out that computer games are not enjoyable enough for players to give up anything in the past (61.78%) or in the last year (77.40%). If the respondents are willing to resign from something, it is mainly a meeting with friends 15.11% and a party 9.78%. In case of giving up anything in the last year in favor of a computer game, the results were similar. The respondents indicated a social meeting - 8.17% and a party – 6.73%. In reality, the difference indicated in the percentage of people who are willing to give up other forms of entertainment amounts to 17.32 percentage points, and decreases the actual numbers of indications in particular categories – the greatest with regard to social meetings – nearly 7 percentage points and parties – over 3 percentage points. The detailed scores are illustrated in Fig. 7.

In the respondents’ views, the quality of computer games meets all or most expectations of players in 70% (Fig 8). The response that the game fulfills e-gamers’ expectations to a moderate and limited degree is indicated only by 28% of respondents. A fraction of the sample evaluated the games as not enjoyable enough to consider giving up other activities
Most e-gamers (54%) complete one game, take a break and only later start to play another computer game. Nearly 32% play a few games simultaneously. Only 14% finish playing one game and immediately start playing another. The frequency of playing games among respondents is shown in Fig. 10.

e-Gamers have a high opinion of their own skills as players (over 60%): they describe their skills as master level (18.72%) or advanced (42.72%). The number of gamers who see their skills as intermediate amounts to 33%, and less than 6% claim that they possess gaming skills at beginner level. Of course, due to the fact that gamers play games for a number of years, and general rules stay the same, e-gamers usually perceive themselves as specialists at using such opportunities, even if, thanks to new technologies these possibilities are constantly being developed. The structure of the e-gamers’ skills is presented in Fig. 11.

The two remaining questions concerned the possible hardware conveniences and software advantages. In the first case, the respondents were given the following options to select from:

- obtaining mentor’s help,
- using video and text tutorials (from game publishers),
- using in-game help,
- getting help from other gamers (e.g. forum),

in favor of spending time in the game. Probably, it is one of the reasons why games are still so popular.

The vast majority of interviewed e-gamers (64%) are not interested in being leaders in games (provided that games offer such an opportunity). The remaining options are rather evenly distributed: 11% - clan leader, 7% - officer, 6% - advisor, 4% - higher-ranked officer and 8% - playing other roles (Fig. 9).

The quality of computer games in e-gamers’ opinions

The frequency of playing computer games
getting virtual or real payment,
other advantages,
no other advantages.

Almost 30% of gamers do not expect any advantages in this regard. They focus on the game they are currently playing, and they are satisfied with the game itself (passive players). Undoubtedly, the other e-gamers would be more satisfied if they could get help from other game users e.g. forum (22.14%), use text and video tutorials (12.55%) or in-game help (12.18%). Their satisfaction (18.08% of respondents) would increase if they received bonuses (additional options, game paths, etc.) or even actual reward (payment); yet, they have unrealistic or vague expectations concerning the latter. They do not pay attention to other conveniences or advantages of such kind. The results of this query are presented in Fig. 12.

With regard to the technical conveniences, e-gamers were asked about the following, potential possibilities of changes concerning:

- computer hardware (e.g. graphic card) or a better tablet,
- armchair/seat,
- accessories (e.g. professional mouse, keyboard, earphones),
- better monitor/VR goggles,
- other,
- I don’t want to change anything.

In this case the responses were completely different than in the previous rankings. First of all, the structure of their responses was not evenly distributed. Nevertheless, almost one fourth (23.53%) of respondents are not satisfied with the hardware they own that they use to play a game, and they would like to change it. The distribution of the potential changes or lack thereof, was actually similar in relation to the remaining elements: better monitor or goggles – 18.53%, better armchair/seat – 21.76%, better accessories – 16.76% or no change at all – 16.47%.

Similarly to the previous case, basically e-gamers do not notice any potential for changes – less than 3% provided positive responses to this question, and there were no significant indications which we could relate to (e.g. additional lighting, additional monitors, etc.). The results are presented in Fig. 13.

IV. CONCLUSIONS

The research conducted and presented so far points to the following conclusions:

- almost all respondents (over 99% of the sample) in the current study were students, which was reflected in the obtained scores. The older the students, the weaker interest in completing the questionnaire or its findings. It is caused by the increasing number of tasks connected with studies as well as the heavy workload connected with regular or temporary work (nearly 36% of working students). The latter is confirmed in the scores of other surveys [14, 16, 17, 26], despite the fact that, in total, fewer than 25-16% students participated in the study (even though it was always the largest group of players),
- among people who completed questionnaires there were markedly more women (almost 60%) than in other survey studies (around 43-48%) [25], conducted two or three years ago. Thus, we may conclude that there occurs a specific change with regard to the number of women playing computer games. Naturally, we should also be aware of the fact that the present study examined mainly the responses of students of economic faculties, and in this case the general number of female students in these faculties is greater than men. Still, the survey included also the option I don’t play computer games, which the women could indicate,
- the frequency of playing the game (every day, up to a few times a week) in the examined sample was 20 percentage points smaller than in the case of other studies (39%, as compared to 62-63%). We should also consider the fact that in the other studies we took into consideration also another large group of potential gamers - pupils the group which ranks second with regard to the number of individuals spending time in the game. The pupils have more free time than students, especially senior students.
All in all, majority of players – 54% of the interviewees, after completing one game, take a break before they start playing another game, and only 14% immediately start to play another game,

- the vast majority of players use their smartphone to play computer games (over 80%, mainly Android system – a large number of free games), which does not exclude also simultaneous use of other devices, mainly PC (over 65%) and a console, a regular (63%) or mobile one (11%). Smartphones and tablets started to take a role of a PC. Two or three years ago the proportions were more or less reversed; approximately 90% of respondents [9, 16, 17] used mainly personal computer, and only half of them a smartphone or a tablet. The devices allow for occasional use of many kinds of generally simple games at any place or time (not just during a break at work using your PC), killing the time while waiting for something else to take place,

- 97% of gamers use the games installed on a smartphone or a PC, with a surprisingly low percentage (10%) of people using Facebook games,

- due to the dynamic development of the use of smartphones and tablets in the last two years it occurred that the greatest number of people play simple simulation games (over 80%) and arcade games (58%) and action-adventure games (50%) which are becoming popular again. When we compare the present research with the earlier studies related to this area [9, 16, 17], the RPG games lost its popularity due to the increasing importance of mobile devices use (here: 44%, 65% - in other studies),

- notably, however, the early age when children start playing computer games, a shift towards younger and younger children (3-4 years younger since 2013) contributes to further development of computer games. More and more frequently it is caused by the fact that the first device with access to games is a smartphone, not a PC, and the fact that smartphones offer a greater number of free game applications,

- in general, the respondents (almost 80%) are not willing to pay for this kind of entertainment, and, as a vast majority, they use free smartphone applications and computer games which they received for their PC free of charge. It is reflected in the studies concerning the use of smartphones [1, 2] and a low tendency among students to spend their earnings on this purpose,

- it also explains the unwillingness to give up other kinds of entertainment, social life or rest to spend one’s time in a game: almost 62% are not interested in choosing a game over any other kind of entertainment, and over 77% declared that they did not give up any activity in favor of a game last year,

- it appears that the fact that over 70% respondents claim that the level and quality of computer games fulfill all or almost all their expectations does not impact the situation,

- they have no expectations concerning taking leadership in a game (64%), they treat the games as a simple, not overly complex, form of entertainment. In general, they play games individually, and they are not interested – at least to a considerable degree – in multiplayer games,

- e-gamers have high opinions about their gaming skills – over 60% of participants claim that their skills are at least at an advanced level, and only 6% that they are beginners. On the one hand, it may be caused by the length of time of playing computer games (experience); on the other, it may result from the simplicity of most games that they play,

- the above said phenomenon is the reason why they do not expect too many advantages (none - 28%). If they were to choose, they would get help from other users (22%) or they would try harder to succeed in the game (18%) if they had a chance to obtain a reward or virtual bonus for winning the game,

- the case of technical conveniences is somewhat different. 23% would like to change their hardware hoping that this way they would have better chances to participate in the existing games and a greater possibility to participate in games of higher technical requirements. They pay attention to better accessories. Less than 3% would not improve anything as far as technical conditions of gaming are concerned.

The conclusions from the first stage of the research constitute good basis for further studies and expanding their offer, their consequences and impact of using games from the point of view of players. However, the present results already show interesting implications for the development of mobile information technologies towards new development trends of the use of this kind of software as a source of entertainment.

The further research – after preparing discussion and conclusions about sociological and psychological aspects of the gaming (include discussion of perceived positive and negative aspects of being a gamer or attempt to identify of the subcultures of players (the first attempt see [3]) - will focus on the market for suppliers of computer games and video games, in particular delivered to for mobile devices.

Results of a survey may be used not only by researchers in the field of computer games but by computer firms which want to make one step ahead in the development of this phenomenon.
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Abstract—The use of Information and Communication Technology (ICT) in TEL domain can be traced back to 1960s. It is chosen as a primary enabler to deal with increasing complexity of TEL development and enhance its competitive position with cost reduction and service promotion. Several conceptual ideas have been proposed that support the process of logistics and ICT technologies integration. The concept of Integrated Logistics is proposed to integrate IT with logistics management system to achieve synergy [1]. Afterwards, the concept of E-Logistics emerges that integrates Internet and mobile technology with logistics for providing one-stop value-added services to end-users [2], [3]. Recently, the concept of Prognostics Logistics has been put forward which utilizes wireless sensors (particularly RFID) together with decision making tools to enhance traceability and reliability of the logistics system [4].

Since the scale and complexity of TEL system has tremendously expanded, the attention of researchers and engineers have been shifted from enhancing operational efficiency towards improving system reliability and sustainability. Fact has been revealed by [5] who give a statement that the ultimate goal for a manufacturing system is guaranteeing an efficient production while providing functions needed by society in a sustainable and reliable way. It provides a new perspective regards the future development of TEL system. However, challenges still remain which can be categorized as follows:

- Heterogeneity: The heterogeneity is defined as system entities have different types of data model, properties, operation mechanisms and even different hardware and operating system [6]. As for TEL management especially for asset management and supervision, different data resources, operational information, past experiences and knowledges are characterized as heterogeneous resource and thus impose difficulties in integration.
- Interoperability: When it comes to interoperability, three perspectives can be identified [7], (1) organizational level: generic approaches and shared understanding of concepts, process, beliefs and terms [8], (2) system level: interconnection between independent systems. (3) data level: consider the data properties include data format, data availability, data representation and semantic meanings. With respect to asset supervision, the interoperability challenges are inevitably presented at all three levels.
- Integrated decision making: Logistics asset is considered as large-scale and complex equipment. If a malfunction of single component or process has not been detected and corrected timely, it could lead to an expensive downtime and furthermore impose a great impact on the entire logistic activities. Consequently, a system with decision support becomes an essential element to provide relevant users a consistent understanding regards the system status and enabling an effective planning and execution of maintenance, such functionality could be referred as integrated decision making.

To cope with above mentioned challenges, in this paper, a context-aware supervision system is proposed which is used for information integration and supervision of large-scale asset service in TEL domain. The key ICT enablers are semantic web and autonomous agent. The ontology is used to model the semantic connections for heterogeneous data and various entities in supervision domain, thus enable information integration, data filtering and problem decomposition for specific supervision tasks. The usage of agent system intends to provide intelligent diagnosis and decision making functionalities through agent intelligence and cooperation. The integration of ontology-MAS delivers a context-aware intelligent system...


I. INTRODUCTION
and its practical usage will be considered with a case study of intelligent belt conveying system supervision.

The remaining part of the paper is organized as follows: Section II will introduce the concept of context-aware supervision system (CASS) and the motivations behind it. Section III will provide key technological enablers that could support the implementation of a CASS system. Section IV will first present the system design from an abstract structure perspective and the design of each functional block is discussed. Section V will present a case study of applying CASS for intelligent supervising of a large-scale belt conveying system. The conclusion and future work will be addressed in section VI.

II. CONTEXT-AWARE SUPERVISION SYSTEM

A widely recognized definition of context is given by [9] as

*Context is any information that can be used to characterize the situation of an entity. An entity is a person, place or object that is considered relevant to the interaction between a user and an application, including the user and the application themselves.*

And a system can be termed as context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the user's task [9]. A context-aware system (CAS) adapts and provides relevant information and the most appropriate service to users in a consistent and autonomous manner while requiring little interactions [10].

In this paper, we focused on investigating the potential of applying CAS for asset supervision service. In essence, the supervision service includes system monitoring, failure/abnormal condition, diagnosis/prognosis and maintenance planning. Apart from being context-aware of delivering meaningful information to user, it also requires a transparent flow from data to supervision method. To achieve that, the objective of a supervision system is to deliver accurate and timely information regarding systems and propose effective maintenance actions to ensure reliability and availability of the system.

Its success relies on integrating different diagnosis/prognosis methods. However, such methods often have certain scope of applicability and input context. As such, it put additional requirements on CAS to systematically integrate and manage system supervision processes. To integrate CAS for system supervision and fulfill additional requirements, a novel concept of *Context-aware supervision* is defined:

*A context-aware supervision system (CASS) should include a series of functionalities include monitoring, supporting and advising in relation to system events. It not only focuses on diagnosing and prognosis failures, but also responsible for managing and organizing system knowledge, reasoning facts, integrating resources and analyzing problems. As such, the failure context can be given in a more meaningful manner that delivers information include: the specification of fault condition, recorded data linked to it, maintenance or operating actions linked to it, users that responsible for it and method that been used to determine it.*

The characteristics of context-awareness are presented at two levels in CASS: (1) the supervision method should be aware of the context information it operates upon; (2) the end user should comprehend the created supervision context. In literature, several works have been established which attempt to consolidate the concept of context-aware with asset management such as context-awareness predictive maintenance [11], context-aware e-maintenance [12] and context-aware condition monitoring [10]. Two limitations are drawn from previous works: (1) the scope of applicability of proposed concept is limited given the fact that it only concerns partial aspect of the supervision process. For instance, the work of [11] concerns predictive maintenance, it lacks details regarding how context has been modeled and processed. (2) most works stay on a conceptual level which lacks sufficient technical details on how to put the concept into practice. Our work contributes to the literature by first introducing the concept of CASS, then we will discuss the technology been selected for putting such concept into action. Finally, a case study would demonstrate how the system works.

III. KEY TECHNOLOGICAL ENABLER FOR CASS

A. Context-modeling methodology

Intuitively, large amounts of context information is either acquired or derived from sensor devices. Normally, there exist gaps between raw data and the level of information which is useful to applications [13]. The context-modeling is used to bridge this gap by processing and transforming raw data before passed to context-aware services. Krummenacher et.al [14] have proposed several criteria for context model selection which include applicability, comparability, traceability, quality and so on. Meanwhile Hoareau et.al [13] conducted an extensive review for existing modeling choices such as key value models, makeup scheme, logic based models, object oriented models, ontology and so on. According to their in-depth discussion, the use of ontology is proposed to be the most expressive models to fulfill our requirements [15].

A formal definition of ontology is given by [16] as an *explicit specification of a conceptualization* which was used to describe a specific domain knowledge where concepts and relationships are unambiguously defined and checked. Recent works extensively applied ontology to facilitate the context modeling, its applicability covers domain include risk management of cold chain logistics [17], enterprise application [18], process supervision [19] and so on.

B. System supervision

A system supervision process considers providing users with decision support before/during/after the occurrence of system failure or abnormal situations. A typical supervision process consists of data acquisition, condition diagnosis/prognosis and maintenance planning. In this paper, rather than considering specific method or algorithm, we focus on how to provide a generic and adaptive environment to incorporate and integrate different methodologies and mechanisms operate together with flexibility and scalability.

Agent, as a tool in artificial intelligence domain, provides a way of dealing with complex engineering problem and
establishing adaptive system for decision making and information management through agent intelligence and collaborations [20]. State-of-arts demonstrate that agent system are largely applied to support system supervision functions, which include condition monitoring [21], risk management [22], e-maintenance [23] and so on. As such, agent technology is chosen as the key enabler for supervision system design, reasons are given as: (1) agent could cooperate and deploy on top of existing software. (2) In a multi-agent-system, agents could collaborate with each other to communicate and exchange information. (3) agent system could be deployed in distributed environment where new agent could easily join the system or leave the system as needed.

C. Ontology-agent integration

Key technological enablers have been chosen in previous section. We select ontology as the context-modeling method and agent system as the environment to support system supervision integration. In order to implement CASS, a next step is to consider the integration issues. In literature, several works have been established that concerns the integration of ontology and agent system. Dibbley et.al [24] presented a work of building monitoring system where three ontologies are developed to capture the major semantics of a building environment and agent system is deployed to facilitate the monitoring tasks. For most of existing works, attentions are paid on using ontology to assist agent communication and knowledge retrieving. To implement CASS, potentials include information analysis, problem decomposition, agent status control are needed. To achieve this, a novel ontology-agent integrated framework is proposed, it will be elaborated in next section.

IV. SYSTEM FRAMEWORK

Fig 1 presents a comparison between a context-aware system and the proposed context-aware supervision system from an abstract structure perspective. A classical context-aware system follows five key processes [10]: (1) context information acquisition: gather information from virtual resources and physical sensors; (2) context-information persistent: data filtering and storing ; (3) context-aggregation/reasoning: interpretation and transfer low-order data to high-level applicable information via aggregation and reasoning; (4) context information utilization/delivering: apply context information to implement application-specific service; (5) context representation.

All of the functional blocks from CAS are inherited and implemented in CASS. The major difference is distinguished from two aspects. The supervision block: The key objective of CASS is to assist system supervision with aspects include equipment monitoring, condition diagnosis and maintenance planning. Such tasks are able to perform well by only using context-modeling(e.g. ontology reasoning). In most cases, it requires advanced platform/engine for decision making. As such, the supervision block is introduced. The information flow: The information flow is also adjusted. In CAS, the information flow follows an open loop style where data is gathered from ground layer, processed through each functional block and becomes context-aware. For CASS, a partial closed-loop is formed. In essence, the aggregated and processed context information will be the input source for supervision module. The output of supervision module will be feedback for further processing. It will be first stored in data base and then processed by context model. By doing so, not only the measured data from ground layer would be context-aware but also the supervised result will be aggregated with other relevant information together to make result meaningful to end user. Moreover, it would be helpful to use the returned supervision information to infer new knowledge and propose further actions.

A. Context Model Design

We design an ontology termed ontoSupervision to capture major concepts and relationships in the domain of system supervision. The schematic of ontoSupervision is given in Fig 2 and explanation of each taxonomy is given below:

(1) System taxonomy is the core concept that presents a description of the system. It includes notions of system
fundamental components and operations that needs to be supervised. In addition, the subclass system devices contains peripheral devices. Other taxonomies either directly or indirectly connect with system through well defined relationships. (2) Condition taxonomy incorporates the notion of condition in the system. Two subclasses are included, namely operation condition and component condition. The former one concerns the system abnormal condition during operations and the latter one addresses the physical condition of system at different levels (component, instrument and equipment). (3) Resources taxonomy represents all relevant information resources that need to be accessed by supervision method. It is composed of two subclasses, namely static resources and dynamic resources. The former one can be thought as the resource that does not change over time such as system specification, historical information and system configurations. The latter one represents the notion of resources that change in real time, such as data acquired from sensor devices and any updated supervision results. (4) Supervision agent & method represents all available agents been deployed in current system and its associated supervision method. In essence, it serves as a bridge that connects context model with agent system. (5) State taxonomy represents possible state of the system. In current model, four states are considered namely maintenance state, transient state and operation state and steady state. (6) Alarm taxonomy represents the notion of possible alarm level that has been activated by supervised conditions in the system. (7) User represents the information consumers in the system. It specifies the responsibilities and point of interests of respective user.

B. Agent system design

Regardless of the models, scopes and design tools, all supervision methods require system measurements as input and generate results which transform system conditions (operation and component condition) as supervision result. Such common structure allows the supervision methods be represented as supervision agent. The multi agent system can be perceived as a wrapper which provides environment for different supervision intelligence to perform supervision tasks. It also enable integrated decision making by taking the advantages of agent communication and collaboration. In the proposed framework, three kinds of agent are developed:

(1) Supervision Agent: Two categories of agent groups are considered as supervision agent. The first one is termed healthiness agent (HA) which is responsible for fault diagnosis at different level of system granularity. Single HA could be used to assess the condition of piece of equipment while multi HAs could work together for evaluating the overall healthiness of the whole system by consolidating different conditions. Another one is termed operation agent (OA) which is used to capture the abnormality during system operation. Typically, it is used to identify the abnormal deviation from normal operations or improper configurations. The agent intelligence, scope of interest, input information and responsibility are determined by its associated methods. (2) Information Mediator Agent: The information mediator is used to manage and control the agent execution and interactions. Its necessities are given as: It serves as an information portal for supervision agents; It keeps an active connection between agent system and ontology knowledge model. (3) User Agent. It contains the information consumer of the system. Any on-going supervision conditions will be relayed to it via IMA. Sophisticated GUI will connect with it to provide end user a friendly interface.

C. Agent-Ontology integration

The key of agent-ontology integration is achieved via the interaction between information mediator agent and ontology knowledge base. Such interactions aim at manipulating ontology to acquire information and knowledges where actions include create, read, update and delete entities in ontology. We identified three major processes:

- Information acquisition: In this case, ontology is treated as a hybrid database which is used to locate and retrieve information. A typical scenario can be that when a new sensor measurement is available in ontology, the IMA could retrieve it by executing well defined query template. An example of a query template is shown in Fig 3.
- Knowledge acquisition: It fully utilizes the reasoning capability of an ontology model. When certain information is available, the ontology could infer new knowledge
WHERE {
?par onto:isSubscribedBy ?agent.
?par onto:isMeasuredBy ?measurement.
}

V. IMPLEMENT CASS FOR LARGE SCALE MATERIAL HANDLING SYSTEM

A. Case demonstration

Belt conveying system is widely accepted as a major equipment in continuous material handling domain. Its usages are well developed in various logistics domains, such as container/dry bulk terminals, airport and mine industry. Normally, the BCS is deployed in an open and harsh environment, as such, major components could suffer severe damage as system ages. Consequently, a monitoring and supervision system with decision support is essential to help users from operations, maintenance, reliability and other departments gain a consistent understanding about the system status and enabling effective planning and execution of maintenance. Due to the limit space of the paper, we demonstrate a typical fault supervision process—belt tear condition supervision which is made up for 85% among all system component damages for a BCS [25].

B. Scenarios

This scenario demonstrates the CASS capability of the system. Specifically, when inspection of tear shape is available, the system should analyze the damage level and propagation pace of the damage by intelligent supervision method, and create decisions in the form of possible maintenance activities and/or warning/alarm message if needed. We identify three key processes of implementing the context-aware supervision service for belt tear condition:

• Context modeling: It concerns extending the upper ontology (ontoSupervision) with definition of new entities for application purpose. Such extension is termed domain-specific ontology and partial illustration for BCS supervision (ontoBeltCon) is depicted in Fig 4. The semantic meaning is given as: a tear shape (TS) isMeasuredBy a human inspection tool (HIT), which isParameterOf belt (belt section 01). To supervise the tear condition, a belt tear supervision agent (BTSA) is designed. The BTSA hasAssociatedMethod belt tear supervision method (BTSM1). For supervision purpose, TS and a belt tear condition log (BTC) isSubscribedBy BTSA. Upon successful decision making, a belt tear condition (BTC) is supervised which isDeterminedBy BTSM1 and activate alarm (alarm level 1). Finally the BTC isResponsibleFor user (maintenance operator 01).

Besides newly added entities and its individuals, the data properties for a belt tear shape and belt tear condition is also available in Fig 4.

• Context supervision: After context information are collected and pre-processed by ontology, the agent intelligence should be invoked. For a belt tear condition supervision, a fuzzy logic based approach is applied [25]. Decisions are made based on the current tear shape measurement and history inspection log for the same shape. Two indicators (belt wear index and inspection frequency index) are provided to deliver a consistent understanding and interpretation of the supervision result and give straightforward suggestions for possible maintenance actions.

• Response actions: The supervised condition will be send back to ontology model for further processing before finally delivered to end users. In essence, it will use the supervision indicators to quantify the alarm level by running defined rules. For the given scenario, the rules can be given as:

\[
\text{BeltTearCondition(?condition), greaterThan(?level, 0), hasWearIndex(?condition, ?level), lessThanOrEqual (?level, 0.7) -> AntiHealthCondition(?condition)}
\]

VI. CONCLUSION AND FUTURE WORK

In this paper, a novel concept of context-aware supervision and its associated implementation techniques are proposed. The motivation behind the concept is to enable an efficient and transparent information flow for asset supervision tasks. We implement such system for supervision of a large-scale material handling system to demonstrate its major functionalities and potential usage in the domain of logistics. Future works include further extending the ontology model to incorporate more generic entities and concept in the system supervision domain. Moreover, to cope with more complex diagnosis/prognosis problem and enable more sophisticated decision making engine, the agent intelligence should be future investigated.
Fig. 4. OntoBeltCon configuration for belt tear condition supervision: include class, subclasses, data properties and object properties.
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Abstract—Paired transactions or paired transfers have their origin in accountancy systems. The Resource-Event-Agent (REA) ontology uses paired transactions as a basic building block for business process modeling. A business process (REA model) is composed of two sets of paired transactions. REA model used to be depicted by ER diagrams and later by UML class diagrams. However, both these diagrams were not designed to capture conceptual models which are more precise, comprehensible for domain experts and easily to modify. ORM (Object Role Modeling) represents approach to conceptual modeling which fulfills above mentioned requirements. The main goal of the paper is to derive and describe the ORM model of paired transactions which corresponds to REA exchange model and assess this approach.

I. INTRODUCTION

The REA ontology can be classified as a domain specific ontology that is focused on value modeling of business processes. The three core REA concepts are resource, event and agent from which the name of the modeling approach was derived. The aim of the REA modeling approach is to record any changes in property rights to resources, register resource usage, resource consumption or resource production, see [1,4,7].

Resource entities can be exchanged for other resource entities in REA exchange processes and can be converted to other resources in REA conversion processes as well. A REA application keeps track of which resources were exchanged for which ones or which resources were converted for which others.

The REA model records information based on the coherence between data of one or more business events. The REA process is defined by related REA events and has at least two composite economic events: a decrement event that outflows, consumes or uses the outgoing resource(s) and an increment event that inflows or produces the incoming resource(s). The REA process is called the REA model and represents the notion of a business process.

The main benefit of the REA modeling approach is the possibility of keeping track of primary and raw data about economic resources, by [5]. All accounting artifacts such as debit, credit, journals, ledgers, receivables and account balances are derived from the data describing exchange and conversion REA processes [4,8]. For example, the data describing the sale event is used in the warehouse management, payroll, distribution, finance and other application areas, without transformations or adjustments.

The quality of a database application depends crucially on its design, see [13]. To ensure correctness, clarity, adaptability and productivity, information systems should be specified at the conceptual level first, using concepts and the language that both designers and customers can easily understand [6]. Object-Role-Modeling (ORM) is a fact oriented approach for modeling information at the conceptual level. A fact is a particular arrangement of one or more objects. Depending on the number of objects that are involved in a fact, we speak about unary, binary, ternary, etc., facts. An example of unary fact is that Vendor receives a Pizza. Unlike traditional approaches, ORM make no use of attributes as a base constructs, instead expressing all facts types as relationships [6]. This attributes free-approach leads to greater semantic stability in conceptual models and enables ORM fact structure to be directly verbalized and populated using natural language sentences.

The ORM method provides a more precise way to capture and validate data concepts and business rules with domain experts. ORM diagrams simply capture the world in terms of objects (entities or values) that play roles (parts in relationships) which forms a fact. ER notation as well as UML notation allows relationships to be modeled as attributes. ORM models the world in terms of objects and roles, and hence has only one data structure – the relationship type. As a consequence, ORM diagrams take up more room than corresponding UML or ER diagrams. The aim of the paper is to find out a “semantic” connection between REA business process model and fact-based model utilizing ORM approach.

The structure of the paper is as follows. Section Two describes REA modeling approach. Concise possibilities of the ORM modeling method are mentioned in Section Three.
ORM model of paired transactions is described and illustrated in Section Four. Discussion of the results is mentioned in Section Five and conclusion is contained in Section Six.

II. REA MODELING APPROACH

The REA ontology is based on the REA core pattern that expresses the basic principle [2,4]. The fundamental entities of the pattern are different events that are involved in various transactions which have something in common; there has always been a decrement economic event (one in which something is provided) and an increment economic event (one in which something is received). Apart from economic events, the economic agents that represent human beings partake in the exchange process. Resources are entities which are kept track because their property rights can be exchanged or they can be converted to create new resources. As the mutually bound events cannot happen at the same time, the claim entity is utilized for deferred revenue, prepaid expenses, accounts payable and so on. The REA core pattern is illustrated as a Pizzeria shop in Fig. 1. The economic events in REA models usually encapsulate properties for date, time and location in space.

The REA model is an extension of the REA core pattern. The principal feature of the REA modeling approach is that it explicitly distinguishes between past and current events and events performed in the future for which it introduces the commitment entity. The relationships of committed provide and committed receive mean that some agreement about the future exchange has to be achieved between economic agents. The commitment entity addresses the issue of modeling promises of future economic events and the issue of reservation of resources. Commitment entities and their relationships with other entities are shown in Fig. 2. To a considerable extent, the commitment entity copies the structure of the event entity, by which we mean the existence of an increment and decrement commitment and the exchange reciprocity relationship. The exchange reciprocity relationship between the increment and decrement commitments identifies which resources are promised to be exchanged for which other resources.

Each commitment is related to an economic resource by a reservation relationship which specifies which resources will be needed or expected by future economic events. The reservation relationship between the resource and commitment represents obligation of economic agents to provide or receive rights to economic resources in exchange processes and represents scheduled usage, consumption or production of economic resources in conversion processes.

The most important relationships of the REA model are the exchange reciprocity and exchange duality relationships, by [5,9,10,11]. The exchange reciprocity relates a pair of an increment and decrement economic events keeps track of which resources were exchanged for which ones.

III. ORM CONCEPTUAL MODELING METHOD

Object-Role Modeling is a conceptual modeling method that views the world as a set of objects that play roles (parts in relationships) according to [6]. For example, you may play a role of walking in the country (a unary relationship involving just you) or you may play a role reading this paper (a binary relationship between you and the paper). Thus a role in ORM corresponds to an association-end in UML, except that ORM also allows unary relationships. Object-Role Modeling is a conceptual modeling method that views the world as a set of objects that play roles (parts in relationships) according to [6].
The main structural difference between ORM and UML is that ORM excludes attributes as a base construct and treats them instead as a derived concept. The conceptual schema using ORM specifies the information structure of the application in the forms of: fact types that are of interest; constraints on these; and derivation rules for deriving some other facts.

A fact is a proposition that is taken to be true by the relevant business community. A fact type is a kind of fact that may be represented in the database [3]. The constraints represent constraints or restrictions on populations of the fact types. The derivation rules include rules that may be used to derive new facts from other facts, see [6,12].

The ORM model (left part of Fig. 3) indicates that employees are identified by their employee numbers. The top three roles (EmpName, Title and Sex) are mandatory roles. This is indicated by the black dots at the Employee box. The other black dot where two roles are connected (at the bottom of Employee) is a disjunctive mandatory role constraint indicates that an employee must have a social security number or a passport number or both. The uniqueness of constraints (cardinalities in UML) indicates vertical lines over roles. In Fig. 3 it means that empNr, EmpName, Sex, Sex (code), isSmoker, Boolean, birthPlace, socialSecNr, passportNr.
and Country is unique for each employee. Two vertical lines over each roles (SocialSecNr, PassportNr) indicating that each employee number, social security number and passport number refers to the one employee at most. The dashed line over e.g. PassportNr indicates that this is a value not an object.

Graphically, object types are depicted as named boxes (solid for entity types, and dotted for value types). As in logic, a predicate is a proposition with object-holes in it. In ORM, a predicate is treated as an ordered set of one or more roles, each of which is depicted as a box, which may optionally be named. A fact type is formed by applying a predicate to the object types that play its roles.

### IV. ORM Model of Paired Transactions

The ORM model of paired transactions is composed of two kinds of transactions (left hand side, right hand side). These paired transactions actually represent result of an exchange process in which some resources were exchanged for other resources. The cardinality between exchanged resources is in general many-to-many as was stated in the REA model, see Fig. 2. Despite the REA model, the ORM model of paired transactions contains only one relationship that joins both kinds of transactions which is called the duality relationship. The name duality expresses the final state of an exchange process. The duality has mandatory relationships to both kinds of transactions. The left-hand side transactions represent a transfer of goods and the right-hand transactions stand for a transfer of money. We consider the common case of transfer in which resources or services are exchanged for money. These two transfers are depicted by object classes with the same name. The object class Goods Transfer is related to two kinds of actor roles the vendor and the customer who both belong to the object class Person. There is a relationship exclusive or between two actor’s roles which means that these actor roles have to be different persons. The customer is an actor role who receives goods in Goods Transfer. The vendor is an actor role who provides the goods for the transfer. The corresponding object class Money Transfer is related to the payer and the cashier actor’s roles. Between both actor roles there is a relationship exclusive or with the same meaning as in the previous case. Both payer and cashier belong to the object class Person. It is important to use a proper actor role. The customer can be e.g. wife and the payer can be her husband.

The object class Goods Transfer Contracted is a subclass of the object class Goods Transfer. This relationship between these object classes means that there must exists at first Goods Transfer object class and subsequently it may happen that the object class Goods Transfer Contracted becomes existent. Conversely, Goods Transfer Contracted cannot exist without the object class Good Transfer. This point is very important and differs from the REA model. The object class Goods Transfer Contracted means that the customer promised that he would receive the goods and the vendor promised that he would deliver the goods. But as we are talking about paired transactions there must be the other transaction(s) because paired transactions mean that some resources are transferred in consideration of the other resource transfers.

The other transaction(s) of the paired transactions is represented by the object class Money Transfer Contracted. In this case, the payer promised that he would pay for the goods and the cashier promised that he would accept the amount of money (resource). At this point it is essential that the state promise is reached on both object classes Goods Transfer Contracted and Money Transfer Contracted.

Each object class (Goods Transfer Contracted, Money Transfer Contracted) contains property types of contracted goods kind and contracted location. The object class Money Transfer Contracted has the same kinds of property attributes and scale attributes. These property attributes and scale attributes represent facts that were contracted. The construction of this model enables that the resource kind can occur more times. For instance a customer would like to buy the given number of a specific pizza types, a certain number of cola kinds and a certain number of chocolate kinds. In general, Money Transfer Contracted may represent some kind of payment before the purchase, payment after delivery and possibly payment in installments.

Goods Transfer Completed is the next object class that is a subclass of Goods Transfer Contracted object class. The meaning of the subclass relationship is as follows: a transfer have to be contracted at first and then it can be completed. The property attributes and the scale attributes are the same as in Goods Transfer Contracted but in this case the property attributes express the real values. In the detail insight, the proposed solution enables differences between the individual number of Goods Transfer Completed and the number of Goods Transfer Contracted.

Goods Transfer Contracted represents planned transactions. The delivery, which is performed in Goods Transfer Completed is usually performed in several shipments. The corresponding object class to Goods Transfer Completed is the object class Money Transfer Completed. This object class property attributes deal with real payment transactions which means that they deal with the real installments. The business rules are stated in the contract which comes into existence when the transactions are contracted. The structure of the property attributes is the same as the structure of Money Transfer Contracted but the real values may be different. All this recorded information is required in database solutions.

### V. Discussion

Designing an information system involves building a formal model of the application domain which requires a good understanding of the application domain and utilization of the proper tools for modeling specifications in a clear and unambiguous way. ORM simplifies the design
Fig. 4 ORM model of paired transactions
process by using natural language, and by examining the information in terms of simple and elementary facts. By expressing the model in terms of natural concepts, like objects and roles, it provides a conceptual approach to modeling.

The REA modeling approach addresses the paired transactions model in the REA core pattern and in the REA model. The REA core pattern corresponds to accounting model and captures events which were completed. The REA model is more general than the REA core pattern and provides possibilities to address future events. However, connection between the commitment entity and the event entity in the REA model is insufficiently consistent. This is done by the fact that both commitment and event entities represent production and that the REA model doesn’t have a proper state machine, see [9]. For these reasons it is difficult to distinguish the phases in which the paired transactions were contracted (promised) and completed. When comparing the REA core pattern with the REA model it is evident that the REA model covers all operations of the REA core pattern despite the fact that the commitment actions are only formal.

The ORM model of the paired transactions enables clear distinguishing between the contracted phase and the completed phase. This is done by utilization a sub-classing mechanism of the ORM modeling approach. The corresponding object classes Goods Transfer Contracted and Money Transfer Contracted express the contracted (planned) property types and attributes types which are essential to be stored in the database solution. In the same way, Goods Transfer Completed and Money Transfer Completed capture the real value of property types and attribute types of finished paired transactions.

The object classes Goods Transfer and Money Transfer form the beginning of the paired transactions process which means that they identify partaking actor roles which will be involved in the process. They have to be created first. After that, the object classes Good Transfer Contracted and Money Transfer Contracted can be created. Similarly, existence of Goods Transfer Completed and Money Transfer Completed is dependent on the existence of contracted transfers.

VI. CONCLUSION

The paper deals with paired transactions modeling utilizing the ORM conceptual modeling method. The benefits of this method can be summarized as follows. This method and modeling approach enables to explicitly distinguish the contracted phase from the completed phase of the paired transactions model. It also ensures unified transaction processing which means utilizing only contracted and completed phases. The proposed solution also eliminates usage of the claim temporal entity. Future research will cover implementation, verification and validation of the proposed ORM model.
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Abstract—Project management is one of the main areas of contemporary organization management. This article is aimed at analysis of existing tools of project assessment – mainly comprehensive methods, but also partial techniques – and referring them to undertakings efficiency calculation which comprises cost-effectiveness evaluation, risk analysis, and investment decision taking. Business case (BC), as one of the comprehensive methods of project assessment, is simultaneously the main subject in PRINCE2 (Project IN Controlled Environments). It is for this reason that the case study for BC is based on this recognised method of project management. This article contains also the proposals of solutions of discerned problems within project assessment.

I. INTRODUCTION

Situations of assessment occurring in project management are largely diversified and require the use of appropriate methods adjusted to each of them. A correctly and reliably carried out assessment will support the manager in taking conscious decisions as to the projects which should be invested in.

Speaking about assessment we usually mean definition, estimation, and valuation of something. Assessment in relation to projects means the “functional value, i.e. the whole of the project features determining its ability to meet specific needs” [9].

Choosing any tool for project assessment we expect that it will first ascribe to them specific parameters of assessment, second – classify projects, third – enable a comparison of projects, and fourth – enable following the progress of project works.

Each project should cause positive effects consisting in generation of profits and negative effects related to incurring of inputs to obtain new values. Therefore, the main components of project assessment are inputs and profits. Such perspective combines the most important aspects of project assessment, i.e. assessment of its result and assessment of its course [2].

The final results of the projects are always an outcome of inputs and profits. The inputs are treated comprehensively, i.e. as the consumption of all sorts of means – both countable and such which cannot be expressed in monetary units. Benefits are understood as various positive effects of projects and may be nominal, tangible and intangible.

A summary evaluation independent of the type of the project is the total result which is a difference of benefits and inputs. If the benefits and inputs may be expressed monetarily, the total result of assessment is profit. Many techniques have been worked out for this case. They are called the investment account techniques, because they are used in assessment of investment undertakings. The following techniques of investment undertakings assessment may be singled out:

- simple techniques of absolute assessment – e.g. payback period (PP), accounting rate of return (ARR),
- discount techniques of absolute evaluation – e.g. gross present value (GPV), internal rate of return (IRR), profitability ratio (PR), techniques of discounted period of return and their modifications [14],
- techniques of relative efficiency account [14].

Commercial projects are assessed using the monetary techniques of assessment:

- simple – such as: simple rate of return (return on equity - ROE, return on investment - ROI), PP, ARR,
- comprehensive (discount) – discounted payback period (DPP), net present value (NPV), IRR, modified internal rate of return (MIRR) [14]-[15]-[16].

The project in which only inputs may be expressed monetarily requires different techniques of assessment, such as: cost benefit analysis and cost effectiveness analysis. The advantage of those techniques is shown in points as a result of multi-dimensional assessment in points. When in the cost benefit analysis the benefit estimated in points includes the probability of its occurrence, it becomes a cost effectiveness analysis.

When neither benefits nor inputs may be expressed monetarily, the total result of assessment is profitability. In this case it consists of their determination by multi-criterial assessment in points and comparison of the obtained values, e.g. as the quotient of the value of profits in points and the point-wise value of input.
If the profit may be expressed monetarily, and the input is not considered (little importance, problems with estimation), the projects are assessed according to the account of incomes. Otherwise, when benefits are not considered and the input may be estimated in monetary units, assessment is based on the costs account.

When inputs can be determined neither monetarily nor non-monetarily, assessment is made as an analysis of the project’s functional value or as analysis of effectiveness.

Insignificance of benefits during project assessment and possibility of only non-monetary expression of input cause the need of the point assessment of the input value.

Taking an investment decision within the project efficiency account may refer to [1]: a single project (absolute or time-related decision), variants of the project or projects competing for common limited resources, including the capital (relative or portfolio decision).

II. CLASSIFICATIONS OF PROJECT ASSESSMENT METHODS

The project assessment methods constitute an extensive collection where various groups may be singled out due to: application area, scope of problems, details of recommendations.

Table I presents classifications of project assessment methods, including the mentioned items as the division criteria.

<table>
<thead>
<tr>
<th>Classification criterion of assessment methods</th>
<th>APPLICATION AREA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universal</td>
<td>Special</td>
</tr>
<tr>
<td>DETAILS of RECOMMENDATIONS</td>
<td>General</td>
</tr>
<tr>
<td>General</td>
<td>Detailed</td>
</tr>
<tr>
<td>SCOPE of PROBLEMS</td>
<td>Comprehensive</td>
</tr>
<tr>
<td>Partial</td>
<td></td>
</tr>
</tbody>
</table>

In project assessment both universal methods (usable in assessments of any type) and special methods (usable in project management assessments, e.g. the Earned Value method – assessment of project implementation advancement) may be applied.

Methods containing general recommendations are considered as general methods of project assessment, whereas those which present recommendations precisely and accurately are determined as detailed ones.

Partial methods refer to partial processes and problems within the project assessment. They are called techniques and may be used in various stages of project management and in different phases of its life cycle.

Comprehensive methods comprise with their recommendations the whole process of project assessment. These methods of project assessment comprise: feasibility studies (hereinafter referred to as FS), business plans of the project, business cases (BC), and cost benefit analysis. The characteristics which should describe the methods to make them considered as comprehensive were presented in Table II.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description of characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>Detailed description of all issues important for project estimation</td>
</tr>
<tr>
<td>Perspectiveness</td>
<td>Including into the description the whole period of preparation, performance and use of the project</td>
</tr>
<tr>
<td>Accuracy of assumptions and reliability of data</td>
<td>Data are derived from trustworthy sources and enabling the preparation of reliable evaluation results</td>
</tr>
<tr>
<td>Internal compliance</td>
<td>Subordination of individual components to assumptions and their non-contradiction</td>
</tr>
<tr>
<td>Reality</td>
<td>Reality-consistent presentation of circumstances affecting implementation of the project and its solutions</td>
</tr>
<tr>
<td>Variants</td>
<td>Analysis of possible solutions in several variants</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Predispositions to introduce amendments, changes and supplements connected with inflow of new information</td>
</tr>
<tr>
<td>Operations</td>
<td>Possibility to translate the method description into concrete decisions</td>
</tr>
<tr>
<td>Comprehensibility</td>
<td>Adjustment of the contents, volume and form of method description to recipients’ needs and requirements</td>
</tr>
<tr>
<td>Communicativeness</td>
<td>Explicit and comprehensible transmission of the contents of the method to all potential users</td>
</tr>
<tr>
<td>Extensiveness of the stage of determining the assessment objectives</td>
<td>In case of FS and BC this stage consists even in examining the circumstances of future functioning of assessment objects and designing them according to these conditions</td>
</tr>
</tbody>
</table>

All comprehensive methods of the projects are in many elements similar to each other but due to the differences occurring between them they were discussed in separate parts of the article.

III. FEASIBILITY STUDY

A. Description of the method

Feasibility study is defined as:

- “A short, preliminary study undertaken to assess the validity of a full-scale project” [17].
- formal study to determine the probability of success of a particular project or achieve a particular result [18].

“The purpose of the feasibility study tool is to identify whether the concept of a project is viable.” The study contents seven parts: “executive summary, background information, description of current situation/problem, description of proposed idea, project timelines, feasibility review board, go/no-go decision. Dow mentions “types of
feasibility studies used today: schedule: analyze how long it will take a project or process to complete and what go/no-go decision point will be; organizational: analyze what the impacts would be on costs and resources if the company decides to reorganize their current resources base; legal: analyze whether it is worth pursuing a particular litigation; technical: analyze if a technical concept will work within the current environment; cultural: analyze whether offshore teams and onshore teams can communicate and effectively execute a project; construction: analyze if it is cost effective to construct a building, based on the height and location; environmental: analyze whether the environmental conditions at the particular location are suitable" [19].

The methodology of creating feasibility study is similar to the methodology of problem solving. It has also much in common with the methods of scientific work, and it consists of the following parts: precise problem definition, project limits indication, identify the characteristics and functions of a good solution to the problem, description of alternative solutions, ranking of alternative solutions, conclusions from the analysis of alternative solutions and recommendation the best solution, determine the timing and expected costs of the project [20].

FS is one of the complex methods of project evaluation and it is used to check to what extent, by what means and at what time the project can be realized. The method consists of five parts: technology and system feasibility, economic feasibility, legal feasibility, operational feasibility, schedule feasibility. It should be also taken into account: market and real estate feasibility, recourse feasibility, cultural feasibility [21].

The number of parts of the method is different depending on the author (from five to eight), and each of them could be used in some types of projects.

By Newton "feasibility is the review of the project in more detail" [22]. This method may include activities such as technical tests, market research and assessment of the impact of the project on the organization. After the completion of the feasibility study the cost, duration and the outcome of the project should be known.

"Feasibility studies (...) reduce the risk of incorrectly accepting or rejecting a project. Although it can be considered as a stage in a project’s lifecycle. (...) Feasibility studies have a cost and absorb resources, so in turn they must be reviewed and prioritized. (...) The decision whether to undertake a feasibility study is a trade-off between the cost and the value of the information determined [22].

The feasibility study should be carried out to provide the information needed to determine whether a project should proceed. It includes: technical feasibility to determine whether a project will successfully create the expected deliverables, commercial feasibility to determine whether a project will achieve its business case, market feasibility (usually in the case of new products) to determine whether the business’s customers will buy the product, organizational feasibility to determine the operational impact of making the change resulting from a project successfully, exploring requirements and designs to produce more accurate plans, costs and resource profiles for a project, exploring project options.

Feasibility studies allow you to determine beyond any doubt whether the problem can be solved at all, or whether it is possible to use the opportunity. Usually they are created for the management board. Feasibility study consists of eight parts: abstract, defined business problem or business opportunity, requirements and purpose of the study, description of evaluated options, assumptions made in the study, users affected by introductions changes, financial commitments, recommended procedures [23].

As you can see there are a lot of definitions of feasibility studies, but the most important characteristics of this study is that it is a short, complex, preliminary study, made for the management board, undertaken to assess the validity of a project.

B. Reference to project efficiency

The efficiency of the projects in relation to the projects is defined as a relationship between total expenditure and the effects and the evaluation of the results concerning their utility, which answers the question of whether the information needs of users of information system have been met. Three main streams of IT projects evaluation have been classified [24]:

- technical and functional trend, which assumes that the effects of investment in information systems are short-term and have no connection with the business strategy; assumptions of this trend are correct in relation to simple automation systems,
- economic and financial trend, which treats IT investments as aimed at increasing business efficiency or extend it; the evaluation moves here from the project treated in isolation to the quality of its products or services provided to internal and external customers; techniques assessments of projects derived from the management of value may be used herein among others,
- trend of possible interpretations, resulting from the specificity of investments; it takes into account the entire life cycle of the project, including the expenditure and benefits in its course, and the emphasis is on decision-making context in which the project exists.

Table III contains a comparison of these trends [25].

<table>
<thead>
<tr>
<th>Objective</th>
<th>Technical and functional</th>
<th>Economic and financial</th>
<th>Possible interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical efficiency, IT resource control, cost of maintaining the system</td>
<td>Quality and rate of utilization the system and the effects of its introduction</td>
<td>Solutions sensitive to context, learning of organization</td>
<td></td>
</tr>
</tbody>
</table>
Currently multi-criteria projects evaluation methods are often used. They include [26]: scoring method, AHP method, PROMETHEE-II method.

Scoring method is the most frequently used multi-criterial method. It allows you to list the ranking of decision variants based on the score, which projects received in each category. There are different versions of the method, simple and complex. Simple version assumes that each criterion has the same maximum number of points. The final evaluation of variant is the sum of all the points awarded in all criteria. The complex method involves the granting of weight to each criterion due to its validity. Criteria can be also described as linear functions. An important assumption of the method is that the criteria are independent in terms of preferences, that means the one criterion does not depend on the value which takes the other one. A similar to scoring method is the SMART method (Simple Multi-Attribute Ranking Technique). It assumes the existence of an additive utility function, which can be described as non-linear function.

AHP method (Analytic Hierarchy Process), like the scoring method, involves weighing of criteria. Rating variant is the sum of ratings of individual criteria. In the method, decision maker deliver his/her opinion on relations between variants. The opinion is expressed verbally using a nine-point scale for comparison. Ranking decision variants in relation to the criteria is calculated as a weighted average of the ratings which options have obtained due to the individual criteria. A limitation of the use of method is that the project must have a small number of variants and variants cannot be dependent on each other. Development of AHP method taking into account the linkages between criteria and feedback relationships between the variants and the criteria is the ANP method (Analytic Network Process).

In the PROMETHEE-II method (Preference Ranking Organization METHod for Enrichment of Evaluation) it is built variants ranking decision as in the AHP method. But the options are compared automatically based on the information provided by the decision maker. The decision maker determines the value of the difference between the variants that one variant was the preferred relative to the other.

Each method is applicable to multi-criteria evaluation of projects in certain specific cases.

C. Case study

In the literature it is described the problem of selecting IT project using AHP method [27]. The company is to be implemented management support system and owners have to choose contractor for the implementation of IT system among three alternative projects. Evaluation of projects is based on the methodology proposed by Parker [28, 29].

The criteria consist of three factors and they make up to maintain the company’s competitiveness: the financial contribution (the value to achieve, acceleration, restructuring, innovation, efficiency, productivity, NPV, IRR), support projects providing management information (the reaction of competitors, compliance with the strategy and structure, organizational risk), technological requirements (technological risk, providing innovation, compatibility with existing IT, uncertainty of the construction project).

Assessment of the criteria for each of the remaining criteria is based on a scale proposed by Saaty [30].

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Efficiency</th>
<th>Business support</th>
<th>Future importance</th>
<th>Technological risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>1</td>
<td>1/5</td>
<td>1/7</td>
<td>3</td>
</tr>
<tr>
<td>Business support</td>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>5</td>
</tr>
</tbody>
</table>
Next the matrices of evaluations for alternative projects were built (Table VI).

<table>
<thead>
<tr>
<th>Efficiency</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>P2</td>
<td>1/3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>P3</td>
<td>1/5</td>
<td>1/3</td>
<td>1</td>
</tr>
<tr>
<td>Inconsistency</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technological risk</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>1/5</td>
<td>1/7</td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>P3</td>
<td>1/3</td>
<td>1/7</td>
<td>1</td>
</tr>
<tr>
<td>Inconsistency</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, the evaluation of each project according to each criteria was summarized.

<table>
<thead>
<tr>
<th>Project</th>
<th>Efficiency</th>
<th>Business support</th>
<th>Future importance</th>
<th>Technological risk</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.637</td>
<td>0.188</td>
<td>0.055</td>
<td>0.649</td>
<td>0.178</td>
</tr>
<tr>
<td>P2</td>
<td>0.258</td>
<td>0.731</td>
<td>0.655</td>
<td>0.279</td>
<td>0.616</td>
</tr>
<tr>
<td>P3</td>
<td>0.105</td>
<td>0.681</td>
<td>0.290</td>
<td>0.072</td>
<td>0.206</td>
</tr>
<tr>
<td>Inconsistency</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The overall rating of projects allows to establish the ranking of solutions P2, P3, P1 (Table VII). Project P2 has been rated highest, it has a significant advantage over alternative projects P3 and P1. According to the assessment using multi-criteria AHP method, the company should implement a management IT system using the offer of organization which has presented project P2.

The final decision about project execution can be based on some complex method of project evaluation or on project efficiency. Previously discussed feasibility study can include elements specified in chapter IV, at least as followed: technology and system feasibility, economic feasibility, legal feasibility, operational feasibility, schedule feasibility.

Considering which method of projects assessment to choose when we need to choose one IT project among several projects, or deciding to start a new IT project it should be noted that a complex assessment methods of projects evaluation helps us choose the best project among several alternative projects. While the feasibility study of the project is a detailed and comprehensive analysis of a specific project. Developing such a document is expensive and usually it is performed for one project only. In this case study AHP method allows you to choose the best variant of the project. The final decision on the project can be taken on the basis of this analysis. However, you can perform a feasibility study for project P2. Although the feasibility study of the project is costly, it gives us more certainty that the implementation of the project will bring the company the desired results and will be successful.

### IV. BUSINESS PLAN

#### A. Description of the method

Business plan is defined as:

- a plan of launching a business or as an action plan and development of the company; it is a special case of economic plan [31];
- a set of document developed by entrepreneur during preparation process of launching of the new project, showing its strategy and structure [32];
- a description method of a business and evaluation of the prospect of execution [4].

Business plan of the project is a study of the planned economic project which contains: purpose of analysis; circumstances of implementation; assessment of the advisability, feasibility and effectiveness evaluation. Business plan can be used for comprehensive evaluation of projects of small range and complexity [4].

Business plan refers to both results and costs and it shows project as a product market intended for potential customers. Business plan contains: objectives, impacts and process of the project.

Business plan is characterized by [4]:

- specificity – business plan must include: detail information of the: market, enterprise, project and planned actions,
- comprehensiveness - business plan must include all aspects of the planned activities (market, technical, personnel, organizational and financial activities),
- long-term effect – business plan is mostly a long-term plan, rarely annual.

Structure of the business plan depends on its purpose. General scheme of business plan includes four elements: general information – abstract, market conditioning of the project, operation conditioning of the project, assessment of the project's consequences (Table VIII) [33].

<table>
<thead>
<tr>
<th>No.</th>
<th>Description of the item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>General information</strong></td>
</tr>
<tr>
<td></td>
<td>- front page and table of contents</td>
</tr>
<tr>
<td></td>
<td>- subject of the business plan</td>
</tr>
<tr>
<td></td>
<td>- basic information</td>
</tr>
<tr>
<td></td>
<td>- performer of business plan</td>
</tr>
<tr>
<td></td>
<td>- current events and approvals</td>
</tr>
<tr>
<td>2</td>
<td><strong>Abstract</strong></td>
</tr>
<tr>
<td>3</td>
<td><strong>Market conditioning of the project</strong></td>
</tr>
<tr>
<td></td>
<td>- users and sponsors of the project</td>
</tr>
<tr>
<td></td>
<td>- stakeholders of the project</td>
</tr>
</tbody>
</table>
The business plan should answer the question on how seasonality affects financial results (incomes and expenses). Chapter number eight covers estimation of production’s costs or service delivery.

Organizational plan determines how the investment will be managed in the implementation phase and in the operational phase. Organizational scheme is presented in the chapter which shows work division and presents organization of key functions, like: supply, production and distribution.

Investment implementation schedule is described in chapter number ten. It should include all main investment tasks with the assume time of their implementation.

Detailed budget project should be developed in 11th chapter. Economic and financial analysis is based on the financial plan and contains financial evaluation, profitability evaluation and risk assessment.

The most important data and conclusions are included in the last chapter.

Responsibility problem is associated with evaluation of the business plan. Business plan is used mainly for certain decision-making which results in specific measurable amount of expenses. Comprehensiveness is the most important advantage of business plan. Significant disadvantages include statistics and descriptive form of business plan.

### Chapter 3. Operation conditioning of the project

- tasks and process of the project
- employment, equipment and resources of the project
- subcontractors and suppliers of the project
- organization and management of the project
- costs of the project (budget)

### Chapter 4. Assessment of the project’s consequences

- benefits
- expenses and costs
- risk analysis
- evaluation (economical)
- evaluation indicators
- recommendations

An exemplary structure of business plan of venture investment is presented in Table IX.

<table>
<thead>
<tr>
<th>No.</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Abstract</td>
</tr>
<tr>
<td>2</td>
<td>General information about project</td>
</tr>
<tr>
<td>3</td>
<td>Planned location of the investment</td>
</tr>
<tr>
<td>4</td>
<td>Market analysis</td>
</tr>
<tr>
<td>5</td>
<td>Competitive analysis</td>
</tr>
<tr>
<td>6</td>
<td>Marketing strategy</td>
</tr>
<tr>
<td>7</td>
<td>Technology of production</td>
</tr>
<tr>
<td>8</td>
<td>Costs of production</td>
</tr>
<tr>
<td>9</td>
<td>Organizational plan</td>
</tr>
<tr>
<td>10</td>
<td>Project schedule</td>
</tr>
<tr>
<td>11</td>
<td>Project budget</td>
</tr>
<tr>
<td>12</td>
<td>The financial part</td>
</tr>
<tr>
<td>13</td>
<td>Summary</td>
</tr>
</tbody>
</table>

Business plan of the project starts with an abstract in which the most important conclusions and a summary of entire plan should be included. This part of the plan should be designed very carefully as it is always read in detail during pre-selections of the projects.

Second chapter should contain basic information about the project: name of the project, information about participants, localization and information about lead organization.

Actual state supply, state demand and actual prices of product or services on the market are shown in the market analysis. This part of analysis is, in most cases, based on forecasts as investment can be realized in a new sector.

The fifth chapter gives information about main market competitors by analyzing their strengths and weaknesses. The marketing strategy includes main components of market activity such as: product, prices, distribution and promotions and can be found in chapter number six.

In a description of technology of production main steps of technological process and evaluation of its modernity should be characterized. Technology of production can be original investor’s solution or a typical solution. This chapter should also include environmental legislation and information about certificates and licenses acquisition.

Determination of equipment’s life time, development of modernization plan and repair plan are also necessary. Production is seasonal in many types of business therefore, the use of several tools which include:

- statistical methods for assessing the effectiveness of investment: payback investment rate, payback/return period,
- dynamical methods for assessing the effectiveness of investment: updated net value, discounted payback investment rate, discounted payback/return period, internal rate of interest.

Simpler statistical methods do not include variable time value of money which is why these methods are accounted as less useful.

The last element of the economic and financial analysis of the project is financial risk assessment of investment. Projects that are financially viable may be financially too risky to be selected for implementation. Risk covers many
types of risks, including: the risk of contract, the risk of supply, investment risk, financial risk, credit risk, operational risk, transportation risk, insurance risk, price risk, currency risk and inflation risk.

Each business plan contains many assumptions about investment, costs, prices, demand, inflation etc. Effectiveness of planned investment is determined under assumptions which do not have to be confirm.

Investor who develops business plan should identify factors of financial risk and should also attempt to measure the risk. Financial risk can be measure by following methods: the scenario method, sensitivity analysis, analysis of the breakeven point.

Final evaluation of business plan comprises four elements: assessment of formal correctness, assessment of methodological correctness, assessment of accepted data, formulated assumptions and accounting evaluation.

Common errors and data manipulation in business plans mostly rely on [31]: overpricing, costs reducing, skipping some expenditure and costs, the discount rate reducing, inflate production capacity, the need of current assets reducing, accepting unrealistic growth rates of production and sales.

Business plan usually consists of four elements (Fig. 1).

<table>
<thead>
<tr>
<th>I</th>
<th>II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informational part</td>
<td>Market’s part</td>
</tr>
<tr>
<td>III</td>
<td>IV</td>
</tr>
<tr>
<td>Operational part - Expenses and costs</td>
<td>Evaluation – comparison of benefits and expenditures</td>
</tr>
</tbody>
</table>

Fig. 1 Business plan

First part, informational part presents subject of business plan, performers and basic data of the project. The second - market’s part contains internal and external benefits of the project. The third part determines tasks, employment and management styles of the project. The result of the third part is to determine expenditures and costs developed as a project budget. The last part of business plan is a comparison of benefits and expenditures of the project with the use of: cash flow statement, balance sheet, or income statement. Business plan assessment methods depend on needs.

V. BUSINESS CASE AND COST BENEFIT ANALYSIS

A. Description of business case

Business case is a document prepared usually in organization which performs the project for its own needs. It may be prepared for every project, to support its planning and decision-taking. It is a method of assessing the business benefits of analysed project. During the project performance this method is used to analyse the impact of obtained partial results on expected business benefits. Analyses used in business cases are mainly of quantitative nature.

Based on estimated costs, benefits and savings as well as risks, BC involves all changes in business area which the project affects and description of the causes of the undertaking.

In practice it is mostly used in the ICT sector (where all benefits from implementation of information systems are necessary) and sporadically for social projects, although e.g. in Great Britain this document is obligatory for all projects undertaken by public entities.

The following types of business case are singled out [4]: strategic business case – general document indicating the relations between the project and organization strategy, full business case – document containing detailed plans of project performance and cost benefit analyses, ongoing business case – document precisely determining the inputs on works (usually within the nearest stage of the project).

BC does not have any strictly defined and mandatory structure, as it depends on the project specificity, i.e. its duration, budget, branch in which the employer is functioning etc. M. Trocki [2] repeats (after Taschner) that BC should consist of eight parts presented in Table X.

BC is one of the fundamental terms in PRINCE2. It plays a strategic role in the project assessment process, because it is assumed that the undertaking may last as long as this document gives affirmative answers to questions about the need, feasibility, profitability and cost-effectiveness of investing into the project.

It is an element of documentation which initiated the project. It gives rise to the decision to start, continue, interrupt or completely withdraw from the project. BC is being updated throughout the project life cycle [3]-[11].

BC consists of two documents:

1. Outline of the business case (introduction and basic information about the project: title of the project and possibly subtitle, author of the document and its recipient, date of the document preparation and submission, generally determined BC area, defined goals of the project, purpose of BC preparation).
2. Detailed business case (DBC) – its most important element is assessment of the project cost-effectiveness.

A very important element of DBC is definition of the pattern according to which the project implementation variants will be described, because BC should contain a description of several possible methods of achieving the same goal. The indicated methods should enable a comparison of the variants of this undertaking [5].

The basic element of DBC is presentation of possible variants of the project performance. Each of the variants requires a detailed feasibility study [6].

According to the PRINCE2 (2009) method the project requires first of all focussing on business aspects starting from the reasons for which it was launched till it was closed [10].
The main and obligatory element of business case is a list of expected benefits and optional components of the cost benefit analysis and assessment of investment.

**B. Description of cost benefit analysis**

Cost benefit analysis (CBA) consists in determining and comparing the expected costs and benefits from variants of the project to choose the best and most profitable variant.

The cost benefit analysis usually consists of the following parts [7]-[12]-[13]: identification of the project, defining the goals, feasibility study, economic analysis, multi-criterial analysis, other criteria of evaluation, sensitivity analysis and risk evaluation.

The results of the cost benefit analysis are often presented in the so called cost-benefit matrix [12] (Fig. 2).

The projects placed - in result of analysis - in area I usually are not referred to performance. The possibility to perform the area II projects (they lead to significant benefits but simultaneously require quite high inputs) is limited, because they require special conditions to be performed, e.g. foundation of consortia, special companies etc. The area III projects are considered to be dangerous because of the temptation to implement them which resulted from low costs. However, they do not provide sufficient benefits, therefore other performance variants should be taken into account.

Most demanded is the performance of area IV projects because these are most advantageous.

**C. Reference to projects efficiency account**

Business case usually supports taking of investment decisions i.e. the situations where decisions are made about alternative possibilities of using financial means in the project. Owing to BC at least the financial consequences of those decisions may be analysed, but also their non-financial effects may be considered. So BC is a practical use of the investment efficiency account in project management.

Assessment of the project cost-effectiveness as the most important component of DBC in PRINCE2 comprises analysis of joint benefits and adverse effects with the project performance costs and future maintenance of its final products. For the financial part PRINCE2 recommends here: analyses of complete costs and benefits, net costs and products. Recommended for the financial part of PRINCE2 are: analyses of total costs and benefits, net costs and benefits, return on investment, simple payback period, discounted methods, current net value or analysis of project sensitivity to disturbances.

The CBA part involving the financial analysis should show the project profitability and its financial sustainability by solving the following problems: choice of the time horizon, determination of total inputs and incomes, calculation of residual value at the end of the year, determination of the inflation factor, choice of an appropriate discount rate, financial calculation or economic rate of return and the method of using those indices in project assessment. The project effects prognosis should be made for its performance time and the period allowing to show its effects in close and further perspective.

During economic analysis carried out at CBA the costs and notable socio-economic benefits of the project are determined. If it is possible, the benefits for external environment should be expressed in monetary units, Otherwise, ascribed to those benefits should be an appropriate numerical value enabling to bring them down to rational values. Both all the costs and social benefits expected for various years should be discounted to the basic year value or using a harmonized discount rate for a given sector of economy or region. An alternative approach is calculation of internal economic rate of return or economic current net value.
D. Case study

Let us consider two investment projects: project A and project B. Both have identical performance time reaching 5 years and identical investment inputs amounting to 100 000 PLN. In the case of project A the following fluxes of financial surpluses (CF) are forecast: at the end of the first year – 20 000 PLN, the second year – 60 000, the third year – 80 000, the fourth year – 60 000 and the fifth year – 70 000 PLN (line 3 in Table IV). In project B the forecast financial surpluses at the end of each of the periods are identical and amount to 58 000 PLN.

Simplified BC including the cost benefit analysis and investment assessment is presented for project A in Table XI, whereas for project B in Table XII.

Actually, introduced to pattern BC are all costs (the first lines in Table XI and Table XII) with tangible benefits (the second lines in these tables), which gives cash flows for the projects (the third lines), equal to benefits (incomes) decreased by costs.

The cost benefit analysis is aimed at discerning the moment when the first incomes from the project appeared. They are then assessed using a discount rate. In the fifth line for each period the discount ratio is calculated. The assumed (in these examples) rate of return within a year is 6.3% for every project.

The discount ratio for a given period is treated similarly as weight while counting the weighted average, except that in the NPV case it is the „weighted total”. Pursuant to this premise, a further stage is discounting of cash flows (the sixth lines in Table XI and Table XII) by multiplying the value of cash flows from a given period (the third line) by the value of the discount ratio (the fifth line). Subsequently, at the intersection of the sixth line and the seventh column the total of discounted cash flows is calculated (ΣCFt).

On the other hand, the aim of the whole investment is to determine the NPV value, otherwise called the updated net value or the present net value. NPV is a method of assessment of the tangible investment economic efficiency but also an indicator determined according to this method.

In the present situation, NPV is considered as an indicator constituting a difference between the sum of discounted cash flows and initial inputs.

It is assumed that the investment should pay for itself in the period not longer than 2 years. The period of return on inputs in the case of project A amounts to 2.4 years, and in the case of project B it reaches 1.9 years. The calculations used the formula in which inputs are compared with cumulated positive cash flows and then we should observe when the sum is zero. Project B is better than project A, because it provides a faster return on inputs and does not

### Table XI

<table>
<thead>
<tr>
<th>YEAR</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs (in thousands of PLN)</td>
<td>-100</td>
<td>-20</td>
<td>-20</td>
<td>-20</td>
<td>-40</td>
<td>-30</td>
</tr>
<tr>
<td>Benefits (in thousands of PLN)</td>
<td>0</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Cash flow (in thousands of PLN)</td>
<td>-100</td>
<td>20</td>
<td>60</td>
<td>80</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>Cumulative cash flow (in thousands of PLN)</td>
<td>-100</td>
<td>-80</td>
<td>-20</td>
<td>60</td>
<td>120</td>
<td>190</td>
</tr>
<tr>
<td>Discount ratio</td>
<td>1.00</td>
<td>0.94</td>
<td>0.88</td>
<td>0.83</td>
<td>0.78</td>
<td>0.74</td>
</tr>
<tr>
<td>Cash flow after discounting (rounded up to thousands of PLN)</td>
<td>-100</td>
<td>19</td>
<td>53</td>
<td>66</td>
<td>47</td>
<td>52</td>
</tr>
<tr>
<td>Cumulative cash flow after discounting (in thousands of PLN)</td>
<td>-100</td>
<td>-81</td>
<td>-28</td>
<td>38</td>
<td>85</td>
<td>137</td>
</tr>
</tbody>
</table>

### Table XII

<table>
<thead>
<tr>
<th>YEAR</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs (in thousands of PLN)</td>
<td>-100</td>
<td>-20</td>
<td>-20</td>
<td>-20</td>
<td>-40</td>
<td>-30</td>
</tr>
<tr>
<td>Benefits (in thousands of PLN)</td>
<td>0</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>98</td>
<td>88</td>
</tr>
<tr>
<td>Cash flow (in thousands of PLN)</td>
<td>-100</td>
<td>58</td>
<td>58</td>
<td>58</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>Cumulative cash flow (in thousands of PLN)</td>
<td>-100</td>
<td>-42</td>
<td>16</td>
<td>74</td>
<td>132</td>
<td>190</td>
</tr>
<tr>
<td>Discount ratio</td>
<td>1</td>
<td>0.94</td>
<td>0.88</td>
<td>0.83</td>
<td>0.78</td>
<td>0.74</td>
</tr>
<tr>
<td>Cash flow after discounting (rounded up to thousands of PLN)</td>
<td>-100</td>
<td>55</td>
<td>51</td>
<td>48</td>
<td>45</td>
<td>43</td>
</tr>
<tr>
<td>Cumulative cash flow after discounting (in thousands of PLN)</td>
<td>-100</td>
<td>-45</td>
<td>6</td>
<td>54</td>
<td>99</td>
<td>142</td>
</tr>
</tbody>
</table>
exceed the assumed two-years’ period of the investment payback.

NPV for project A amounts to 137 000 PLN, and for project B – 142 000 PLN (intersection of the seventh line and the seventh column in Table XI and Table XII). In NPV we accept only projects with NPV higher than zero, and we reject the other ones. The decision about the choice of a specific project is correct for the specified interest rate.

Of the two projects excluding each other we choose the project with a higher NPV. In the given case it is project B which not only provides a faster return of inputs but it also provides an additional surplus of 142 000 PLN.

Implementation of business case in organization changes the way of thinking about project initiatives, because it requires explicit defining of profits from performance of the undertaking. Problems with indicating the profits or inability to measure the profits demonstrate that the suggested project has significant drawbacks.

An important advantage of the use of BC is the necessity to prepare some variants of the project performance, which gives the organization’s managers more decision-making possibilities e.g. as to alternative investment methods. On the other hand, the need to include many complex aspects constitutes the greatest drawback of this document.
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Abstract—The paper presents issues related to developing methods for fundamental analysis used to expand capabilities of multi-agent trading system, to better predict the financial market. The fundamental analysis indicators can be used as confirmation of decisions generated by other strategies of the system. The first part of the article discusses briefly the fundamental analysis issues in relation to the online trading on FOREX market. The statistical analysis of correlations of the different time series indicators and algorithms of fundamental analysis agents are examined. The final part discusses the results of the performance evaluation of selected investment strategies, including fundamental–based agents.

I. INTRODUCTION

In trading support systems, the advices might be computed by one or many algorithms, or by one or many software agents using one or many information sources. An overview of of the agents operating on financial markets has already been given by B. LeBaron [1]. Currently, most trading systems are based on one or only a few algorithms. For example, the solutions described by L. Mendes, P. Godinho and J. Dias [2] use genetic algorithms to perform analysis on the basis of historical quotations. The system described by J.R. Thompson, J.R. Wilson and E. P. Fitts [3] is based on the multifractal time series. In the system described in [4, 5] technical analysis indicators are used. There are many solutions based on multi-agent approach. H. C. Aladag, U. Yolco and E. Egrioglu [6] present an evaluation of the portfolio optimisation strategies by three agents: rational agent, interference agent, and technical analysis agent. P. Singh and B. Borah [7] apply a multi-agent system where the agents’ intelligence is based on fuzzy expert system. O. Badawy and A. Almotwaly [8] developed the neural networks and neuro-fuzzy computing for taking into account the geometrical patterns of the financial data. M. Aloud, E.P.K. Tsang and R. Olsen [9] introduce an agent-based model for simple prediction of financial markets, where each agent predicts the development of selected subsets of the assets pairs in real time by separately examining the similarities between ask and bid assets histories. P. Kaltwasser [10] describes an agent that uses multiple behavioral techniques to make bidding decisions in the face of market uncertainty. J. Glattfelder, A. Dupuis and R. Olsen [11] develop a system that supports multiple strategies, but they use only moving-average crossover strategies in the current stage of development. The paper by R. Barbosa and O. Belo [12] describes a multi-agent system that consists of a set of trading models such as an ensemble of classifiers, regression models, case-based reasoning, and an expert system. F. H. Westerhoff [13] presents a system where two groups of agents applying the methods of fundamental and technical analysis try to shape market dynamics.

Summing up, more often the trading advice is provide by multiple software agents that use mainly technical analysis. However, many papers related to economic basics [e.g. 14, 15, 16] state that using a fundamental analysis is also necessary for supporting trading decisions. A few of solutions combine fundamental analysis and behavioral sentiments.

Our platform, called A-Trader [17, 18], allows for the implementation of various algorithms or trading decision support methods [e.g. 19, 20]. The A-Trader is aimed at supporting trading decisions on the FOREX market (Foreign Exchange Market). On FOREX currencies are traded in pairs, for example USD/PLN, EUR/GBP. In general, trader on FOREX can open/close long/short positions. A long position relies on "buying low and selling high" in order to achieve a profit. A short position, instead, relies on "buying high and selling low". On FOREX, when one currency in a pair is rising in value, the other currency is declining, and vice versa [18]. The A-Trader receives tick data which are aggregated to minute (M1, M5, M15, M30), hour (H1, H4), day (D1), week (W1) and month (MN1). The A-Trader mainly supports High Frequency Trading (HFT) [17], and puts strong emphasis on price formation processes, short-term positions, fast computing, and efficient and robust indicators [19].

High frequency traders seek profits from the market’s liquidity imbalances and short-term pricing inefficiencies. Access to quote data must be near real time. Therefore systems supporting trading must provide as soon as possible advice as to which position should be taken: open, close or no entry (do nothing). The architecture of A-Trader and the description of the different groups of agents have already been detailed [17, 18]. In general, the agents applied technical and behavioral analysis in order to support trading decisions. The aim of this paper is to present methods for fundamental analysis used to improve the trading efficiency of A-Trader. These methods take into consideration both HFT and also different time resolutions (multiresolution is an integral part...}
of A-Trader: from M1 to MN1 periods). Multiresolution is very important issue due to different time periods needed for fundamental analysis on FOREX market. The macro-economic indicators (e.g. inflation, Gross Domestic Product) are characterized by low fluctuation. (analysis of these indicators is usually performed monthly).

The first part of the article briefly discusses the fundamental analysis issues in relation to the FOREX market. Next, the statistical analysis of correlations of the different time series indicators and algorithms of fundamental analysis agents are examined. The final part discusses the results of the performance evaluation of selected investment strategies, including fundamental–based strategies.

II. FUNDAMENTAL ANALYSIS ON FOREX MARKET

The main assumption of fundamental analysis is the notion of equilibrium. At any considered time, a currency pair should trade at a particular rate that balances trade and investment flows. Fluctuations in market risk affect a rate that may be well above or below what financial-economic conditions justify [15]. Unlike technical analysis, fundamental analysis doesn't become less profitable when competition increases. If market dynamics raise interest rates, in consequence a currency will rise proportionately. This cause will not be undone if too many people are aware of it. On the contrary, it will become even stronger [15].

Putting it briefly, FOREX fundamental analysis concerns the following:
1. Driving supply and demand in the market currencies.
2. Economic indicators and asset markets.
3. Indexes.
4. Political and social powers.

There are two major factors affecting the supply and demand balance: interest rates and the state of international trade [22]. Interest rates can have either a strengthening or weakening effect on a particular currency. The high interest rates attract foreign investment, which will strengthen the local currency. Stock market investors often react to interest rate increases by selling off their holdings. How changes in central bank interest rates impact exchange rates are described by following overarching forces: interest rate parity and the carry trade. Emerging (growth) currencies tend to trade in direct proportion to relative interest rate levels, since higher rates attract speculative investors. Recall that investors in the carry trade seek to profit from positive interest rate differentials; hence, the higher the interest rate, the more attractive the corresponding currency [17]. An international trade balance arises if the economy shows a deficit (more imports than exports) which mean that money is flowing out of the country to purchase foreign-made goods, and this may have a devaluing effect on the currency [27]. A decent fundamental analysis comprises the examination of macroeconomic indicators and asset markets, when evaluating a country's currency. Macroeconomic indicators include figures such as [10, 15, 16, 23]:

1) Growth rates, measured by Gross Domestic Product.
2) Inflation.

3) Unemployment.
4) Balance of payments.
5) Market correlations, such as [16, 24]:
• gold prices ratio: when gold goes up, the USD often goes down (and vice versa); therefore, an inverse relationship appears between gold and USD,
• oil prices ratio: the economies of oil-dependent countries weaken as oil prices rise; in such situation a trader can consider buying currencies of commodity-based economies like Australia or Canada or selling oil-dependent currencies.

6) Productivity.
7) Purchasing Managers’ Index (PMI), based on new orders, inventory levels, production, supplier deliveries and the employment environment.

Asset markets comprise stocks, bonds and real estate. Other indicators that may be considered are the Consumer Price Index (CPI), Durable Goods Orders, Producer Price Index (PPI), and retail sales.

Index correlations also have influence on currency quotations [25]. Examples of indexes are:
• S&P 500 is an index which includes the 500 companies with the largest capitalization companies listed on the New York Stock Exchange and NASDAQ,
• FTSE 100 is a share index of the 100 companies listed on the London Stock Exchange with the highest market capitalization,
• WIG index is listed on the Warsaw Stock Exchange; it includes shares listed on the Polish market.

Political considerations impact the level of confidence in a nation's government, the climate of stability and level of certainty [25].

The trading advices generated by agents based on fundamental analysis are used as confirmations of a buy/sell decision suggested by technical analysis–based agents or behavioral–based agents.

III. COMPARISON OF CORRELATION OF SELECTED FUNDAMENTAL ANALYSIS FACTORS AND FOREX QUOTATIONS

As was stated in the previous section, the fundamental analysis factors (macro-economic indicators) of a given country are often correlated with its currency quotation. Fig. 1 presents the example of correlation inflation, oil price, and S&P 500 index with USD/GBP quotations in 2015 (monthly). On the basis of visual analysis of this chart, we can draw the conclusion that in particular periods most of the macro-economic indicators are correlated with USD/GBP quotations. For example, taking into consideration the period May-June, the USD/GBP quotations rise and inflation and S&P 500 also rise (while the oil quotation falls); taking into
consideration the period November – December, the USD/GBP quotation rises and inflation, S&P500, and oil also rise.

In order to determine the correlation between these factors, the Mann-Kendall test was used. The non-parametric Mann-Kendall test is commonly employed to detect monotonic trends in series of environmental data, climate data or hydrological data [24]. For two trends correlation a tau Kendall ratio was calculated that counts the number of pairwise disagreements between two time series. The larger the distance, the more dissimilar the two series are [24]. If tau Kendall value is near 1 or -1, then two time series are correlated, if it is near 0, then time series are independent.

For example, for the time series presented on Fig 1 (period - 2015 year) tau Kendall correlation values are the following:
- USD/GBP vs. inflation: 0.1,
- USD/GBP vs. oil: – 0.04,
- USD/GBP vs. S&P500: – 0.2.

According to this metric, the macroeconomic values are not strongly correlated with the USD/GBP quotation, whereas if we look at the chart, they seem to be correlated. This may result from tau Kendall specifics and also from time-shift of the trend change considered quotation and indicators. For example, the USD/GBP quotation starts rising in April, the S&P500 also in April, but inflation starts rising in May or oil starts rising in March. Therefore, macro-economic indicators can be used mainly for confirmation of long time trends of FOREX quotations.

### IV. DESCRIPTION AND EVALUATION OF THE FUNDAMENTAL ANALYSIS AGENTS

Input signals of fundamental analysis agents appear with different frequency. One of them is available in high time periods, for example quarterly, monthly, weekly, like the Inflation PPI M/M, Net Capital Inflows, Change of employment M/M, and Industrial production.

These signals are very important in establishing and confirming long time trends. According to the rule „Trend is your friend“, investing in pursuance of the trend should gain more profits. The Elliott wave theory says that movements in line with the trend are longer and more dynamic. This indicator may be a good advisor in the investment strategy. But it is not enough in the high frequency trading strategy where trades are frequent and positions are opened only for a short time. This indicator can therefore be taken only as advice, not as a signal to open position. The actual macro-economic situation of the country is the real important indicator. Namely, the main stock exchange indicators such as S&P500 and FTSE 100 are the main advising factor and trigger for making a trade. Principal goods such as gold and oil are also included, and they usually function as short time indicators.

Neural networks have already demonstrated great potential for discovering non-linear relationships in time-series. The published results of forecasting financial data are particularly good [21, 26, 27]. Therefore, we took the decision to make use of the neural network model as a predictor.

In general, our fundamental analysis agents were built on the Multi-Layer Perceptron model. The diagram of the agent operation is schematically presented in Fig 2. It uses the sigmoid activation function and the back-propagation learning algorithm. Long and short term fundamental indicators were taken into account. The input vector contained the long term indicators and the last sequences of S&P500, FTSE 100, oil and gold tics. As output, changes in USD/GBP rates were expected. In the learning process, the output values of the neural network were shifted by \( T_n \) units in time.

The trading strategy of the fundamental analysis agent can be specified as follows:

**Input:**
- \( q_{\text{FTSE100}} \)
- \( q_{\text{S&P500}} \)
- \( q_{\text{GOLD}} \)
- \( q_{\text{OIL}} \)
- \( i_{\text{Inflation}} \)
- \( i_{\text{IP}} \)

**Output:**
- \( q_{\text{USDGBP}} \)
- \( q_{\text{S&P500}} \)
- \( q_{\text{GOLD}} \)
- \( q_{\text{OIL}} \)
- \( i_{\text{Inflation}} \)
- \( i_{\text{IP}} \)

---

![Fig. 1. The example of correlation between inflation, oil prices and S&P 500 index with USD/GBP quotation in 2015 (monthly).](image-url)
threshold open // threshold level for open 
// long/close short // position
threshold close // threshold level for close 
// long/open short // position

Output: The fuzzy logic recommendation D // (range [-1..1]).

BEGIN
if CheckPerformanceLevel() then
  BeginLearningProcess();
p_USD/GBP := Multi-layerPerceptron (q_FTSE100, q_S&P500, q_GOLD, q_OIL, i_Inflation, i_NCI, i_COE, i_IP);
// Prediction of USD/GBP value change
if p_USD/GBP > threshold open then
  D := heuristic_open (p_USD/GBP);
else if p_USD/GBP < threshold close then
  D := heuristic_close (p_USD/GBP);
otherwise D := heuristic_do_nothing
END

From the point of finance, the fundamental analysis agent is founded on money flow interpretation. For instance, if the S&P 500 is falling and FTSE 100 is rising, one can suppose that investors exchange their S&P shares for USD, then they exchange USD to GBP, then they buy FTSE 100 shares. So if they buy GBP for USD, the value of GBP to USD should rise.

In A-Trader, an evaluation of selected agents is performed with the use of the following measures (ratios):
- rate of return \( (x_1) \),
- the number of the transaction,
- gross profit \( (x_2) \),
- gross loss \( (x_3) \),
- the number of profitable transactions \( (x_4) \),
- the number of profitable consecutive transactions \( (x_5) \),
- the number of unprofitable consecutive transactions \( (x_6) \),
- Sharpe ratio \( (x_7) \)

\[
S = \frac{E(r) - E(f)}{O(r)} \cdot 100\%
\]

where:
- \( E(r) \) – arithmetic average of the rate of return,
- \( E(f) \) – arithmetic average of the risk-free rate of return,
- \( O(r) \) – standard deviation of rates of return.
- the average coefficient of volatility \( (x_8) \) is the ratio of the average deviation of the arithmetic average multiplied by 100\% and is expressed:

\[
V = \frac{s}{E(r)} \cdot 100\%.
\]

For the purpose of the comparison of the agents' performance, the following evaluation function was elaborated:

\[
y = a_1 x_1 + a_2 x_2 + a_3 (1 - x_3) + a_4 x_4 + a_5 x_5 + \ldots + a_9 (1 - x_9) + a_{10} x_{10}
\]

where \( x_i \) denotes the normalized values of the ratios. Coefficients \( a_1 \text{ to } a_{10} \) may be also determined by the investor in accordance with his/her preferences (for instance, the user may determine whether is interested in the higher rate of return with a simultaneous higher risk level or lower risk level, but simultaneously agrees to a lower rate of return). These functions allow for determining the best strategies for the user in a given time period. Coefficients \( a_1 \text{ to } a_{10} \) can be used also for creating different users' profiles (allow for personalization of A-Trader). The function is given the values
from the range [0..1], and the agent's efficiency is directly proportional to the function value.

V. EXPERIMENTS

The agent’s performance analysis was carried out for data within the M1 period of quotations from the FOREX market. For the purpose of this analysis, the test was performed in which the following assumptions were made:

1. USD/GBP quotes were selected from randomly chosen periods (each - 1440 quotations), notably:
   - 15-03-2016, 0:00 am to 15-03-2016, 23:59 pm,
   - 16-03-2016, 0:00 am to 16-03-2016, 23:59 pm,
   - 22-03-2016, 0:00 am to 22-03-2016, 23:59 pm,
2. At the verification, the trading signals (for open long/close short position equals 1, close long/open short position equals -1) were generated by the strategies FundamentalStrategy and TechnicalStrategy.
3. It was assumed that decisions’ probability levels for open/close position are determined by the genetic algorithm (on the basis of earlier periods).
4. It was assumed that the unit of performance analysis ratios (absolute ratios) are pips (a pip is equivalent to the final number in a currency pair’s price).
5. The transaction costs were directly proportional to the number of transactions.
6. The capital management - it was assumed that in each transaction the investor engages 100% of the capital held at the leverage 1:1. The investor may define another capital management strategy.
7. The results obtained by the tested agents were compared with the results of the Buy-and-Hold benchmark (a trader buys a currency at the beginning and sells a currency at the end of a given period).

Table 1 presents the results obtained in the particular periods. In general, it may be noted that strategies generated not only profitable decisions. However, the rate of return cannot be the only measure taken into account in the performance evaluation. Very important are also other ratios, among other risk involved in the investment.

The evaluation function provides the fast choice of the best strategy. It may be noted that the values of efficiency ratios of particular strategies differ in each period. Values of this function oscillate in the range from 0.02 to 0.51. Therefore use of this function allows for reducing the deviation of the values of the ratios.

The results of the experiment allow us to state that the ranking of strategies’ evaluation differs in particular periods. In the first period, the TechnicalStrategy was the best strategy, the FundamentalStrategy was ranked higher than B&H benchmark. In the second period also the TechnicalStrategy was ranked highest, but FundamentalStrategy was ranked lower than B&H. Considering the third period, it may be noted that the FundamentalStrategy was the best strategy, although the Rate of Return of this strategy was not highest.

The highest value of evaluation function of FundamentalStrategy (in third period) results from the highest Average Rate of Return per Transaction and low risk measures’ values. The B&H benchmark was ranked lowest in two periods, and in the first and third periods it generated the losses. It should be noted that in the second period, the upward trend was observed, therefore B&H’s Rate of Return was positive. The first and the third periods show a downward trend, and therefore the B&H’s Rate of Return is negative. Taking into consideration all the periods, it may be stated that there is no one strategy ranked highest most often. Also, strategies achieving the highest Rate of Return were not always ranked in the highest positions. TechnicalStrategy always was characterized by greater number of transactions than FundamentalStrategy. However, FundamentalStrategy is characterized by highest Rate of Return per Transaction, than TechnicalStrategy. Both, TechnicalStrategy and FundamentalStrategy are characterized by low level of risk.

This results mainly from the fact that these strategies take into consideration decisions generated by large numbers of agents. During performing the experiments, a problem with neural network learning, was also observed. Values of the input

<table>
<thead>
<tr>
<th>Ratio</th>
<th>FundamentalStrategy</th>
<th>TechnicalStrategy</th>
<th>B &amp; H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of return [pips]</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>The number of transactions</td>
<td>0.49</td>
<td>0.47</td>
<td>0.08</td>
</tr>
<tr>
<td>Gross profit [pips]</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>Gross loss [pips]</td>
<td>0.49</td>
<td>0.47</td>
<td>0.08</td>
</tr>
<tr>
<td>The number of profitable transactions</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>The number of unprofitable consecutive transactions</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>The average coefficient of volatility [%]</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>The average rate of return per transaction</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td>Value of evaluation function (y)</td>
<td>0.43</td>
<td>0.19</td>
<td>0.51</td>
</tr>
</tbody>
</table>
vectors was very similar, thus learning process was not always convergent. It may result from long-time fluctuations of fundamental indicators in relation to short-time fluctuation of currencies quotations.

VI. CONCLUSION

The fundamental analysis implemented as investment strategy in A-Trader can be used as confirmation of decisions generated by other strategies. However, investing only on the basis of FundamentalStrategy does not allow us to achieve a satisfactory rate of return. Often, fundamental analysis indicators are time-shift in relation to currency value (for example, changes in oil prices or S&P500 quotations presented in Fig 1 go faster than the USD/GBP trend). Thus, although we see on the chart a correlation between fundamental analysis indicators and currency quotations, the Mann-Kendall test has not confirmed this correlation, due to the time-shift. This implies the need for further research work on developing the fundamental strategy to take into consideration the time-shift phenomenon and on improving methods for neural network learning adjusted to fundamental indicators’ values.
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Abstract—A real-world company asked us to solve emerging problem related to the flow of the documents: some of the documents had been lost. We used methods of process mining to solve this problem. We found an error in the information system. Moreover, our analysis of the flow of the documents led to the conclusion that the business processes did not meet the company’s needs, and with our help they were redesigned and reimplemented. This research gave an additional important insight to process mining methodology — in order to extract knowledge about business processes that is useful for the decision makers, it is crucial to create algorithms capable of collaborating with human experts.

I. INTRODUCTION

In contemporary business enterprises the complexity of real-world processes has to be perceived as one of the greatest obstacles in achieving effectiveness. More and more enterprises face with the problem of redesigning their business processes in order to survive in the global economy. The competitive market creates the demand for high-quality services at lower costs and with shorter cycle times. Even relatively small companies are frequently confronted — in their daily routines — with processes of very high complexity. In such environment business processes must be identified, described, understood and analyzed to find inefficiencies, which cause financial losses.

One way to achieve it is modeling. Business modeling is the first step towards defining a software system. It enables companies to look at their current processes and to discover the processes that can be solved automatically by software that will support the business. However, as it often happens, such a developed model corresponds more to how people think of the processes, and how they wish the processes would look like, than to the real processes as they take place.

Another way is by extracting information from a set of events gathered during executions of a process. Process mining [1], [2], [3], [4], [5], [6], [7], [8], [9] is a new and prosperous technique that allows to extract a model of a business process based on information gathered during real executions of the process. The methods of process mining are used when there is no enough information about processes (i.e. there is no a priori model), or there is a need to check whether the current model reflects the real situation (i.e. there is a priori model, but of a dubious quality). One of the crucial advantages of process mining over other methods is its objectiveness — models discovered from real executions of a process are all about the real situation as it takes place, and not about how people think of the process, and how they wish the process would be like. In this case, the extracted knowledge about a business process may be used to reorganize the process to reduce its time and cost for the enterprise.

Table I shows a typical event-log gathered from a flow of documents in a company. This event-log is a list of entries that contain information about observable actions of a process:

- “Actor” is someone who triggered the event; in our example an “Actor” is described by his full name (we left visible only two first letters of actors’ surname)
- “Time Stamp” is the exact time of the event; in example from Table I “Time Stamp” indicates the exact date and time when the event occurred
- “Event” is an observable action of the event (we shall assume, that we are given only some rough information about the real actions); in example from Table I there are four possible types of events:
  - “Created” — starting point of approval process triggered by new document that was created in the system
  - “GL app” — first level of acceptance; “Actor” is directly responsible for the area, which document content concerns. Approval confirms that the description coincides with reality
  - “Quality app” — second level of acceptance; “Actor” is a Quality Engineer and confirms that the change does not have negative impact in quality area
  - “APU app” — 3rd and last approval level; “Actor” is an Area Supervisor/Manager and confirms that the organization is ready for this kind of described change and costs regarded with it were included in forecast (money, which have to be spent are booked)
  - “Approved” — document has been confirmed by all required employees and is registered in SAP
  - “Rejected” — document has been rejected in approval path; rejection reason attached to this document
- “Case ID” is an instance of the process that executed the event

The column “Case ID” allows us to divide a list of events on collections of events corresponding to a particular executions of the process (i.e. to a particular instance of the process).
### Table I

**AN EVENT LOG GATHERED FROM THE FLOW OF DOCUMENTS.**

<table>
<thead>
<tr>
<th>Actor</th>
<th>Time Stamp</th>
<th>Event</th>
<th>Case ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ko* Milosz</td>
<td>2015-11-27 13:28</td>
<td>Created</td>
<td>1</td>
</tr>
<tr>
<td>Ko* Milosz</td>
<td>2015-12-08 11:57</td>
<td>Created</td>
<td>4</td>
</tr>
<tr>
<td>Gr* Grzegorz</td>
<td>2016-01-04 16:05</td>
<td>Created</td>
<td>2</td>
</tr>
<tr>
<td>Gr* Grzegorz</td>
<td>2016-01-04 16:08</td>
<td>GL app</td>
<td>2</td>
</tr>
<tr>
<td>Ch* Arkadiusz</td>
<td>2016-01-04 18:30</td>
<td>Created</td>
<td>3</td>
</tr>
<tr>
<td>Ch* Arkadiusz</td>
<td>2016-01-04 18:31</td>
<td>GL app</td>
<td>3</td>
</tr>
<tr>
<td>Po* Aleksander</td>
<td>2016-01-05 11:15</td>
<td>Quality app</td>
<td>2</td>
</tr>
<tr>
<td>Po* Aleksander</td>
<td>2016-01-05 11:18</td>
<td>Quality app</td>
<td>3</td>
</tr>
<tr>
<td>Ko* Artur</td>
<td>2016-01-05 11:22</td>
<td>APU app</td>
<td>3</td>
</tr>
<tr>
<td>Se* Edyta</td>
<td>2016-01-05 19:38</td>
<td>Approved</td>
<td>3</td>
</tr>
<tr>
<td>Si* Aneta</td>
<td>2016-01-11 16:08</td>
<td>Created</td>
<td>5</td>
</tr>
<tr>
<td>Si* Aneta</td>
<td>2016-01-11 16:19</td>
<td>GL app</td>
<td>5</td>
</tr>
<tr>
<td>Po* Aleksander</td>
<td>2016-01-12 10:23</td>
<td>Quality app</td>
<td>5</td>
</tr>
<tr>
<td>Ko* Artur</td>
<td>2016-01-12 10:56</td>
<td>APU app</td>
<td>5</td>
</tr>
<tr>
<td>Se* Edyta</td>
<td>2016-01-13 11:05</td>
<td>Approved</td>
<td>5</td>
</tr>
<tr>
<td>Ko* Artur</td>
<td>2016-02-01 08:02</td>
<td>APU app</td>
<td>2</td>
</tr>
<tr>
<td>Se* Edyta</td>
<td>2016-02-01 18:51</td>
<td>Approved</td>
<td>2</td>
</tr>
<tr>
<td>Ja* Iwona</td>
<td>2016-02-15 16:31</td>
<td>Created</td>
<td>6</td>
</tr>
<tr>
<td>Ja* Iwona</td>
<td>2016-02-15 16:32</td>
<td>GL app</td>
<td>6</td>
</tr>
<tr>
<td>Do* Marek</td>
<td>2016-02-15 17:14</td>
<td>Created</td>
<td>7</td>
</tr>
<tr>
<td>Ch* Arkadiusz</td>
<td>2016-02-15 20:57</td>
<td>Created</td>
<td>9</td>
</tr>
<tr>
<td>Ch* Arkadiusz</td>
<td>2016-02-15 20:59</td>
<td>GL app</td>
<td>9</td>
</tr>
<tr>
<td>Ma* Wiktór</td>
<td>2016-02-15 21:12</td>
<td>Created</td>
<td>10</td>
</tr>
<tr>
<td>Ma* Wiktór</td>
<td>2016-02-15 21:13</td>
<td>Created</td>
<td>11</td>
</tr>
<tr>
<td>Tu* Łukasz</td>
<td>2016-02-16 10:14</td>
<td>Quality app</td>
<td>8</td>
</tr>
</tbody>
</table>

The column “Time Stamp” makes it possible to linearly order each of the collections.

Figure 1 shows a model recognized from the log presented on Table I.

The aim of this paper is to show how methods of process mining can be applied to solve difficult problems in a real-world company. A company asked us to solve emerging problem related to the flow of documents; some of the documents had been lost. In the first case an error in the information system was identified and fixed. It also turned out, that the flow of the documents had been broken and after our analysis the whole process was redesigned and reimplemented.

Other examples of process mining usability in real-world companies are described in:

- **Process Mining in Healthcare**[11]
- **Process Mining Methodology for Health Process Tracking Using Real-Time Indoor Location Systems**[12]
- A general divide and conquer approach for process mining[17]
- **Process Mining Applied to the Test Process of Wafer Steppers in ASML**[13]

Health care process is modern subject for process mining researchers. One of the best environments for flow tracking are areas where human behaviors influence the highest possible. Human errors, flow deviations, workarounds can be detected by process mining tools.

Our research gave an additional important insight to process mining methodology — in order to extract knowledge about business processes that is useful for the decision makers, it is crucial to create algorithms capable of collaborating with human experts. Optimization algorithms have been researched in the area of decision support [10], but much less is known about algorithms for process mining in this context. One of the most significant methods is an explanation and justification of a mined model. This requirement stems from real business cases, where the best model becomes useless if it is not accepted by the decision maker. The lack of acceptance of a business process model can be due to several reasons: undisclosed user preferences; new constraints; a different evaluation; or simply a misunderstanding of the proposed model.

The paper is structured as follows. We checked ProM tools usability in Section II, where present complete document flow analysis. Readers can find there complex problem resolved after data extraction and analysis. We described results after document flow update that are effect of our common work with a company experts in conformance checking process [16]. We conclude the paper in Section III.

## II. DOCUMENT FLOW ANALYSIS

Flow of the documents, which approvals are required is important due to financial control requirements. Unsupported flow occurrence might be a source of abuses, human errors or problems to meet customer expectations. Corporations have to take care about transparency of financial status required by internal procedures and headquarters policies. Internally developed solution has to ensure document approvals in line with employees permissions. This kind of software is vulnerable to errors. Bug can be source of problems like embezzlement results, communication errors or wrong conclusions. Part of organization that is responsible for programming or management has to ensure that the implemented program works according to the established process.

### A. Background

Real-world company has a problem with documents flow. They had mismatch between documents’ flow system results and Financial Department’s reports. Company’s manager contacted us and ordered a complete service of process analysis. The company has implemented Microsoft Sharepoint to ensure proper flow of documents. Each document contains information about produced parts and represents their market value in currency. Developed addon is programmed with optional paths, which are depended on the value of created document. There is additional flow rule that the specialist opinion is needed in particular cases. This specialist is quality engineer. The higher value of a document is, the longer approvals path is required and the people involved in the acceptance process of the document have to be higher in the organization structure. Document creation or approval are triggers for system that generates event logs.

Financial controller and area supervisor have found a problem with budget forecasts. Anomaly was detected by differences in spending calculated by Financial Department and other department manager. Rules in the system looked fine, because each spending value was bigger than specified amount that had to be approved by the department manager. Operation Manager was informed about the situation and commissioned
the analysis. The analysis detected source of anomalies and after that Operation Manager gave instructions how to prevent such anomalies in the future.

Figure 1 presents a diagram mined by ProM Casual Activity Graph. A diagram is consistent with the flow implemented in Sharepoint. It shows that there are 3 levels of approval, but flow depends on specificity of a particular document, which path might be different. Collected logs contains 3 roles in approval system.

B. First level of process analysis CSV to XES

- Events log extraction from Sharepoint application to CSV file.
- CSV text file have to be imported to ProM and transformed to XES
- Analysis of imported data has to be preceded by questions, which may show proper direction of next mining methods

In process mining it is important to understand the data that have been collected. Without this knowledge it may be hard to extract any reasonable conclusion. The analysis of received data should be supported by a person who has theoretical knowledge about the assumptions. Too big deviations in comparison to process draft in organization might warn us about low data quality, which can be source of negative consequences in further analysis.

C. XES log summary

After CSV event log transformation to XES format ProM gives access to the document summary. One of the views is XES log summary where we found information about wrong starting point with 0.06% occurrences value. APU app is 3rd level approval in Figure 1. This is a point, which has to be verified during process exploration. It looks that a process was started from 3rd level acceptance even before its creation.

D. Directly follows graph extracted by ProM

ProM addon generates diagrams where nodes are events and edges are connections between them [15]. This visualization presents process steps flow, which are connected by arrows with labels presenting quantity of occurrences. Figure 1 is a directly follows graph mined from XES log. It transfers event logs into visualization of process steps.

Connection from 3rd role in acceptance process with an event announcing the creation of the document is an anomaly in this flow. The assumption is that the document has to be created before approval. Both in XES summary (Section II-C) and in Figure 1 is visible unusual event.

E. Extracting single case visualization

Process mining helped us with understanding the above anomaly, and we used an inductive visual miner (IvM [14]), which is dedicated ProM tool. It is able to extract information about process for every single instance and to visualize it. IvM allows to track the flow for every process step by graphical user interface. Inductive visual miner includes a functions based on click event that allow us to extract additional information about process steps or single cases.

Figure 1 APU approval) was performed before document creation. Logs visualization shows that the next approval steps were performed even with this anomaly. Analyze of this case led to modifications in path structure. Additional check conditions were added to ensure proper document flow. The source of this problem was in improper database management and software bug. System changed first and second level of approval fields to empty but APU acceptance field did not. Modified document has APU acceptance from previous flow cycle. Trigger for process of documents’ approval is document creation. After that instance of process have to be verified by authorized employees. Graph on Figure 1 shows that the created documents are addressed to GL app (first level of approval) in most of cases. This people are able to physical confirmation of compliance created document with the actual situation in the factory. They are working in 3 shift model so verification of documents is possible 24h per working days.

F. System validation after updates

Event logs were imported to ProM two months after system update. In order to confirm that a document approval path is in compliance with procedures, XES event log summary shows single starting point "Created". This summary confirms that the starting point is common and correct for each process instance. Process mining tools help corporation experts in analysis approvals path. Process approval path was redesigned to be in compliance with organization structure. This change is reducing human error risk by change that requires minimum 2 employees approval. Each step in approval path has a possibility to reject a document as like as in previous system version. Obligatory Quality approval step increased description coincidence with reality, because person responsible for that in 1st step knows about further Quality verification.

III. CONCLUSIONS

We investigated how methods of process mining can be applied to solve difficult problems in a real-world company. The paper shows that ProM functionality enables us to take
a look on processes not only from the designer perspective but also from the perspective of the production environment. IT systems are integral part of companies and sources of important data. Such data should be collected by system administrators, as they are valuable input in process extraction. Event logs gathered during execution of business processes present the reality in an objective way. Therefore, it is crucial to use them in further process optimization. They allow to look at the business process from the production perspective. Process mining has to be supported by people, who understands the relationship between discovered actions. The corporation that we worked with, solved emerging problem related to the flow of documents: some of the documents had been lost. An error in the information system was identified and fixed. It also turned out, that the flow of the documents had been broken and after our analysis the whole process was redesigned and reimplemented. The results obtained in process mining were the most important inputs for the system developers. The developers were able to prepare patches that fixed the problems. Process extraction realized by process mining tools was helpful in problem understanding and fixing. User friendly flow’s representation combined with experts knowledge can be the key to successful system patch preparation and implementation.

Our research gave an additional important insight to process mining methodology — in order to extract knowledge about business processes that is useful for the decision makers, it is crucial to create algorithms capable of collaborating with human experts. Optimization algorithms have been researched in the area of decision support, but much less is known about algorithms for process mining in this context. One of the most significant methods is an explanation and justification of a mined model. This requirement stems from real business cases, where the best model becomes useless if it is not accepted by the decision maker. The lack of acceptance of a business process model can be due to several reasons: undisclosed user preferences; new constraints; a different evaluation; or simply a misunderstanding of the proposed model. In future work we should focus more on human-computer interaction in process mining algorithms and systems.
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Abstract—In present, dynamically developing organizations, that often realize business tasks using the project-based approach, effective project management is of paramount importance. Numerous reports and scientific papers present lists of critical success factors in project management, and communication management is usually at the very top of the list. But even though the communication practices are found to be associated with most of the success dimensions, they are not given enough attention and the communication processes and procedures formalized in the company's project management methodology are neither followed nor prioritized by project managers. This paper aims at supporting project managers and teams in more effective implementation of best practices in communication management by proposing a set of communication management patterns, which promote a context-problem-solution approach to communication management in projects.

I. INTRODUCTION

Communication management is deemed by many as one of the most important knowledge areas in project management and a very complex one at the same time. It is affected by many factors, like characteristics of project stakeholders, project environment, project communication structure, communication properties, physical and psychological barriers [1]. Research has shown that there is a direct connection between communication and a project’s outcome, which is determined by the design of the communication environment of the project [2]. Project communication and networking skills are considered to be the life blood of project management leadership [3] and awareness of the potential offered by efficient communication is an essential prerequisite for success in the business world [4]. Project management methodologies, frameworks and sets of principles like Project Management Body of Knowledge, Prince 2, Adaptive Project Framework, Agile Software Development, Scrum, and others, include rules, hints and procedures regarding various communication management aspects, which in most cases should be sufficient to properly manage communication in a project team. The reason why this is not always the case is that, many IT companies do not actually follow any of these methodologies when realizing projects (for example, 30% of the companies surveyed in [5]) and those that do, tend to concentrate on other project management knowledge areas, which seem more important, like scheduling, cost management, etc. There are also numerous cases of project failures [6], that could be linked to poor communication management (among others [7], [8]). Thus it seems important to constantly promote good communication management practices and look for new ways to support project managers and team members in better realization of communication and documentation processes in their projects. That is the main goal behind the communication management patterns proposed in this paper – to give project teams an additional tool in a form of a list of patterns for controlling, managing and effective realization of communication and documentation processes. The idea behind patterns is that they provide general, reusable solutions to common problems, and as such are useful for the project team. Communication management patterns described in this paper are based on two main sources of information - communication management best practices identified in subject literature and results of a survey conducted among IT project managers.

The following, second section of the paper, provides evidence on the significance of project communication management knowledge area based on existing literature. In section III, the definition of a pattern is given and some examples of pattern usage are described. The essential fourth section of the paper begins with a definition of the project communication management pattern and on that base subsequent communication management patterns are defined. Conclusions and future research directions end the paper.

II. SIGNIFICANCE OF PROJECT COMMUNICATION MANAGEMENT

The successful implementation of a project depends on its appropriate management in a number of areas, as described in detail by e.g. Kerzner [9], Schwalbe [10], and Meredith and Mantel [11]. One of the areas of project management identified within numerous methodologies and frameworks is
communication management, which is considered to be of crucial importance to the success of a project (among others [12], [13]), in particular IT projects [14] especially those carried out by dispersed teams [15], [16], [17], [18], [19]. On the one hand importance of this knowledge area is emphasized by most stakeholders, but on the other hand, the communication processes and practices formalized in the company's project management methodology are neither followed nor prioritized by project managers [20]. For instance, recent research on utilization of project communication management methodologies in industrial enterprises in Slovak Republic revealed that 66% of the surveyed enterprises had not prepared any written document (methodology, process steps, etc.) to manage project communication [21].

Also Papke-Shields and co-authors, in their research on the use of project management practices and the link thereof to project success, discover that practices related to communication are not given enough attention, while at the same time communication practices are found to be associated with most of the success dimensions [22]. Most of the communication process in a project is usually done without proper planning, driven mostly by personalities and preferences rather than by needs, protocols and procedures [23].

Effective communication techniques and appropriate leadership styles are emphasized by Nguyen as the success factors for building and managing high performance global virtual teams [24]. Communication management is highly influenced in intercultural project teams by such factors as language, race, age, gender, religion, beliefs, habits, etc., whose analysis is essential if the project is to be accomplished with success [25].

According to PMI’s Pulse research, 55 percent of project managers agree that effective communication with all stakeholders is the most critical success factor in project management [26]. Effective project communications ensure that the right information reaches the right person at the right time and in a cost-effective manner. Communication is the key to keeping team members, managers, and stakeholders informed and on track to pursue the project objectives, as well as to identifying issues, risks, misunderstandings, and all other challenges to project completion. Effective communication is a critical element of team effectiveness, both in traditional and virtual teams [27] and it is much more than message exchange, rather a way in which project managers generate the grounds for a project [28].

III. DEFINITIONS AND THE USE OF PATTERNS

One of the general definitions of a pattern states that it is “a regular and intelligible form or sequence discernible in the way in which something happens or is done” or “an excellent example for others to follow” [29]. Design patterns are used to represent knowledge that is based on experiences captured in several real world projects and is widely accepted. This representation is often used for describing and presenting the gained knowledge. There are similar concepts to the concept of a pattern – success factor, success models, success measures, reference architectures, best practices, worst practices, barriers, facilitators or incentives [30].

Different definitions for a pattern exist, but they all include a common ground – patterns are general, reusable solutions to common problems and are dependent on their context [31]. They are based on the philosophy of pattern languages, first proposed by architect Christopher Alexander, which is now widely applied in many other professional areas to encompass creative human actions ([32] and works cited therein).

The following subsections describe the structure and format of patterns defined in three knowledge areas – design patterns in software engineering, knowledge management patterns and collaboration patterns. These examples have served as a reference for the structure of communication management patterns defined in the subsequent section.

A. Design Patterns in Software Engineering

In the software discipline, a pattern describes a problem, which occurs recurrently and supports a solution to that problem in a given context. The pattern has four essential elements: the pattern name, the problem, which describes when to apply the pattern (it explains the actual problem and its context), the solution, which describes the elements that make up the design, their relationships, responsibilities and collaborations (this is an abstract description, a template of a solution), and the consequences – the results and trade-offs of applying the pattern.

To describe each design pattern, a consistent format has been used, including specific sections like: pattern name, intent (explains what the design pattern does, what particular issue/problem it addresses), motivation (a scenario illustrating a design problem and how the pattern solves it), applicability (situations when the design pattern can be applied, examples of poor designs where the pattern could be applied), structure (a graphical representation of classes in the pattern, accompanied with interaction diagrams), participants (classes participating in the design pattern and their responsibilities), collaborations (how the participants collaborate to carry out the responsibilities), consequences (the trade-offs and results of using the pattern), implementation (pitfalls, hints, techniques useful in pattern implementation), sample code, known uses (examples of the pattern found in real systems, related patterns (which patterns are closely related to each other). Each defined design pattern is described according to the above mentioned sections, which makes them easier to use, learn and compare [33].

B. Knowledge Management Patterns

Knowledge management patterns state lessons learned and best practices for the structuring of knowledge, the design of
knowledge management systems, and the development of underlying ontologies. Patterns in knowledge management represent also a form of language that helps knowledge engineers to communicate about knowledge and knowledge management systems.

A knowledge pattern is defined as a general, proven, and beneficial solution to a common, recurring problem in knowledge design, i.e., the structuring and composition of the knowledge or the ontology defining metadata and potential relationships between knowledge components. Knowledge management patterns are described in seven groups regarding different aspects of knowledge: content, usage, ontology, presentation, transfer, knowledge management systems organization and social knowledge management. Each pattern is described according to a template including the following sections: name, issue (problem addressed by the pattern), q-effect (what knowledge quality aspects are affected by the pattern and if it is a positive, negative or neutral effect), solution (principal solutions underlining the pattern), causes (basic causes of the pattern) [30].

C. Collaboration Patterns

Collaboration patterns strive to verbalize tips on achieving teamwork that creates new values. They are used to help teams achieve creative collaboration through their interactions and discover methods to engage in effective teamwork.

Each collaboration pattern comprises of two main parts—the first one, giving a brief idea of the pattern, including the following elements: name, one-liner (short description of the pattern), illustration and quotes related to the pattern, and the second part, offering more details, with the following sections: context, problem, forces, solution, actions and consequences, which describe how things can change when a certain pattern is applied [34].

There are also other views on collaboration patterns, like the Schadewitz’s design patterns for cross-cultural collaboration [35].

According to the classification proposed by Verginadis et al. [36], the project communication management patterns, specified in the subsequent section, could be considered as a specific kind of patterns in collaborative work, and precisely classified as “an approach that aims to directly assist participants”, and “which requires manual intervention”.

IV. PROJECT COMMUNICATION MANAGEMENT PATTERNS

A. Definition of a Project Communication Management Pattern

The definition of the project communication management pattern proposed in this subsection is a result of the analysis of patterns and their frameworks developed in different disciplines, and combining selected aspects of these patterns with project communication management characteristics and practices.

Project communication patterns have been grouped into four categories according to the communication management practice categories described in [37]—informational (regarding generation, collection, dissemination, storage, and disposition of project information), strategic (connected with communication planning and project environment), emotional (concerning the building of trust and relationships) and practical (connected with clear and positive communication and behavior rules). Within each category, several communication management patterns were defined. Each pattern comprises of the following sections: pattern name, context, problem, solution, q-effect (what communication quality aspects are affected by the pattern and if it is a positive or a negative influence), applicability (situations, teams and projects where the communication management pattern should be applied), participants (parties participating in the communication/documentation process and their responsibilities), consequences (the trade-offs and results of using the pattern), implementation (pitfalls, hints, techniques useful in the pattern implementation), and related patterns.

For specifying q-effect the following communication quality aspects were considered: clearness and cohesion, adequate level of detail, right time, meeting needs of communicating participants, engaging right people, guarantee of uniform understanding of the content, communication workflow supporting openness, redundancy and feedback.

Solution within a pattern describes what actions should be undertaken to realize the pattern and the communication management goal that it supports.

The project communication management patterns described in the subsequent subsections are based on two main sources of knowledge. The first source are communication management best practices described in literature [38]–[43], [16] and thoroughly discussed in [37], and the second source are the opinions gained from practitioners (mostly project managers realizing IT projects) from 10 national and international IT companies operating in Poland. A structured interview with both closed and open-ended questions was used to obtain their opinions.

B. Informational Communication Management Patterns

Within the informational category, three communication management patterns have been specified: Communication schedule, Project knowledge center and Diversity of communication means. According to the survey, carried out among practitioners, all the following patterns are known to almost all of them and used in their companies. In one case it has been stated that the Communication schedule pattern is an intrinsic element of the communication plan, which is prepared at the start of the project realization.
Table I provides characteristics of the three project communication management patterns from the informational category, developed according to the defined template. For the sake of brevity the pattern section names were abbreviated as follows: Cx (context), Pr (problem), S (solution), Q (q-effect), A (applicability), P (participants), Cq (consequences), I (implementation) and RP (related patterns).

<table>
<thead>
<tr>
<th>Communication schedule</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>The project team is dispersed, some team members are in different time zones; according to the project communication plan project partners should inform each other of the project status to get feedback and encourage involvement.</td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>Communication between team members is too scarce, team members limit communication to sending reports, while direct communication takes place only in emergency situations.</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Prepare a communication time schedule, including bilateral communication between particular team members, as well as multilateral audio/video conferences among wider forum of team members; communication participants possibilities and preferences concerning communication medium and time zone shifts should be taken into account.</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: up to date information on the project tasks status; redundancy, feedback. Negative on the following communication quality aspects: in case of multilateral audio/video conferences too many participants taking part may cause the communication to be ineffective and irritating (technical problems are more likely to appear) and not engaging the right people.</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>The pattern can be used for any kind of project and team, although it is especially useful for dispersed teams and bigger projects longer than three months.</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Any team member that is included in the communication time schedule; team members are responsible for adhering to the time schedule or timely informing about any derogations; a very important issue in realizing this pattern is engaging only the concerned team members in multilateral conferences (thematic groups).</td>
<td></td>
</tr>
<tr>
<td>Cq</td>
<td>Ensures regular communication among team members, adjusted to their working day schedules and communication preferences, and keeps everybody informed about the status of project tasks and encourages instant feedback.</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Setting up a communication time schedule requires time, effort, cooperation and goodwill of team members, so that it is adhered to and beneficial; the more parties and localizations the more difficult it becomes; it should be agreed upon during the project kick-off meeting, accompanied by a clear message of its goal and instructions of realization; using such tools as shared calendars and communication matrix can be useful.</td>
<td></td>
</tr>
<tr>
<td>RP</td>
<td>Clear rules at the start</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Project knowledge center</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>Communication in the project team is performed in different ways; many people use e-mail as the primary communication medium, and send various elements of the project documentation this way. Others prefer communication via Instant Messaging (IM) and attaching files to conversations. Still others would rather talk on the phone and deliver files on a pen drive.</td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>Many elements of the project documentation remain only in mail boxes/computers/pen-drives of individual team members and project knowledge in their heads; different versions of the same documents are created and their subsequent synchronization is very cumbersome; some information is lost or finding it is time-consuming; certain project knowledge is lost when a team member leaves the team.</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Ensuring a project repository – project knowledge center, where project files are placed, stored and shared; a web portal with a wiki feature, group-work tool or project management software with the file versioning and change tracking functionalities can be used for that purpose; to wean team members from sending project documents as attachments to e-mails, a special function could be embedded in the e-mail program, which would display a message asking the user if the attached file should not rather be placed in the repository, instead of being sent.</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: clearness and cohesion, up-to-date project documentation, adequate level of detail and communication workflow supporting openness. Negative on the following communication quality aspects: in case the repository is unordered and unclear the adequate level of detail, clearness and cohesion are no longer attained.</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>The pattern should be used for any kind of project and team, because even small projects and small teams produce project documentation which should be made available to the team and the cumulated knowledge may prove useful in future projects.</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>All team members producing any kind of project documentation or content; team members are responsible for uploading any project-related documentation in an orderly manner, established upfront or developed in the initial phase of the project realization.</td>
<td></td>
</tr>
<tr>
<td>Cq</td>
<td>Ensures a common project documentation reference center available to all team members, taking into account given user access rights, with up-to-date project documentation and orderly history. Project documentation is not hidden in the mail boxes of individual team members and a project knowledge base is being built. Team members do not have to communicate or send specific information separately to all interested parties but just link them to the appropriate place in the project knowledge center.</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Setting up a project knowledge center requires using appropriate tools and setting certain procedures, so that the repository is easy to use and is effective in storing and sharing information; it is usually a software application chosen and used by the project team for many projects. Problems which may arise concern effective organization of the repository and a need for training team members how to use versioning tools. The chosen tool usually requires configuration effort and expertise and some systems are expensive. Sometimes documents sharing between the customer and the developer is not at all possible due to security issues.</td>
<td></td>
</tr>
<tr>
<td>RP</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
C. Strategic Communication Management Patterns

Another three communication management patterns have been defined with the strategic category: Clear rules at the start, Project knowledge center, and Client’s power scope. These patterns were also acknowledged and used by most of the surveyed practitioners, although Cultural and language competencies pattern was not used by more than onethird of them because their project teams were not culturally or linguistically diverse. Others argued that both

<table>
<thead>
<tr>
<th>Diversity of communication means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
</tr>
<tr>
<td>Pr</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Q</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>Cq</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>RP</td>
</tr>
</tbody>
</table>

### Clear rules at the start, Project knowledge center

- **C. Strategic Communication Management Patterns**
- **Another three communication management patterns have been defined within the strategic category: Clear rules at the start, Cultural and language competencies and Client’s power scope. These patterns were also acknowledged and used by most of the surveyed practitioners, although Cultural and language competencies pattern was not used by more than one third of them because their project teams were not culturally or linguistically diverse. Others argued that both

<table>
<thead>
<tr>
<th>Clear rules at the start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
</tr>
<tr>
<td>Pr</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Q</td>
</tr>
<tr>
<td>A</td>
</tr>
</tbody>
</table>
D. Emotional Communication Management Patterns

The emotional category of communication management practices comprises of another three patterns: Fostering direct communication, Visits and team rotations and Appreciating the team. Most of the practitioners, who were surveyed, knew all three patterns and used them in their project teams. One of them was however very sceptic towards the Fostering direct communication pattern, claiming that the pattern should actually be quite the contrary, because people tend to waste a lot of time on unproductive and ineffective talks and meetings.

The above mentioned patterns from the emotional communication management practice category are described in table III.
### Fostering direct communication

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>Absorbed in work and rushed by deadlines, project team members often do not have time for direct talks with each other or with team members on the client’s side. It also happens that the management restricts such direct contacts (chats in the hallway or through IM), treating it as a waste of time and delaying tasks.</td>
</tr>
<tr>
<td>Pr</td>
<td>Team members are alienated and feel discomfort associated with inability to satisfy human needs, these associated with direct contact with another person. Such reduction of direct communication restrains the team from uniting, understanding each other’s needs and hinders comprehension.</td>
</tr>
<tr>
<td>S</td>
<td>Project manager should promote direct communication between team members, as well as with members of the team on the client’s side. This may be achieved in various ways, through the use of Communication schedule pattern that takes into account the direct methods of communication (in the case of distributed teams, at least audio- or videoconferencing), through the use of social networking tools (“virtual water cooler”), where team members could talk informally, and through regular project meetings (stand-up meetings, reviews).</td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: meeting needs of communicating participants, guarantee of uniform understanding of the content, communication workflow supporting openness, redundancy, feedback.</td>
</tr>
<tr>
<td>A</td>
<td>The pattern should be used for any kind of project and team, although in the case of distributed teams “direct” usually means audio or videoconferences, as face-to-face meetings are costly and time-consuming.</td>
</tr>
<tr>
<td>P</td>
<td>All project team members should be able to take advantage of this pattern, although project manager should track the impact of direct communication on project performance.</td>
</tr>
<tr>
<td>Cq</td>
<td>May prove very beneficial to the project and the team if properly used; both formal and informal direct communication fosters better mutual understanding, team uniting, issues resolving. It must be however properly managed and monitored to prevent team members from wasting too much time and delaying realization of tasks – this mainly concerns poorly prepared meetings.</td>
</tr>
<tr>
<td>I</td>
<td>As far as formal communication is concerned, stand-up meetings can bring much profit, because they convey both information and emotions and let the team get to know each other better. Informal communication can be supported by social networking tools, informal chat-rooms or a common meeting room (in case of local teams). Use of the Visits and team rotations pattern is also a method of fostering direct communication and letting different team members get to know each other. Access to direct communication should also be made easy by supporting a list of team members’ phone numbers, IM contact details, etc.</td>
</tr>
</tbody>
</table>

### Visits and team rotations

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>A very important aspect in project realization is the mutual trust and understanding of team members. If the direct contact of the contractor’s team with the client's team is limited to the kick-off meeting and a few other project meetings, then it is hard to achieve.</td>
</tr>
<tr>
<td>Pr</td>
<td>Lack of trust and willingness to communicate within the project team, because of the lack of direct contact and familiarity of team members.</td>
</tr>
<tr>
<td>S</td>
<td>A possible way to solve this problem are regular visits of individual team members at the client’s/contractor’s site, as well as delegating a team member to the client’s/contractor’s site to facilitate communication. In the latter solution, rotation can also be used, so that different team members can get to know each other, and thus break the communication barrier.</td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: meeting needs of communicating participants, communication workflow supporting openness, feedback.</td>
</tr>
<tr>
<td>A</td>
<td>The pattern is suitable for certain projects and environments, because usually a single team member has too scarce knowledge of the project and sending the whole team is neither possible nor effective; beneficial mostly in big projects with distributed teams.</td>
</tr>
<tr>
<td>P</td>
<td>Only willing team members should be chosen for delegation to other locations, to avoid discontent and frustration experienced by people forced to leave their home city and family for a longer period of time. Shorter visits should be realized by all key team members.</td>
</tr>
<tr>
<td>Cq</td>
<td>Building non-professional relations among team members fosters effective and direct communication (relation with Fostering direct communication pattern). Delegated team members facilitate communication between the client’s team and the contractor’s team.</td>
</tr>
<tr>
<td>I</td>
<td>Realization of the pattern should be preceded by an analysis of predispositions and willingness of individual team members to delegations, so that appropriate plan of visits and team rotation can be developed and included in the budget. In reasonable circumstances bonuses or family delegations can be offered.</td>
</tr>
</tbody>
</table>

### Appreciating the team

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>In the course of project realization team members notice errors or possibilities for better solutions to various problems. However they do not always have the opportunity to express their views, to give advice or share opinions, or they do not know how and where it can be done. With some team members this may cause frustration and decrease motivation, others may not care about it, but the failure to take their opinions into account may prove to be unfavorable for the project.</td>
</tr>
<tr>
<td>Pr</td>
<td>The project management does not enable team members to share opinions, to formulate proposals or comments related to the implementation of the project. They cannot express their feelings, thoughts and remarks, and feel unappreciated and their motivation to work decreases.</td>
</tr>
<tr>
<td>S</td>
<td>Encouraging team members to share their thoughts, remarks and opinions. This can be achieved, inter alia, by reserving a project portal section for this purpose. This section can also be used by the project management to formulate requests for support and advice, which would give the team a sense of appreciation of their value and trust.</td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: meeting needs of communicating participants, communication workflow supporting openness, feedback.</td>
</tr>
</tbody>
</table>
E. Practical Communication Management Patterns

Within the last, practical category, two more communication management patterns have been identified: Basic communication principles and Synchronous working environments. Only one of the surveyed practitioners has not heard about or used the first pattern, while the second one was recognized by all, but not used by more than one third, as it was deemed suitable mainly for big projects. In table IV the two remaining patterns from the practical communication management practice category have been depicted.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>The pattern is applicable to any team and project, because every team member should have an opportunity to share their thoughts and opinions and all team members need to feel appreciated. It is especially beneficial in long-term projects where constant improvement of work quality should take place.</td>
</tr>
<tr>
<td>P</td>
<td>All team members should have the opportunity to take advantage of this pattern. Project manager should be open to remarks from the team.</td>
</tr>
<tr>
<td>Cq</td>
<td>Appreciated project team is motivated to work towards successful realization of the project; useful remarks and suggestions are collected and may be applied to foster better project development; alarming situations are exposed and appropriate actions can be undertaken.</td>
</tr>
<tr>
<td>I</td>
<td>The pattern may be realized in many different ways – devoting time during project meetings for team opinions, remarks, suggestions; reserving a project portal section for this purpose or a thematic mailbox; organizing surveys, retrospection sessions. This pattern is connected with <strong>Clear rules at the start</strong>, <strong>Communication schedule</strong> and <strong>Fostering direct communication</strong> patterns, because all of them strive for letting team members communicate what they want, need or should communicate in a way which is the most suitable for them. The effort of organizing and analyzing surveys, mailboxes, retrospection sessions or portal sections should be included in the budget and schedule plan, to avoid situation that all information is collected in vain.</td>
</tr>
<tr>
<td>RP</td>
<td>Clear rules at the start, Communication schedule, Fostering direct communication</td>
</tr>
</tbody>
</table>

**E. Practical Communication Management Patterns**

**Basic communication principles**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>This pattern applies to the basic principles, which should be observed by all project team members, and of which they should be aware in order to maintain transparency and positive nature of communication.</td>
</tr>
<tr>
<td>Pr</td>
<td>Misunderstandings, hostility or animosity among team members.</td>
</tr>
<tr>
<td>S</td>
<td>Reminding team members about the basic principles of transparent, effective and positive communication, and desired behavior, that is, among others: justifying requests, asking rather than telling, keeping promises and showing up for appointments (also virtual ones), writing positive emails (even criticisms and dissatisfaction can be expressed in a positive way); it is also a good practice to set the maximum time for response to an email, to ensure the dynamics of asynchronous communication.</td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: clearness and cohesion, meeting needs of communicating participants.</td>
</tr>
<tr>
<td>A</td>
<td>The pattern can be used for any kind of project and team, although it is especially useful for immature and inexperienced teams, or where there are many introverts, team members are age or culture diversified.</td>
</tr>
<tr>
<td>P</td>
<td>All project team members should communicate obeying the rules presented in this pattern, although for some of them, especially the experienced and mature ones, they may seem obvious.</td>
</tr>
<tr>
<td>Cq</td>
<td>Good atmosphere in the team, clear and positive relations among team members and their responsible behavior – all promoting successful project completion.</td>
</tr>
<tr>
<td>I</td>
<td>Usually the basic principles of transparent, effective and positive communication is something that every person knows and feels, and it should not be required to state it explicitly, but in the cases mentioned above it may be desired to bring them to the attention of some team members. If possible communication rules should be agreed upon together by the whole team, preferably during the kick-off meeting.</td>
</tr>
<tr>
<td>RP</td>
<td>-</td>
</tr>
</tbody>
</table>

**Synchronous working environments**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cx</td>
<td>In certain environments and usually big projects, it is desirable to have similar project setup and roles for better and easier synchronization of communication and work.</td>
</tr>
<tr>
<td>Pr</td>
<td>Cooperating teams in different locations greatly differ from each other both in terms of composition and way of working, making it difficult for communication and cooperation between them.</td>
</tr>
<tr>
<td>S</td>
<td>Provide a similar composition of the teams and work procedures in all locations in order to facilitate cooperation and communication.</td>
</tr>
<tr>
<td>Q</td>
<td>Positive on the following communication quality aspects: engaging the right people.</td>
</tr>
<tr>
<td>A</td>
<td>This pattern applies to big and long-term projects carried out by two teams in different locations – the client’s and the contractor’s team.</td>
</tr>
<tr>
<td>P</td>
<td>Team members playing similar roles in both teams.</td>
</tr>
<tr>
<td>Cq</td>
<td>Synchronized working environments on the client’s and contractor’s side, with defined roles and responsibilities; easier direct communication due to existence of counterparts.</td>
</tr>
<tr>
<td>I</td>
<td>Defining a process with roles definition, responsibilities, authorities and templates could be used to set up the synchronous working environments of the cooperating teams.</td>
</tr>
<tr>
<td>RP</td>
<td>-</td>
</tr>
</tbody>
</table>
V. CONCLUSION

The eleven project communication management patterns presented in this paper aim at supporting project managers and teams in effective implementation of communication management practices based on a context-problem-solution approach. The four groups they are arranged into address various aspects of project management and types of encountered problems.

There are at least two main future research directions that can enrich the body of knowledge on project communication patterns. The first is to assess implementation conditions, dependencies and effectiveness of the patterns specified in this paper. The second is to look for and identify more common project communication patterns. Both require conducting a more extensive survey among project-based companies.
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Abstract—The operating environment of Small and Medium-sized Enterprises (SMEs) is more uncertain and risky comparing to big enterprises. The SMEs managers often face insufficient funds and lack of domain expertise to undertake important financial decisions. Moreover they are often unaware of opportunities offered by financial institutions. Therefore there is a growing need for intelligent and interactive web-based tools integrating data and providing information from heterogeneous sources, oriented on risk-detection and decision support for small and medium enterprises. In this paper the semantic Web services platform has been proposed, which integrates the internal data from the company’s databases and external Web resources to perform dynamic evaluation of the financial position of enterprise. The designed platform detects signals indicating the need for action, and it composes a process choosing available Web services aiming at improving the company’s financial situation.

Competitive challenges on a global market require decision makers of small and medium enterprises (SMEs) to have up-to-date and relevant knowledge of the economic situation of the company and its environment. Managers must have the possibility to identify and analyze all indicators that may have impact on the operations of the enterprise and moreover they have to react to market changes and take the appropriate actions. In a world teeming with overwhelming amount of data accessible by the World Wide Web analyzing information becomes very difficult. Discovering and understanding all dependences between various financial ratios while taking into account economic trends is crucial because they alert one to anomalies and threats [1].

Unfortunately, many of the managers of the SMEs lack expertise or meaningful experience in financial domain as well as the potentials the Web services can bring to the business. Furthermore, SMEs operate in a definitely more uncertain and risky environment than big enterprises. A complex and dynamic market changes have much more impact on SMEs’ financial situation than on big companies. Tolerance of mistakes is narrower [2], [3]. Usually financial expertise is either not available or too expensive for the managers of SMEs. Big companies, in contrast, have at their disposal strategic consultation and elaborated procedures to solve problems. The SMEs cannot achieve this level of expertise due to the lack of skilled personnel and financial resources. The decision makers often act intuitively so the rationality of their decisions may be questionable. Especially in exceptional and unusual cases intuition alone can be unreliable [4]. According to Dane and Pratt [5], the effectiveness of intuitive decision-making depends on the decision-maker’s level of expertise on the subject at hand. Therefore there is a growing need for intelligent and interactive Web-based tools integrating data and providing information from heterogeneous sources, oriented on risk-detection and decision support.

The diversity of solutions and opportunities in the field of integrating data from many sources have grown with the emergence of the semantic Web services which on the one hand provide intelligent search capabilities and on the other, they offer business process automation. The semantic Web shares many goals and issues with Decision Support Systems (DSS), e.g., being able to precisely interpret data, in order to deliver relevant, reliable and accurate information to a manager. Semantic Web technologies have been used in DSS during the past decade to solve a number of different tasks, such as information integration, sharing, Web service annotation, discovery, knowledge representation and reasoning [6].

There are a lot of publications discussing technical issues and challenges in this field. However a relatively small number of literature describes the subject from the managerial point of view, particularly: how to use Web services in an innovative way to improve the agility and efficiency of business processes and how this technology can be used to bring competitive advantage for the SMEs.

In this paper the semantic Web services platform has been proposed, which integrates the internal data from the company’s databases and external Web resources to detect signals (factor changes) indicating the need for decision action, then it composes a process of available Web services aiming at improving the company’s financial situation. The work contributes to the domain of early warning systems and decision support systems. The structure of the paper is as follows. Section 2 presents a brief state of the art of the domain of Web services and financial early warning systems. Section 3 explains the advantages of semantic Web services comparing to traditional approach. In the section 4 the components of the Web services-based platform for decision support are presented. In order
to illustrate the idea of using Web services in a business process an example of financial decision-support system is presented in the section 5. In the example, a part of early warning system and financial ontology will be integrated into semantically rich business processes.

I. Overview of the Literature

Semantic Web services (SWS) have been extensively discussed in the literature in many contexts [7], [8]. The theoretical benefits of semantics as well as their potential impact on operational management are well known concepts. Semantic Web solutions integrated with the company’s IT systems may support managers in composing the instances of business processes. However the automation is usually possible in streamlined processes with limited number of alternative flows.

In the research related to Web services, several platforms and languages have been presented that allow easy integration of heterogeneous systems. In particular Universal Description, Discovery, and Integration (UDDI) [9], Web Services Description Language (WSDL) [10], Simple Object Access Protocol (SOAP) [11] and REST [12], which define standard ways for service discovery, description and invocation. There are other initiatives such as Business Process Execution Language for Web Service (BPEL4WS) [13] and DAML-S Service Model [14] that are focused on service compositions where a flow of a process is known a priori.

There is a growing consensus that simple functional descriptions of Web services are not sufficient to develop intelligent and dynamic processes, characterized by the high degree of heterogeneity, autonomy, and distribution of service providers on the Web [15]. Due to the increasing availability of Web services that offer similar functionalities with different characteristics there is a need for more sophisticated discovery processes to match user requests [16].

The key issue to address is modeling of composition of Web Services, which should be integrated into real business processes. The focus is on the activities of discovery and selection that are required to identify the relevant Web services and to include them in a business process [17]. The idea is that a number of SWSs can meet some basic requirements specified by a manager. Then, the manager needs to be supported in choosing which one of the above SWSs better fulfills his needs. The selection and invocation of the best (according to a set of criteria) service can be automatic, or left to the discretion of a human requester [18].

Ontologies are increasingly used in describing complex data, processes and services on the Web. Here the concept of using semantics to support decision making has been proposed with particular emphasis on early warning models. There are a lot of methods and techniques of early warning and warning forecasting models that can be used by the managers of SMEs. The choice of the method is an open question because there is no synthetic indicator that would aptly describe the financial condition of the company. The prospecting works illustrate models of [19]: E.I. Altman, M. Tamari, R.J. Taffler, M. Blum, S. Appetiti, R. Edminster, E.B. Deakin, M. Zmijewski, W. H. Beaver.

Most of the aforementioned methods generate a warning signal informing mainly about threats inside the company, but also about unnoticed opportunities for further development of the company. Therefore it can be a single information or a set of information thanks to which one can predict future threats in the firm’s development.

Currently organizations have a growing need for intelligent systems that can assist managers by gathering and analyzing information, making recommendations, supporting business decisions, and implementing business workflows [20]. Therefore interoperability and transparency of the technology are very important, so the managers could concentrate on the substantial aspects of the decision making process.

As the surveys conducted in different countries show [21], [22], [23], many managers of small businesses do not have grounded financial knowledge, many of them are self-taught, learn from an accountant, a consultant, or a bookkeeper. Today many important financial services companies use Web APIs to offer their customers, their staff, and their business partners new tools that streamline operations. Therefore it is possible to harness the exposed Web services to compose a process or a few variants of processes that fulfill the company’s current needs. The proposition presented hereby is based on ontologies as the means of knowledge representation and interpretation of current company’s financial situation. The possible actions that can be taken are suggested on the base of accessible financial Web Services. The services can be dynamically composed into the company’s processes.

The next section presents the advantages of using semantic Web services in contrast to the traditional Web services approach.

II. From traditional to semantic Web Services

In traditional scenario Web services initially composed by the developer using Business Process Execution Language for Web Service (BPEL). Currently, the services are discovered by high level match-making techniques [24], whereas non-semantic Web services discovery methods use information retrieval techniques [25] based on keyword matching.

The traditional solution has serious limitations due to natural language descriptions, which may or may not be available and their analysis requires human intervention. The service publishers sometimes leave the service descriptions blank in the UDDI registries. In such a case even keyword matching based approach does not work.

To address the syntactical limitations of business processes and services the semantic enhancement of Web services descriptions with ontologies can be a solution. Semantic Web services enable a dynamic composition of Web services. In this case, Web services are composed at run-time: the participants of a composite Web service are discovered
dynamically based on a variety of concerns: availability, load-balancing, cost, quality of service (QoS), etc. [26 p.251].

According to a definition by Moreau et al. [27] Semantic Discovery is the process of discovering services capable of meaningful interactions, even though the languages or structures, of their descriptions may be different. Moreover, since ontologies and Web services are developed independently the service request and advertisement can be annotated with multiple ontologies, thus facilitating better efficiency [28].

In the Web services based DSS complex scenario, it is difficult to find specific Web services to meet the requirements of the decision makers. The situation becomes even more complicated when there is no single Web service which could satisfy all of the requirements but it can only be achieved with a combination of several Web services [29].

Many business applications are built on the base of different Web services available on the Internet. These applications are highly dependent on discovering relevant and efficient web service. The discovered Web service must match with the input, output, preconditions, effects and service quality parameters specified by the user. Modeling of composition of Web services is based on algorithms for comparing available services with identified business process requirements.

Web services developed by different vendors are usually published on the Internet using Universal Description, Discovery and Integration (UDDI) [30] which are XML-based registers of services. Search in UDDI is based on keyword matching which is not efficient as huge number of Web services may match a keyword and it is difficult to find the right one. Modern approaches take advantage of semantic Web concept where Web service matching is done using ontologies. Discovering Web services automatically without manual work is an important concern [31].

Web services can be developed using different protocols, and tools. The chosen standard implies the way the service can be discovered and invoked. There are several application programming interface (API) standards in use, of which the most current is Representational State Transfer (REST) [12]. REST is a network architecture paradigm relying on standard transport protocols like HTTP, without the use of an additional messaging layer. A service call is handled via its URI. “REST provides a set of architectural constraints that, when applied as a whole, emphasizes scalability of component interactions, generality of interfaces, independent deployment of components, and intermediary components to reduce interaction latency, enforce security, and encapsulate legacy systems” [32]. Services developed in accordance with the REST paradigm are often called RESTful services. The World Wide Web is the key example of the REST design.

REST has a lower barrier to entry versus other approaches such as SOAP, RPC or CORBA. As a programming approach, REST is a lightweight alternative to the aforementioned solutions in terms of complexity of coding. Another advantage is good performance and simplicity of HTTP used to make calls between machines. A single URL is enough to call a service and the HTTP reply is the raw result data — not embedded inside any code so it can be directly used without the need of parsing. Moreover the RESTful services can be invoked using a Web browser alone so it is easy to write and test applications.

However there is no standard way to publish and discover REST services (such as Web Services Description Language (WSDL) in SOAP approach where all the service descriptions are stored in a centralized UDDI registry). Many attempts were made in order to resolve this issue (the popular ones are WADL and RAML projects), but none of them has been commonly accepted by the community of REST developers. Therefore there is a challenge of adding semantics to the RESTful services [33] and it is still an active field of research and development.

Companies can benefit from exploiting semantic Web services in many aspects of their business. On the strategic level, the SWS give the possibility to build highly maintainable applications and profit from a loosely coupled architecture which facilitates the cooperation between the company and its business partners. On a tactical level, a company may reuse the ontologies that have been created for SWS in the other areas such as knowledge management and Business Intelligence. On the operational level the company can benefit from streamlined operations and data integration.

III. COMPONENTS OF THE PLATFORM FOR SUPPORTING FINANCIAL DECISION-MAKING

The World Wide Web allows managers to access the information from the large database repositories globally. In general the information can be used to reduce the risk of financial decisions. The large amount of information (some examples are provided later in Table II) and diversity of structures of data sources make it difficult to find the right information, therefore semantic Web technologies are crucial to improve the efficiency of discovery, automation, integration and reuse of data. Semantic Web technologies also provide support for interoperability problem which cannot be resolved with Web technologies of the previous generation.

The overall framework of the semantic Web services-based decision support system can be schematically illustrated on Figure 1. The source of information for business processes are transactional systems such as ERP, data warehouses, BI and the environment of the company. The external information is imported into the system by the means of Web services, which are dynamically discovered on the Internet according to the criteria defined in the business process models. The information from the internal and external sources is combined and presented to the manager to support the decision making process and to suggest alternatives for the decision maker to consider. However the broad scope of Web services and opportunities offered by Web financial platforms creates a possibility to automate the process of consulting and decision making. The schema of the process of decision making is presented on figure 2.
The process depicted above is written in human-readable BPMN syntax, but it can be translated into an executable BPEL process. That is not simple because of conceptual mismatch between the two process modeling languages which differ in their expressive power [34].

Some of the activities in the process can be executed automatically by discovering, selecting and invoking a proper Web service. This steps in the process diagram are marked with the sprocket icon (in BPMN) which means automation by calling the Web service (or set of Web services) that are able to perform an action predefined in the diagram.

The request for the financial data for the analysis can call the services which pull out the data from the enterprise systems and external Web services that provide data about market (for example stock prices of competitors, annual earnings, prices of products or other financial ratios). The data provided that way can be then used to further analyses and interpretations of KPIs (Key Performance Indicators), which is the next step in the process. Extracting the data from external resources offering RESTful services can be done in multiple ways. There are many existing conceptual models for service descriptions such as: SAWSDL, WSMO-Lite, hRESTs or Swagger.

In order to reduce the amount of manual effort required for finding, combining and using services, it is necessary to provide a common vocabulary. An interesting and well documented approach to provide common semantic model of Web services is the Minimal Service Model (MSM). Driven by the idea of Semantic Web and Linked Data MSM is written in RDF-S. The Minimal Service Model defines services as having a number of operations, each of which have input and output messages and faults. Web APIs are also supported through the definitions of URI template, and the HTTP method [35 p.246].

Having the framework for semantic description of Web services the next thing is to build the database of instances referencing to the Web services that can be potentially useful in the financial Decision Support System.

In the case of traditional SOAP-based architectures it is quite easy to find the services because they are described and published in WSDL files which are indexed by popular search engines. The service discovery can be done for example by using Google with the search parameter ".... filetype:wsdl". Also the registers (UDDI) can be used (e.g. SeekDa.com or ServiceFinder) that crawl the Web for WSDL files. However as far there is no straightforward unified way to find RESTful Web services because it is hard to distinguish between URI of RESTful Web service and other Web resources (e.g. Web sites URLs).

The most accurate way to find RESTful services is to browse the web pages of their providers. The well-known global data providers that may offer financial services or economic data that can be used to support managerial decisions are for example: Quandl, Xignite, Bloomberg, online banks and other financial institutions.

The mentioned Minimal Service Model ontology can constitute a data structure for a triple store (RDF database such as Virtuoso) of instances. The advantage of this RDF-based solution is its flexibility and openness for adding new data structures describing new frameworks of services description. Moreover the triple stores offer exhaustive searching capabilities by the possibility to use semantic query languages (e.g. SPARQL).

The next issue is to dynamically embed the selected services into the business process definition.

As it was mentioned before there are a few points in the process flow where the services can be used: to gather data needed for the assessment of the company’s financial situation and for suggesting possible alternatives (selected Web services that are relevant) for decision makers.

Because business process descriptions are constructed in their specific modelling languages such as BPMN or BPEL there is a need to do semantic mapping between the process descriptions and the services from the RDF database. For example the REST URL to get StockQuotes of 5 companies (Microsoft, Inter Corporation, SODR Gold Trust, Silver Wheaton Corp Common Shares and MarkWest Energy Partners) may be the following:


As it can be seen there are some terms in the URL that can be ambiguous for automatic recognition and mapping to the terms used in the business process model. For example in business process model an activity could be named: “Compare the stock prices of the competitors”. This is compound activity that should invoke a few services to provide required data. The above REST request on stock quotes of 5 companies could be used. So there is a need to “know” that GetStockQuotes is one of the tasks in the considered activity.

Also the abbreviations of the companies’ names can be ambiguous (there can be full names used in the process model) so there is a need to provide a dictionary / thesauri of the names and abbreviations. The components of the proposed solution are illustrated on Fig. 3.

![Fig. 1 Functional components of the platform](image-url)
Irrespectively of the approach chosen (RESTful or SOAP-based Web services) the functioning of the platform can be described in the following steps:

1. The manager defines goal and requested QoS parameters

2. The system checks for available services (exposed by B2B partners, administration institutions, banks etc.). The ontology is used to identify the services that are relevant to the manager’s request.

3. The SWS system extracts data about the user from IT Systems.

4. Reasoning capabilities are used to rate the services. In this step the user’s profile and requirements are considered.

5. Highest rated services are chosen and are recommended for the manager.

6. The user receives offers ordered by their ratings.

7. The user can decide on the best way to perform a process. The manager can refer to the financial ontology at any time there is a need for additional explanations.

8. The corrections to the ontology can be made on the base of the manager’s feedback.

The set of ontologies describing concepts, relations and functions related to the assessment of economic situation of the company was used. In the example described hereby, particularly the ontology of early warning signals pointing to financial difficulties were taken into account. The ontology facilitates the interpretation of warning signals by the manager. A part of the ontology has been presented on Fig. 2.

While conducting the analysis the manager has access to a domain ontology that includes concepts associated with models and methods of early warning and notions related with data from financial reports. These concepts can be linked with their instances – values in data bases, reports and documents to be used to determine the warning signals. The manager is supported by financial ontology while evaluating economic situation of the enterprise. The ontology helps to interpret the data coming from the ERP system, for example to determine and interpret ROA, ROE and many other ratios. The fragment of this ontology is illustrated on Fig.4.

The business processes depicted as a diagram in the center of Fig. 1 in the real scenario are defined in Business Process Execution Language - BPEL (also WS-BPEL, BPEL4WS). BPEL provides the possibility to invoke Web services in a predefined sequence. Each business process defined in BPEL can be exposed as a Web service and included into other processes.
BPEL is using WSDL [36] descriptions to identify partner services, i.e. services are identified by port types and operations in the process models. As a result only services that implement a concrete interface can be used which is a major deficiency of BPEL [37].

Semantic Web Services (SWS) aim at eliminating this deficiency by automation of the development of Web service based applications through the use of ontologies. By providing formal descriptions with well-defined semantics, SWS facilitate the machine interpretation of Web Service – functional and not functional – properties. Significant results in the field of SWS are already available, in terms of reference ontologies, e.g. OWL-S [38] and WSMO [7]. The two ontologies represent different approaches to specify semantic information for Web services in order to enable automatic service discovery, composition and execution.

The OWL Profile ontology contains semantically enriched information about Web service and it is used as both an advertisement for the service and as a request to find a service on the basis of matching semantics. A first significant difference between the two approaches is that OWL-S does not separate what the user wants from what the service provides. In WSMO there is a property referred to as a goal, which specifies what the user wants and the Web service description defines what the service provides through its capability [39].

Common underlying idea behind all the semantic approaches is the dynamic selection, composition and mediation - on the basis of available semantic descriptions – of the most adequate Web resources (services and data) to accomplish the specified processes [40]. Current research efforts are investigating how SWS can be effectively applied in real world business scenarios and integrated with enterprise information systems.

It is easy to see the benefits of semantics in many application areas. For example in financial domain, a major area of financial business is the provision, selling, and management of mortgages. This is a compelling business: the provider (i.e. the bank) earns money by selling a mortgage contract, and the client is naturally interested in the cheapest offer that suits his needs. Usually, clients consider several offers and compare these in detail with respect to the monetary amount in question. For example, if several banks provide their mortgage offers via semantically described Web services, we can easily imagine an application that compares the offers and automatically selects the one which is most suitable for the customer’s needs [7 p.168].

IV. EXAMPLE SCENARIO OF FINANCIAL DECISION-MAKING

Semantic Web services can be used in many ways in an enterprise architecture, the most typical examples include supply chain management and business integration among multitude applications. One of the main advantages of SWSs is their reusability. The composition of new services by dynamically invoking the existing SWSs creates the possibility to perform very complex tasks in business processes. However, in this section the simple example of early warning system was chosen to illustrate the concept of semantic Web services integration with business processes.

The financial signals are the most popular and the broader group of quantifiable signals. They are generated on the basis of deviations from desired single values (or groups of values) of financial parameters or ratios. Selected warning signals designated on the basis of specific financial parameters are presented in Table I. It should be noted that these are example signals and their interpretation related to different areas of finances.
To illustrate, the case study concentrates on the values of ratios which indicate bad situation of the company. Moreover, it has to be stressed that during the analysis of the financial situation of the company many other ratios can be used. It is easier to determine potential problem areas when industry benchmarks are available, they can be provided by many Web portals (such as: finance.google.com, finance.yahoo.com, bizminer.com, bizstats.com).

The rank of generated warning signals can differ. Let us consider the case of using semantic services related to so-called strong warning signal in the area of funding structure. This signal means high probability of financial difficulties resulting i.e. in bankruptcy.

To solve the problem the manager should take appropriate decisions associated with:
- reducing third party equity,
- negotiations on the cancellation of debt,
- the debt-to-equity swap,
- searching for strategic investors,
- conservative policy of financing current assets.

Currently financial advisory consultants offer their services to address the aforementioned problems. Their work is to find and suggest solutions and the best alternatives.

As it was mentioned before, Web services can be implemented also for taking actions as the response to the early warning signals and to put into practice the emergency policy. Ontology of financial knowledge is the foundation of the described platform. The comprehensive financial ontology takes on the role of the consultant – on the one hand it helps the manager to take decisions by improving the efficiency of analysis and increasing the capacity of understanding of financial data, and on the other hand it is needed for automatic discovery and selection of proper Web services which provide the managers with current data and financial services.

The activities included in the emergency policy are defined in the financial ontology. For example the warning signals may suggest negotiations on debt cancellation or reduction. The activities aiming at this goal may include looking for debt consolidation loans, so the system may find Web services of banks that offer debt consolidation loans and send requests to the banks’ Web APIs. The requests would include parameters such as the amount of the company’s debts and the deadlines of payment. Then the system can choose the best offers of banks, present them to the manager. After the manager’s decision the system sends needed information to the selected bank to make finance agreement.

It is worth noticing that the aforementioned suggested actions would have strategic implications if implemented, so the decision to a high degree depends on how the given company views and solves important issues. There are many behavioral issues (such as risk aversion of the managers) that influence the choice of strategic actions. These issues cannot be resolved automatically, but the role of the proposed system is to present alternative ways of action.

The operations management problems are more relevant for automatic (or semi-automatic) handling, so the usability of the proposed system can be illustrated. The example of such problem can be liquidity analysis. The term refers to an enterprise’s state of financial health. Liquidity is the ability of an organization to meet its short-term financial obligations. This issue is a major source of concern for small and medium business managers as bank loans are becoming too expensive to maintain.

Liquidity management encompasses the management of cash balances, including short-term funding and investments for excess cash. The alternatives for raising cash during temporary shortages and the opportunities to invest excess cash on a short-term basis are important to the functioning of an organization [41].

In the early-warning system the data for calculating liquidity ratios (ie. current ratio) are taken from financial statements such as: balance sheet, income statement and the statement of cash flow. Early warning systems can spot liquidity risks by looking at both historical and projected financials. A low liquidity ratio could signal the company is suffering financial troubles.

However, a very high liquidity ratio isn’t good either; it may indicate that the company is too focused on liquidity to the detriment of efficiently utilizing capital to grow and expand its business. According to the calculated values of the liquidity ratios the appropriate actions can be suggested by the system. A company can improve its liquidity ratios by raising the value of its current assets, reducing current liaibil-

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Evaluation criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Good</td>
</tr>
<tr>
<td>Asset Turnover</td>
<td>&gt;.40 .25 .40 &lt;.25</td>
</tr>
<tr>
<td>Current Ratio</td>
<td>&gt;1.5 .50 -1.5 &lt;1.0</td>
</tr>
<tr>
<td>Debt to Asset</td>
<td>&lt;.30 .30 - .50 &gt;.60</td>
</tr>
<tr>
<td>Operating Expense</td>
<td>&lt;.65 .65 - .80 &gt;.80</td>
</tr>
<tr>
<td>Operating Profit Margin</td>
<td>&gt;.15 .05 - .15 &lt;.05</td>
</tr>
<tr>
<td>Return on Assets</td>
<td>&gt;.10 .50 - .40 &lt;.05</td>
</tr>
</tbody>
</table>

**Table I.**

**Example criteria of assessment of financial condition of the enterprise**

---

**CRITERIA**

**OF**

**ASSESSMENT**

**OF**

**THE**

**ENTERPRISE**
ities by paying off debt, or negotiating delayed payments to creditors. There are many solutions for resolving liquidity problem that can be suggested by the system and appropriate Web services can be found.

The procedure of the system’s functioning contains the following steps:

a) an overall assessment of the firm’s financial condition,
b) referring to the financial early-warning ontology to find possible corrective and preventive actions,
c) browsing available and relevant Web services to find sources of financing (such as: credits, new investors, business angels etc.),
d) analysis of risk and costs of the alternatives,
e) presenting the simulations to the manager,
f) successive, iterative searching of the alternatives of the highest efficiency.

Over the last few years, RESTful Web services have become popular due to their simplicity in publishing and consuming Web resources and better alignment with modern Web applications. The examples of sites offering Web services in financial domain are presented in Table II.

The proposed solution for supporting financial decision making by exploiting Web services works in the Web environment and can also be exposed as a compound semantic Web service (i.e. in the cloud). The main challenge in building the platform is to find and provide the relevant Web services from many providers which could be useful in financial decision making. It is also very important to maintain and update the base whenever there are important changes brought by the service providers considering the service parameters and when new services and providers appear on the market.

The second challenge is semantic description of the Web services which on one hand should be matched with the concepts from financial ontology and on the other hand their technical details, input and output and parameters should be identified and described semantically.

It is worth to notice that there are attempts to unify access to Web Services particularly facing the problem of the lack of the registers of RESTful services. The solutions (for example iserve [42] are not domain-oriented and do not offer ontological support for matching the services with business process models. There is no Web platform that would offer a full range of specific services for supporting managers in taking financial decisions. There are many applications, which let managers to monitor financial KPIs and visualize them in the form of manager’s cockpit. The detailed review of the solutions was presented in [43]. Although many functions were offered, none of them was integrated with external web services to support managers in taking actions by suggesting specific services offered by banks and other financial institutions.

V. Conclusion

Web services are currently a preferred way to architect and provide complex services, there are many technical considerations in the literature regarding this field and many competing standards arise. The usability and efficiency of the proposed platform to a large degree depends on available Web services exposed by financial institutions therefore there is a challenge of integrating services from many providers, where the semantic Web technology can help.

There are several limitations while using financial measures, which can be addressed by semantic Web services. Financial ratios highlight the situation of the enterprise but their interpretation is needed to give answers to problems. Financial ontologies can be valuable source of expertise for managers in this field. The measures of the economic condition of the company are as accurate as the data used to calculate them. Semantic Web services offered by trusted companies can provide data of good quality that can be used for industry-specific benchmarks.

At the moment, the development of the described platform is on its first, conceptual stage. Although, it should be noted that some ontologies have already been elaborated and applied in the area of early warning and decision support system InKoM [44]. Ontologies build with one purpose in mind, such as early warning system, can be reused in other areas because the knowledge codified this way is independent of technical solutions.

<table>
<thead>
<tr>
<th>URL</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.bloomberg.com/company/">http://www.bloomberg.com/company/</a></td>
<td>The established service provides free, unrestricted access to raw data for customers for its financial market information. The same publish/subscribe and request/response interactions available via its proprietary interface can be accessed via API. This functionality gives access to on current market trades, either real-time or delayed, along with reference data on reference data, historical information, and records of intraday trading.</td>
</tr>
<tr>
<td><a href="http://www.gaincapital.com/liquidity-api-trading.shtml">http://www.gaincapital.com/liquidity-api-trading.shtml</a></td>
<td>Capital offers a full range of CFD markets including indices, commodities, FX, bonds, interest rates and equities</td>
</tr>
<tr>
<td><a href="https://angel.co/">https://angel.co/</a></td>
<td>AngelList is a community of startups and investors with the goal of making fund raising efficient. Angel investors are listed along with contact information which startups can use to set up introductions. The AngelList API provides developers with a RESTful interface to the AngelList data set. Data includes followers, reviews, startups and more. Responses are formatted in JSON and JSONP.</td>
</tr>
<tr>
<td><a href="https://api.mattermark.com/">https://api.mattermark.com/</a></td>
<td>The Mattermark REST API allows to query expansive dataset of companies. It gives access to all data available by website interface, as well as the time series data about companies. It offers access to companies’ profiles, investors and funding events.</td>
</tr>
<tr>
<td><a href="https://www.lendingclub.com/developers/api-overview.action">https://www.lendingclub.com/developers/api-overview.action</a></td>
<td>Offers REST API for services such as: personal and business loans and investing.</td>
</tr>
</tbody>
</table>
The main challenge and future work direction in the described approach is the segmental breakdown of financial policies and procedures into granular steps that can be performed by relevant Web services. Current work is also directed towards finding the most efficient solution for the Web services discovery and specification.
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Abstract—One of the contemporary problems, and at the same time a big opportunity, in business networks of supply chains are the issues associated with the vast amounts of data arising there. The data may be utilized by the decision support systems in supply chains; nevertheless, often there are information privacy problems. The supply chains in cloud will need appropriate administration for support of privacy aspects of cooperating business units existing in big data ecosystems. In this paper we analyze the possibility of utilizing the big data technology for supporting business processes optimization with respect of the privacy regulations in supply chains under the usage of the big data analytics lifecycle. We present our approach on an example of a business process in logistics.

I. INTRODUCTION

The emergence of Big Data is creating significant new opportunities for business to achieve added value and competitive advantage. Nevertheless the huge volume of data, the complexity of new data types and structures and the speed of new data creation cause problems in utilizing it in established business solutions like SCM Supply Chain Management [1] to attain the competitive advantages. From the business point of view using Big Data in the viable ways in the logistics requires gradual convergence between the Big Data Analytics Lifecycles process stages on one side and established ways of business process modeling in logistics on the other. What’s more the emergence of data deluge and diversity of data types cause problems to be solved in the context of business process modeling. Additionally the security and privacy of data in logistics have to be treated in a way appropriate for business stakeholders.

In the paper we will approach the problem of utilization of vast amounts of data in supply chains with respect of the data privacy issues. We will investigate the big data ecosystem, and the process of big data analytics. We consider the big data analytics process from a supply chain perspective with emphasis on showing the differences between the traditional approach and the approach by using big data. The proposal of the modeling of data as an integration solution for business process management in supply chains networks we have already presented in [2], and [3]. We also have considered the research problems associated with big data utilization in logistics and supply chains design and management in [4]. In this paper we mainly review possible changes in the business processes which result from the above stated requirements and further implications based on big data analytics lifecycle, regarding privacy aspects.

The supply chains define the network that comprehends all the organizations and activities associated with the flow and transformation of goods from the raw material stage, through to the end user, as well as the associated information flow [5]. In the paper we will concentrate on the networked supply chain activities and flow of information.

In the inter-organizational information systems, which link the companies to their suppliers, distributors and customers, a movement of information through electronic links takes place across organizational boundaries, between separately owned organizations. It requires not only the electronic linkage in form of basic electronic data interchange systems (as for purchase orders), but also interactions in complex cash and information management systems or by access to shared technical databases. So the problems with the privacy are very persistent in supply chains contexts.

A business process consists of one or more than one related activities that together respond to a business requirement for an action [5]. The processing steps in a workflow may undertake numerous transformations of data (geographic, technological, linguistic, syntactical and semantic transformations), communication is an important part of the process and (e-) business processes exist within certain environments. In the dynamic business environment, such as networks of venture participants involved in value chains in logistics, where data is forwarded among different enterprises, the appropriate arrangements of privacy aspects are essential.

Therefore, as stated previously, in our paper we will analyze how the big data analytics results can influence the business processes and their privacy aspects. For this aim the rest of the paper is organized as follows.

In Section 2 we characterize the main features of big data, the big data ecosystem elements. In Section 3 we summarize the big data analytics lifecycle process phases, key stakeholders and artifacts. In Section 4 we consider privacy regarded from the perspective of enterprises collaborating in logistics. We also give an example of a business process using big data analytics results in near-real-time in a supply chain. In the example we show how it can support privacy.
from the perspective of enterprises. In the last Section we conclude our work.

II. Big Data

The big scale usage of available and generated data is made possible for organizations owing to cloud computing paradigms, such as Infrastructure as a Service (IaaS), Storage as a Service, which revolutionized the way the computing infrastructures are used [6]. As big data is referred to data that goes beyond the processing capacity of the conventional data base systems. In addition to this aspect that it is big, e.g. a huge number of small transactions, or (continuous) data streams from sensors, mobile devices etc., it may move too fast, or do not fit the structure of traditional (i.e., relational) database architectures.

According to [7] when we denote a big amount of data as “big data” it has to cover the three “Vs” (features) such as: volume, velocity and variety. Another authors (e.g. [8], [9]) add another V-features like value or veracity.

The first feature - volume of big data - denotes its massive character. The big volume of data is beneficial for the data analysts. It may improve the analytics models by having more cases available for forecasts and increase the number of factors to be considered in the models making them more accurate. Nevertheless, the volume feature bears potential challenge for the IT infrastructures to deal with big amounts of data, especially taking into account its second feature – velocity.

The second feature of big data is the velocity in which data flows into organization or the expected response time to the data. Big data may arrive quickly - in real-time, or near real-time. If data arrives too quickly the IT infrastructures of the organization may be not able to respond timely to it, or even to store all of it. Such situations may lead to data inconsistencies [10].

The third feature of big data is the variety of data. Big data may have diverse structures and forms, not falling into the rigid relational structures of SQL databases without loss of information. Some of data may be saved as blobs in inside traditional data bases. Therefore the IT infrastructures for big data are denoted as NoSQL, what means the data is “not only SQL” [9]. Several examples for diverse kinds of data are standard business documents, transactional records, and unstructured data in form of images, recordings, HTML documents (web pages), text messages and email messages, streams from meters and environments sensors, GPS tracks, click streams from Web queries, social media updates, data streams from machines’ communication or wearable computing sensors, and many others.

The data deluge possibly useful for enterprises, especially involved in SCM is driven nowadays by many factors like data created by the traditional IT devices, mobile devices, Internet and social network users, GPS systems and sensor nets.

The flood of data comes into existence with the images and videos uploaded in the www, video surveillance in enterprises and cities, medical information recordings, mobile devices of the users (phone calls, text messages, mobile application usage, online games), smart devices (TV sets and receivers, smart private and industry buildings, electric grids), traditional devices (computers, game boxes, video games, e-books, etc.) and non traditional IT devices such as GPS navigation systems, earth data processing devices, radio-frequency identification (RFID) readers, ATMs, credit card readers, sensor nets and Internet of Things.

To each Gigabyte of the collected information the additional Petabyte meta-information is added. All this create a landscape of the emerging big data ecosystem.

The main player in the system are [11] the data devices, data collectors, data aggregators and data users, buyers. The data devices are the above stated originators of data deluge.

The main data collectors include information broker in Internet, the government using analytics services, medical institutions and their appliances, employers.

The marketers and private investigators can act as data aggregators by using the obtained data and transforming and packaging it for diverse stakeholders interested in conducting campaigns for users with high likelihood willing to get or buy a specific service.

The users and buyers of data are financial institutions, retail, phone and TV providers, media archives and so on. They also purchase data from third parties which enables more targeted marketing campaigns.

The collected data can be used for forecasting of the user behavior and suggesting and recommending services for user intended willing to pay for it.

Broadly speaking, the main types of data structures for big data are structured data (the most minor part), semi-structured data (slightly bigger ratio of big data), quasi-structured data (a big part of data) and unstructured data (building the majority of big data). The structured data type are such known from traditional databases and warehouse paradigms, such as Infrastructure as a Service (IaaS), Storage as a Service, which revolutionized the way the computing infrastructures are used [6]. As big data is referred to data that goes beyond the processing capacity of the conventional data base systems. In addition to this aspect that it is big, e.g. a huge number of small transactions, or (continuous) data streams from sensors, mobile devices etc., it may move too fast, or do not fit the structure of traditional (i.e., relational) database architectures.

Conducting big data science ventures differs from approaches for projects using SQL data and Business Intelligence BI methods and tools applied for data analysis aims [3]. The approach used for big data is more explorative in its nature as well as there are additional key stakeholders involved in process stages.

The process can be easier handled by dividing it phases with clear defined milestones, involved stakeholder’s responsibilities and artifacts. It is according to widely accepted divide and conquer principle in computer science. It does not strictly mean a waterfall process with no returns to the previous phases but the process is a guideline for the development process which is iterative and incremental in its nature.

The process for big data projects can be divided in phases such as [11]:

III. Big Data Analytics Lifecycle Process

The process can be easier handled by dividing it phases with clear defined milestones, involved stakeholder’s responsibilities and artifacts. It is according to widely accepted divide and conquer principle in computer science. It does not strictly mean a waterfall process with no returns to the previous phases but the process is a guideline for the development process which is iterative and incremental in its nature.

The process for big data projects can be divided in phases such as [11]:

1. Data Collection
   - Gather data from various sources (structured and unstructured)
   - Ensure data quality and integrity

2. Data Preparation
   - Clean and transform data
   - Handle missing values and outliers
   - Normalize data

3. Data Analysis
   - Conduct exploratory data analysis
   - Apply statistical and machine learning models
   - Visualize data insights

4. Model Deployment
   - Implement models in a production environment
   - Monitor model performance and update as needed

5. Business Use
   - Integrate insights into business decisions
   - Communicate results to stakeholders

6. Feedback Loop
   - Gather feedback from users
   - Iterate and improve the process

This lifecycle approach helps to ensure that data is being used effectively and efficiently to drive business outcomes.
- Data discovery,  
- Data preparation,  
- Model planning,  
- Model execution,  
- Communicating results  
- Operationalizing the results.

As mentioned above, several of the phases can be performed simultaneously as a project work. The iterative process in the subsequent phases can proceed forwards or sometimes backward, dependent on the yes/no decision at the milestones, or a deeper insight of the problem not enough realized in the earlier phases. It may include not understanding of the problem domain, stakeholder requirements or insufficient data available to solve the given project problems. First we regard the process stakeholders, then we give a description of the process stages with regard to the stakeholder roles and their important activities and deliverables within the phases.

In each phase there as workflows to fulfill the project aims in each phase and artifacts to be delivered by the project stakeholders.

The key stakeholders roles involved in big data projects [4] and [11] are the:

- Project sponsor,  
- Business user,  
- Project manager,  
- Business intelligence analyst,  
- Database administrator,  
- Data engineer,  
- Data scientist.

The project sponsor sets priorities and metrics for the projects and establish the desired project outcomes. The business users as the experts in the business domain can provide guidance to the project requirements recovery and operationalizing the results of the big data analytics and also are those user who directly benefits from the results of the big data project. The project manager ensures the proper project scheduling according to key project’s objectives and milestones. The business intelligence analyst is responsible for creating dashboards and reports and have knowledge in proper data feeds and sources. The database administrator is responsible for provision and configuration of the database environment in order to support the analytics needs of the project; he enables the access to the needed databases and data sets and ensures the desired security levels of the data repositories.

The first five roles are good known from the usual software projects, however the roles of data engineer and data scientist are new. The role of the data engineer is needed in context of the usage of analytic sandbox workspace and fulfills the needs of data preparation for data manipulation (extracts, transformation and loading). The data scientist provides expertise needed for accurate application of analytical techniques and enables the right choices for given business problems. We already explained in detail the skills and background of such roles as data engineer and data scientist in our paper [4].

The six stage process for big data analytics project starts with the first, the discovery phase. In this stage where the project team became acquainted with the business domain and accesses the resources needed for conducting the project. The team should familiarize itself with the project data. The accomplishment manner of this phase is dependent of the team experience in the past in similar projects. The main deliverables in this phase include framing of the business problem as an analytics challenge and formulating the initial hypotheses for data analytics.

In the second, the data preparation phase, the team prepares the analytics sandbox with the data required and conducts the ELTL operations (Extract, Load, Transform, Load) on the data in the sandbox workspace [11]. In this phase the team further familiarize with the available data and if required have to decide how to obtain the required, but at the moment not available data. It this phase the usage of technologies like Hadoop [12] may be needed.

In phase three, the model planning phase, the project team needs to decide the usage of the methods, techniques and workflows to be followed in the subsequent phases, especially in the next one. The dependencies between the variables have to be established, the key variables have to chosen and the most appropriate models types have to be selected.

In the next, the model building phase, the models recommend in the previous phase have to be developed and executed together with the appropriate data sets [4]. If the IT project environment will appear not to be sufficient for the project aims, the needed adaptations and hardware platform changes (parallelization or change to faster hardware) have to be fulfilled in this phase.

The fifth phase, which assignment is to communicate results consists of summarizing the project results such as key finding, quantification of business value and communicating the between the project stakeholders. In this phase the project aims success or failure will be decided according to the criteria determined in the first phase.

In the last operationalize phase, the final deliverables of the conducted project will be released in form of presentations, final reports, briefings, code, technical descriptions and documents etc. The form of the documents will be dependent on the recipient stakeholder type. The business value of the project should be conveyed to the key stakeholders. Moreover, after successfully running all the project phases the pilot project implementing the models in the production environment might be launched.

### IV. Privacy From The Perspective Of Enterprises

From the perspective of enterprises data protection in business processes can be seen from two different perspectives. The first one is considering the security and privacy of sensitive business data which belongs to the enterprise or its supply chain [13]. It could be enterprises important operational data or the processed data of the customers, which is aggregated while doing own business or won in other man-
ner like big data analytics. From this perspective, where it is enterprises who can fall prey to data leaks, it is vital for them to protect important information which is needed for successful operation or maintaining of a competitive advantage. This situation was recently addressed by several solution frameworks or software platforms which take care for the data exchange and access management in supply chains. We refer to the examples of PREStiGE platform or Aniketos [14], which organize and manage data access rights in business processes. However, they only treat explicit data and do not provide strategies for management of big data and its analysis.

Other point of view the protection of the privacy of individuals [15], i.e. current or potential clients, employees and other actors whose data is aggregated by enterprises in the course of their business processes. From this perspective – where enterprises are seen as potential benefiter of extrinsic information - the important points are developing and staying compliant with the privacy policy of the enterprise and above all staying in accordance with law in order to make sure both the individuals as well as enterprises.

Governments and several organizations developed regulations, guidelines and proposals for dealing with personal data. These are legal laws, or frame conditions for professional work with personal data.

The European Union’s Data Protective Directive is most advanced and restrictive among world’s data privacy laws. It contains several points which must be followed by entrepreneurs. In the USA, the Federal Trade Commission proposed a three step framework, consisting of the demands of privacy by design, simplified choice and greater transparency. Other recent development of American administration is Privacy Bill of Rights which includes demands individual control, transparency, respect for context, security, access and accuracy, focused collection, and accountability.

In the literature there are several privacy requirements concepts defined which are proposed for the processes which deal with personally-identifiable information (PII) and are component of the legal regulations. Shown below important hallmarks for dealing with PII in enterprises identified in the literature [16], shall be regarded in the big data applications.

Authorization verifies who has the right to access the data or can use specific activities. In the field of business processes and especially big data it is not an easy task to draw a clear line about such requirements like separation and binding of duties since the data and possible operations on them can be so different in their nature that it is not possible to model every feasible use option. Nevertheless binding of duty can be used for setting additional responsibilities for the data or activity user of the business process. In the same way some actions can be excluded which may help maintaining privacy in the big data field, i.e. by lowering the chances of de-anonymization. Authentication is accountable for the verification if the current user is one of the user authorized for the data or service use. Confidentiality postulates to keep the architecture, process and the whole environment in such state that the data stays protected from all non-authorized actors. Audit-ability is incorporated to that the process can be reviewed for keeping the privacy rights. Data integrity demands that the integrity of the original data has to be preserved after a processing failure. The data has to remain consistent, accurate and correct.

Since the demands regarding PII coming from the law regulations and internal privacy policies are very high therefor the procedures to fulfill them are correspondingly complex. One of the first questions which arise for enterprises is when the aggregated data has to be treated as personally identifiable. This is particularly complicated when big data comes in picture since with the ongoing technology development amounts of various data grow even more rapidly and cannot be thoroughly inspected as fast as they are collected. It demands elaborately designed analysis to assess if the conclusions drawn from the data will fall into the PII category. The technology advances enable easier identifying of specific person with growing amounts of data which only seem to have no correlation. In the end one can never be sure if apparently minor extension of the collected data won’t enable the identification of individuals, and possession of such PII could harm the legal laws or cause negative effect on public opinion and therefore on the enterprises reputation.

Further step of this thinking is how the data can be processed that it will not fall in the PII category anymore.

In the next Section we propose the integration of big data analysis in business processes so that privacy will be regarded in everyday work of enterprises.

V. BUSINESS PROCESS MODELING PRACTICES FOR SUPPLY CHAINS ARCHITECTURES IN CLOUD

As stated in the above Section, privacy is an important part to regard in the business processes. While doing business the enterprises must adhere to legal law regulations and must comply with standards set in their own or in branch policies. It is often not apparent and not easily recognizable within standard business process if and when the stored data and usage of has to adhere to the above mentioned standards. It demands special steps within process which can help noticing potentially susceptible usage and unwilled consequences.

When thinking about the steps the first one would be to identify when the process and its data moves into the domain of PII. This could be done thanks to big data analysis, which can be seen a part of business process. Such analysis could be triggered by several stakeholders or events. Secondly if the data is identified as one which falls under the legislative of privacy, then actions must be undertaken in order to desensitize the contents and make it usable for business. Data after such processing must be replaced with the previous data.

It also must be analyzed why and how the data was aggregated to the level which does not comply with the standards and how this can be avoided in the future. It must be noted that the causes can be multifold and shall not be explicitly seen as enterprises misdemeanor, since these are often external circumstances which take the data out of balance. Such
circumstances are sourcing of data with previously not known contents, lack of overview on the available data, lack of thorough analysis of the new data in regard on relations with the already available data, changes in the permissions for the owned data, changes in the regulations and laws. As soon as the causes are known process changes must be made in order to avoid reoccurrence of similar situation in the future.

As an example let consider a web shop which plans to establish new service: delivery within one hour in a big city. The service itself will incorporate live tracking of traffic and weather situation, which will be used for delivery feasibility in the one hour time frame. To offer the service a warehouse will be established in the area which covers the service. The warehouse will be rather small, since in a big city area the costs are high. Because of the warehouse capacity restrictions, the products offered for sale will be studiously chosen. The options for opening other warehouse for better service or its expansion will be analyzed too. The goods shall bring good profit per warehouse area, so they must have high turnover or have a good profit margin. New opportunities for the goods will be continuously searched, i.e. the shop will also analyze their standard delivery shop and look for articles which are often ordered together. They will also review the preferences of the area population in order to offer better article range. The goods have to fit to the transport means (lorry, car, motorbike, cycle, etc.) which will be provided - at different cost - by external providers.

As described above the process uses big data and big data analytics at least two layers. First one is associated with the data related to transport used for the ordering process and assessing delivery time and service feasibility. Second is for optimization of product assortment at the warehouse or assessment if additional warehouse(s) would increase the profit.

First category extensively uses real-time data, needed for prompt delivery. This incorporates real time analysis of traffic data at the area of covered by the service, as well as observing current weather situation. Also the fleet of couriers is tracked at real-time, with detailed information about delivery duration. This feedback helps to choose right means of transport, e.g. a motorbike or a car. This data contains personal identifiable information – about the driver performance - as well.

Second level of big data analysis uses the data related to customers and predicts their buying preferences in order to adjust selection of the products available at the warehouse; it could show that new products or their varieties shall be offered, or that nearby area would be ideal candidate for expansion with additional transport means (i.e., e-bike) or with another warehouse. The data used for this analysis is won in multiple ways. It can be data feed in from social networks, where the engine is looking for activities of persons living in the area of warehouse delivery radius. It can look for the groups people living there belong, seek for their hobbies, music, films, sports, lifestyle, books, health interests. The machines can track and deliver the data of their click-streams, friend lists, follows, likes and tweets. Also text mining of news sites and feeds, online newspapers, blogs, and public chats can be conducted in order to detect new social trends and needs. Although collecting such data may provide high-grade information about the needs of the inhabitants of the area, the risks for harming the privacy rights is clearly recognizable even for a layman. At the same time even for professionals it is very hard to interpret if privacy rights are harmed with ongoing data aggregation.

This shows that in both cases - transport and order data analysis, and population/trend analysis – it is not possible to assess in the real time, which information can be aggregated and stored, and when the thin border between preserving and breaking privacy is crossed. There is a need for deeper privacy rights compliance analysis for the aggregated data, which could be compared to the actual business analysis looking for business process optimization. In ideal case such privacy analysis should be done before the business analysis is conducted.

VI. CONCLUSION

Within the emerging big data ecosystem there are new groups of players, and also key roles for stakeholders. Big data analytics lifecycle is more exploratory in the nature as conventional processes, and requires a new approach. The process includes six main stages as: data discovery, data preparation, model planning, model execution, communicating results and operationalizing the results. The process itself is iterative and recurring while few phases can be carried out simultaneously as a project work.

The aim of this paper is to present the impact of big data analytics on business process modeling practices for supply chains architectures in which the modeling of privacy and security aspects play a significant role for the businesses, as they have to hold on to privacy laws like the European Data Protection Directive. The global players, as well as smaller businesses using big data, must be thoughtful about their data aggregation and analytics practices, in order to hold to those regulations. Some examples are capabilities of big data analytics which may interfere with privacy rights, like re-identification of (sensitive) data owners, profiling, amassing granular information about a person, and other uses, which go beyond the purpose and use restrictions, or the requirement of data minimization, data security, etc. Other open questions and discussions are the use of derived information based on personal data, as well as empowerment of consumers to manage their data. Supply chains are using nowadays huge amounts of data available in batch-time, online, as well as other diverse data.

As stated in [4] the data analytics involves descriptive analytics, predictive analytics and prescriptive analytics. Business Intelligence methods and tools using structured data, manageable data sets and traditional data sources can be utilized for diverse queries and providing answers for common questions of what happened in the past and why it did. Going beyond structured data requires usage of data science methods for conducting predictive analytics and data mining techniques for optimization, predictive modeling and forecasting. It will not only foster resolving reporting questions,
but also forecasting of what and why will happen. Moreover it may also support the operationalization of the key outputs of the analytic process.

Considering the data analytics process for big data described in Section 2, the sharing of the results within organization is conducted in the phase 6 (operationalization of analysis results), which is aimed at effective passing the outcomes of the analysis to the stakeholders, who are responsible to address them with appropriate actions and changes in the existing business process, so that the proposed changes and customizations can be efficiently integrated. The results of the analysis in form of describing and reporting change instructions and proposals for the business intelligence analysts will have a technical character and be in form of technical graphs like density plots, histograms etc.

If the data analysts shall detect that privacy rights may be harmed, then the suspect data sets shall be removed from the analysis. One must realize that removing parts of data will lead to results with lesser granularity but this is a price which must be paid to stay on the safe side and compliant with the privacy rights.

In the future we will investigate how big data analytics of privacy aspects could influence the established business process modeling methods, models and tools (e.g. BPMN [17]).
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Abstract—Today's business is more and more organized in collaborative networks. Although decision makers know the benefits of collaboration, they are afraid of losing control of their data, which is one of the main impediments for Cloud Computing. We propose a novel cloud based approach for collaboration in business processes with guaranteed control of the privacy of the data. The platform ensures the compliance with the companies' privacy policies and laws. The paper shows the definition of privacy policies and how they are converted into a well established access control language. An example helps to clarify the methods.

I. INTRODUCTION

ALMOST ten years ago, in 2008, Thomas J. Bittman, vice president of Gartner Research, published his view on future Cloud Computing development. Back in the beginning of Cloud Computing, cloud services were build on proprietary architectures of few dominant cloud service providers, e.g. Google, Amazon and Microsoft. The main problem in these times was the missing interoperability and compatibility of the cloud services of different cloud service providers. During the second phase the vertical supply chain distinguished itself as first ecosystems of smaller cloud companies emerged within the Cloud Computing market. New cloud service providers use the proprietary Cloud platforms of the dominant providers of the first phase to provide their own services. During the last phase these smaller cloud service providers unite to form horizontal federations. This union increased their earnings by expanding their capacities while reducing the costs at the same time through more efficient resource allocation. In parallel, open interoperability standards of service communication in intercloud-environment have been developed[1].

In the past years more and more companies adopted Cloud Computing by integrating cloud services into their supply chain. Especially in Germany the use of Cloud Computing in companies has increased from 2011 to 2014 by 16 percent, almost every second company is consuming at least one cloud service[2]. These cloud services reach from Infrastructure as a Service to Software as a Service, Especially the Software as a Service provides an tremendous number of services for every kind of task that can be achieved by software. Unfortunately these services are often provided by smaller cloud service providers while the cooperation between them, i.e. Bittman’s third phase, is not well established. Every service has it’s own interfaces with different message formats, even two services that provide the same functionality can differ in message format, behaviour, and constraints. According to an interview among approx. 120 german small and medium sized companies the target group of these services, i.e. these companies, does not have the knowledge how to tackle this problem.

In [3] we have proposed an architecture of a platform that enables those companies to consume cloud services of different clouds. The platform offers the features of a business process management system by orchestrating the individual cloud services in business processes that have been modelled by the consumers, i.e. the companies. Hence, we call this approach and the service provided by the platform Business Process as a Service.

In the interview mentioned before we discovered that most of the companies who do not consume cloud services are reluctant because of a fear of losing control of their data, which is even more important because of the hacks of global players (e.g. Sony) in the past months. But also those companies who consume at least one cloud service are concerned because of privacy issues. [4] comes to the same conclusion.

So one of the main challenges for such a platform is preserving the privacy of the data and the compliance with privacy laws while the business process is executed. This becomes even more important when multiple companies are involved in one business process and need to share data to each other. In [5] we have proposed an approach for secure service interaction, which has shown it’s feasibility in multiple tests. The architecture proposed in [3] also provides a component...
for adding privacy policies to the business processes and the individual activities which are evaluated and enforced by the platform while the business processes are executed.

This paper discusses a new and flexible approach to define privacy policies for data that is transmitted while a business process is executed.

The remainder of this paper is structured as follows. After a brief presentation of the platform’s architecture and the relevant components, the concepts behind the privacy policies for collaborative business processes is shown. The next section shows the translation of these policies into machine readable and evaluateable form. The algorithm for the translation is applied to an example based on a logistics use case. The paper is completed by a conclusion, which also reveals open tasks and questions.

II. ARCHITECTURE OF THE PLATFORM

This section gives a very brief overview on the architecture of the platform for privacy preserving collaborative business processes.

The platform first presented in [3] is shown in Fig. 1. The components are represented as rectangles, their interfaces are shown as the lines between the components.

The most important component of the platform is the business process management system, which is located in the center. The business processes are modeled by the user with the configurator, which also enables the user to define process and activity related privacy policies and assign them to the appropriate objects. Privacy policies that are not related to one particular process or activity are defined in the privacy management component, which also stores the privacy policies defined in the configurator. The privacy management passes all known privacy policies to the identity and access management system (IAMS).

When the BPMS executes a business process and reaches an activity that needs some data as input to call the cloud service related to this activity, the BPMS queries the IAMS whether the service is allowed to access this data in the current context. If the IAMS grants access to the data (with potential obligations) the BPMS instantiates a gateway that takes care of a secure service interaction as described in [3]. The gateway also takes care of the obligations for data access.

The components of the platform provide RESTful web services to communicate. The communication is secured by SSL and client certificates. User data, except for the companies’ core data, is held within the BPMS, there is no interface which offers the data to other components or external users other than through gateways, which ensures that no unauthorized entity can access data.

III. PRIVACY POLICIES FOR COLLABORATIVE BUSINESS PROCESSES

This section describes in detail our approach for defining privacy policies in the context of collaborative business processes. One of our main requirements for the approach was to provide the companies with a tool that they could understand.

To define privacy policies that can be evaluated automatically and be used to decide whether a service is allowed to access some data or not we rely on use access control approaches. Basically there are four different types of access control. The mandatory access control and discretionary access control where applied in computer systems in the 70s of the last century. While mandatory access control describes security from the system itself by policies like "access is only granted from localhost", discretionary access control assigns each identity the appropriate access rights.[6] Mandatory access control is still used nowadays, e.g. SELinux is applying this approach [7].

In the late 80s and early 90s more and more users where using computer systems, hence assigning each individual user, i.e. identity, the correct access rights was not feasible any more. So in the beginning of the 90s role based access control emerged [8]. Role based access control assigns roles to identities and access rights are assigned to roles. This approach is used in Linux and Windows file systems and almost every modern software. Roles can be organized hierarchically as shown in Fig. 2.[9], [10], [11]

Because of the well established application of role based access control our first approach for defining privacy policies was to apply role based access control.

During multiple workshops with local companies we discovered that the companies do not think about privacy identically. One common thing is that all companies separated the actors who want to access data into groups. But while some companies had a very easy and strict approach for group setup, others could not clearly tell us which companies are member of which group. Instead they used phrases like "The driver of the truck while he is in the destination city is allowed to get the recipient’s phone number to call the recipient to tell him his arrival time". This simple phrase contains the following information:

• The basic role of the person requesting access to the recipient’s phone number is driver.
• The person requesting access to the recipient’s phone number has to be located in the city where the shipment has to be delivered.
• Even if the first two conditions are met, the driver is only allowed to get the phone number if he want’s to use it to call the recipient to announce his arrival.

This simple policy cannot be represented easily with roles because the location of the driver is changing over time. To tackle such requirements the research community followed two core approaches: extend role based access control with additional features, e.g. context or attributes, and creating a new access control model. [10]

Following the role based access control [12] has developed an access control model, which extends role based access control for virtual organizations. Unfortunately this model does not cover business processes, workflows, and cloud computing. Other approaches in this direction do cover business processes but leave out the cooperative aspect. Ref. [13], [14], [15] proposed and evaluated an extended role based access control.
model for team collaboration and workflows in the health sector. All of the proposed models do not provide the flexibility in policy definition language that was needed by the participants of our workshops.

To achieve a maximum flexibility the research community developed a novel approach, the attribute based access control. In attribute access control policies are based on attributes of subjects and objects. According to [16] attribute based access control is:

"An access control method where subject requests to perform operations on objects are granted or denied based on assigned attributes of the subject, assigned attributes of the object, environment conditions, and a set of policies that are specified in terms of those attributes and conditions."[16]

The entity requesting access is called a subject. Typical attributes of subjects are their id, e.g. username, company name, and name of the department. The data that subjects want to access is called object or resources. A policy in attribute based access control is a triple of a subject, a resource, an operation, where the operation describes what access type the subject wants to have, and a result, e.g. grant or deny access. A policy can also comprise one or more conditions.

The policy "The driver of the truck while he is in the destination city is allowed to get the recipient’s phone number to call the recipient to tell him his arrival time." consists of:

Subject The driver of the truck who is located in the destination city.
Resource Recipient’s phone number
Operation Read
Condition Current activity in the workflow is "call recipient for dispatch notification"
Result Permit

The remainder of this section presents our approach on applying attribute based access control for privacy preservation to collaborative business process as a service. Privacy of data is always specified by the owner of the data, i.e. the entity who has created it.

First of all, in our platform business processes consist of activities that call external cloud based web services. Hence, there are two very basic roles in our platform. A process designer is an entity that models the business process, that is responsible for the correctness of the process itself, and that offers the resulting business process as a service to its customers. The second role is the service provider. A service provider is an entity that provides the external services that are being orchestrated in the business process by the process designer.

Our approach enables both roles to define their privacy policies independently from each other. It also includes privacy policies defined by law. Hence, the combined privacy policy consists of three columns as shown in Fig. 3 that can be
evaluated independently. The combined privacy policy results in permit if all three columns result in permit, else it results in deny.

To simplify the process of policy definition and to reduce redundancy in policies we provide each role with two levels of policies.

First a process designer can specify general privacy policies that are valid for the whole business process. E.g. a process designer may restrict access to all data to companies that are located in the Europe Union to ensure no data is transferred to other countries. Such privacy policies are visualized as tables where the objects are in the rows while the subjects are located in the columns. The cells contain either permit or deny depending on whether or not the subject is allowed to access the object. The subjects are defined by filters using attributes. So in this example the subject filter would be:

Companies meeting the condition: all locations have an attribute country with the a value that is in a list of the countries of the European Union.

The relevant section of the table for the privacy policy "Data can only be accessed by European companies." is shown in Fig. 4. Apart from the groups created by the process designer, every table does have an additional column Default. The algorithm to select the correct column when the evaluation of a policy, i.e. table, takes place is select the rightmost column whose filter does accept the subject, where Default accepts every subject.

The rows of the table represent the objects, i.e. the data the policy is about. The data is organized in an object hierarchy. Objects can be expanded to define policies for child elements as shown in Fig. 5. This table also states that EU Companies have unspecified access to the object Child. The evaluation algorithm handles t/s as if this column does not exist. The only column that is not allowed to have t/s is the Default column since else there would be no result for the evaluation of the policy.

The process level privacy policy applies to all data created by activities of the business process, i.e. it is assigned to all activities. If the process designer wants to define a different policy for a specific activity he defines a privacy policy on activity level. Privacy policies on activity level are evaluated before the process level privacy policies, i.e. activity level overrides process level. On activity level even the Default column can be set to n/s. If the evaluation of activity level policy results in n/s the policy on process level is evaluated.

The groups of subjects of a process designer’s privacy policies can use both, companies and roles of the business process, as target. In case the process designer wants to use a business process role as the subject’s filter, the systems shows up a list of the names of all swim lanes of the process. The process designer selects the appropriate entries and specifies the access rights as he does for company based filters.

The second role, i.e. the service providers, can define privacy roles that are applied to all data generated by their services in any business process. This is done on the level General. The definition of the policies follows the same concepts as for the process designer’s policies. A service provider can override his general privacy policies by setting up a service specific privacy policy.

The third type of privacy policies are laws. Laws are provided by the platform provider as is and are not represented in a easy to read form as the process designer’s and service provider’s policy are.
IV. TRANSLATION TO XACML

This section shows how the process of transformation from table form to machine readable form of privacy policies works. As standard policy language and architecture we have selected XACML, which is a well established and accepted language and architecture to define attribute based access control policies. XACML is available in version 3.0 since the beginning of 2013 [17]. Unfortunately the support by tools is not very well at this time. Most of the tools are not available for the current XACML version, others are available but are not passing the conformance tests. Fortunately AT&T published the source code of a XACML 3.0 implementation that is almost complete. The project is in a frozen state and will become an Apache Incubator Project [18].

The core architecture of XACML 3.0 is depicted in Fig. 6. Applied to our platform’s architecture the PDP is the IAMS, the PEP is the BPMS and the PAP is the Privacy Management.

The document specified by the XACML language specification is xml based and specifies three main elements: PolicySet, Policy, and Rule.

The root element of the XACML document is either PolicySet or Policy. A PolicySet can contain any number of PolicySets or Policies, while a Policy can only contain Rules. A Rule is a single expression with an effect and a condition. Each level of these elements can have a target. Targets are used as a very easy and fast selector for applicable section of the XACML-document. Hence, target provide limited functionality but spread up evaluation time of the XACML-document tremendously.

XACML adopts the attribute based access control structure of subjects, resources, conditions, and actions. This simplifies the algorithm for translating out table based privacy policies to XACML based ones. The algorithm consists of n main steps:

1) Creation of missing tables on activity / service level
2) Evaluation of each cell of the activity / service level tables
3) Translation of each activity / service level table into XACML
4) Combination of the XACML fragments into the target XACML documents

The algorithm is executed separately for process designer and for service provider privacy policies. For process designer view the algorithm first identifies all activities of the business process that have to privacy policy table assigned and creates such a table with all cells set to n/s. This ensures that all activities can be handled the same way. The second step is the most important one. In this step all n/s values are evaluated to either permit or deny according to the algorithm 1.

After this step there are privacy policy tables for each activity of the process containing only permit or deny. These tables are now translated into XACML policies. Each table is transferred into a PolicySet. The target of this PolicySet is set to "resource:generator:activityid equals activity-id". The resource:generator:activityid is an attribute that is derived at runtime from the context of the BPMS. The PolicySet contains a Policy per attribute of the objects and a Rule per column of the table. The target of the Policy is set to "resource-id equals objectname:attributename", where objectname is the name of the object and attributename is the name of the attribute of the current row. The rule’s effect is set to the cell’s value. In rules we do not use target’s but we use condition’s instead, since condition’s are more powerful. The condition of the rule is set according to the subject filter of the column.

When all tables are translated into XACML PolicySets, all PolicySets are put together in one PolicySet. This PolicySet

![Fig. 6. Architecture and workflow of XACML 3.0 [18]](image-url)
has "process-id equals id of the process" set as target. This PolicySet is the first of the three document types needed by our platform, the process related document. The platform holds one document of this type per business process.

The second document type handles the service provider’s privacy policies. The platform creates one document that contains all privacy policies of all services of all service providers. The steps are very similar to the ones for the process designer’s privacy policies. The following steps are executed for every service provider.

First it is ensured that there is a privacy policy table for every service. If one is missing, the system generates a table containing only n/s in all cells. After this step an algorithm similar to algorithm 1 is applied, with service provider level tables instead of process level tables. The result of this step is a set of privacy policy tables, one for each service, containing only permit or deny.

Each table is transformed into a PolicySet with the target set to "resource:generator:serviceid equals service-id", where service-id is replaced with the current service-id and resource:generator:serviceid is derived from the context of the BPMS at runtime. This PolicySet contains one Policy per attribute of the objects. The Policies contain one Rule per column as for the process based documents. All PolicySets of all Services are combined together into one PolicySet that is the second document type of the platform.

The third document type is produced by the platform provider and contains a PolicySet containing Policies for each law that is relevant to the platforms privacy preservation feature.

The process flow of this algorithm will be explained with an example in the next section.

V. EXAMPLE

The algorithm presented in the previous section will be processed in this section based on the following simple use case of the logistics sector. Due to the big similarity between the process designer’s and the service provider’s version of the algorithm this example is focussing on the service provider’s privacy policies.

In this use case there is only one resource object called address containing the child elements street, zipcode, and city. Furthermore there is a service provider called ACME that is offering two services ACME-DE and ACME-WW to the platform. The company ACME has created two subject filters, one is named "GoodRelations" and contains companies that ACME likes to work with, and one is named "NeverAgain", this filter contains companies who ACME does not want to work with again any more.

ACME defines the default privacy policy as follows. Companies are allowed to access the zipcode and the city of an address but not the street. Companies matching the filter GoodRelations are allowed to access the street, companies matching the filter NeverAgain are not allowed to access the zipcode. This general privacy policy is represented in Fig. 7.

In addition ACME defines a privacy policy for its service ACME-DE as follows. Companies should not be able to access a streetname but should be able to access the city of an address. Companies that ACME has good relation with are allowed to access the whole address generated by the service ACME-DE and companies that ACME has made bad experiences with are not allowed to access streetnames or zipcodes of addresses generated by the service ACME-DE. No statement is made for zipcode for default companies and city for companies matching the filter NeverAgain. The resulting table form of the privacy policy is shown in Fig. 8.

ACME does not define a special privacy policy for the service ACME-WW.

The first step is to create a privacy policy table for every service. There is already a privacy policy table for ACME-DE but none for ACME-WW. Hence, the system creates such a table with only N/S in the cells as shown in Fig. 9.

In the next step the N/S entries of the privacy policy tables of each service are evaluated to either permit or deny. This is shown in Fig. 10 and Fig. 11. The arrows show the source of the entry.

While the process for ACME-DE is easy, the process for ACME-WW needs some explanation. For example the cell Zipcode / GoodRelations contains N/S in the service specific table. During evaluation the algorithm first looks up the value

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Default</th>
<th>GoodRelations</th>
<th>NeverAgain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>Street</td>
<td>Deny</td>
<td>Permit</td>
</tr>
<tr>
<td></td>
<td>Zipcode</td>
<td>Permit</td>
<td>N/S</td>
</tr>
<tr>
<td></td>
<td>City</td>
<td>Permit</td>
<td>N/S</td>
</tr>
</tbody>
</table>

Fig. 7. Privacy policy for service providers on global level of ACME

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Default</th>
<th>GoodRelations</th>
<th>NeverAgain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>Street</td>
<td>Deny</td>
<td>Permit</td>
</tr>
<tr>
<td></td>
<td>Zipcode</td>
<td>N/S</td>
<td>Permit</td>
</tr>
<tr>
<td></td>
<td>City</td>
<td>Permit</td>
<td>N/S</td>
</tr>
</tbody>
</table>

Fig. 8. Privacy policy for service providers for service ACME-DE of ACME

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Default</th>
<th>GoodRelations</th>
<th>NeverAgain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>Street</td>
<td>N/S</td>
<td>N/S</td>
</tr>
<tr>
<td></td>
<td>Zipcode</td>
<td>N/S</td>
<td>N/S</td>
</tr>
<tr>
<td></td>
<td>City</td>
<td>N/S</td>
<td>N/S</td>
</tr>
</tbody>
</table>

Fig. 9. Privacy policy for service providers for service ACME-WW of ACME
in the default column for Zipcode in the service specific table. There it reads N/S, too. Hence, the algorithm looks up the value of the cell Zipcode / GoodRelations in the global level privacy policy table of ACME. There access control is set to N/S once again. So finally the algorithm falls back to the cell Zipcode / Default where it finds the resulting Permit.

For the transformation of the privacy policy tables to XACML we assume that the filters are based on company names, although they good have any complexity. The companies’ names are kept in the XACML attribute urn:prestige:iams:ldap:Company:Name. The resulting XACML portion for the service ACME-DE is shown below.

```xml
  <Description/>
  <AnyOf>
    <AllOf>
      <Match MatchId="urn:oasis:names:tc:xacml:1.0:function:string-equal">
        <AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">ACME-DE</AttributeValue>
      </Match>
    </AllOf>
    <AttributeDesignator Category="urn:oasis:names:tc:xacml:3.0:attribute-category:resource">
      <AttributeId="urn:prestige:attribute:owner:service-id" DataType="http://www.w3.org/2001/XMLSchema#string" MustBePresent="true"/>
    </AttributeDesignator>
  </AnyOf>
</PolicySet>
```

Fig. 10. Resulting privacy table for ACME-DE

```xml
  <Description/>
  <AnyOf>
    <AllOf>
      <Match MatchId="urn:oasis:names:tc:xacml:1.0:function:string-equal">
        <AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">urn:prestige:address:street</AttributeValue>
      </Match>
    </AllOf>
    <AttributeDesignator Category="urn:oasis:names:tc:xacml:3.0:attribute-category:resource">
      <AttributeId="urn:prestige:attribute:owner:service-id" DataType="http://www.w3.org/2001/XMLSchema#string" MustBePresent="true"/>
    </AttributeDesignator>
  </AnyOf>
</PolicySet>
```

Fig. 11. Resulting privacy table for ACME-WW
We have evaluated the approach with members of the target scenarious. The definition is done by the end users with an easy to understand table based presentation and at the same time offers enough flexibility to fit the needs of the users.

The resulting PolicySets for ACME-DE and ACME-WW will be combined and transferred by the Privacy Management to the IAMS. The same procedure applies to the business process related privacy policies.

VI. CONCLUSION

In this paper we have proposed a novel approach for defining privacy policies in business process and Cloud based scenarios. The definition is done by the end users with an easy to understand table based presentation and at the same time offers enough flexibility to fit the needs of the users. We have evaluated the approach with members of the target.
group and found that it is feasible and easy to use. Especially the definition of global policies and local policies only where necessary was rated very good.

The technical implementation of the platform is working and fast enough even for a big number of policies. We have tested the platform with 500 services and a business process containing 40 activities. Every XACML request, i.e. request for privacy policy evaluation, was answered within a maximum of 27 ms over local network with no significant CPU load.

In the near future we will try to improve our platform especially in terms of visualization of privacy policies. Above all at the moment the definition of subject filters is either flexible or easy to use, depending on whether the user uses a code view or a list to select the companies from. We are planing to provide the user with a tool to define the filters using a set of attributes and a graphical editor to arrange those attributes.

Another task for the future is to perform system tests and experiments of the whole platform with companies in controlled laboratory and real world, as well.
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Abstract—The author presents a novel declarative approach to modeling, solving and decision support for supply chain problems as a declarative decision support framework. The proposed framework makes it possible to ask different types of questions (general, specific, logical etc.). The implementation of the framework was performed in the CLP (Constraint Logic Programming) environment.

To increase the efficiency of the framework, particularly in the area of optimization made its integration with MP (Mathematical Programming) environment. The paper also presents the implementation of illustrative model, using the proposed framework. In addition, an efficiency analysis of the presented solution in relation to the application of mathematical programming have been conducted.

I. INTRODUCTION

The supply chain (SC) is commonly seen as a collection of various types of companies (raw materials, production, trade, logistics, transport, etc.) working together to improve the flow of products, information and finance. As the words in the term indicate, the supply chain is a combination of its individual links in the process of supplying products (material/products and services) to the market.

There is a considerable literature on the supply chain management problems [1,2].

The major difficulties that appear in supply chain management (SCM) include large amount of information and multiple constraints relating to each participant in the management process. These participants share many of those constraints and information items [3], which further complicates the management. The constraints have various characters and structures. The most common are the constraints related to resources, time, finance, transportation, environment, business, law and safety. They can be linear constraints, non-linear, binary integer and logical.

Managers/Decision makers are typically interested in feasibility and/or optimality of the decisions they make in the environment with many constraints. The most natural way to support the decision makers is to enable them to ask questions and obtain answers within acceptable time.

Good environments for the modeling of constraints, questions and logical conditions include declarative environments, CLP (Constraint Logic Programming) in particular.

Our motivation was to develop a framework for the modeling and decision support for supply chain management problems. The use of this framework would help obtain quick answers to key questions (Is it possible…?, What If…?, What is the minimum/maximum…? ) asked by managers/decision makers.

This paper proposes the concept of a declarative decision support framework for supply chain problems and presents its implementation in the CLP environment. The illustrative example shows the potential of the framework.

The remainder of the article is organized as follows. Section 2 presents problem statement, research methodology, contribution etc. The concept and implementation aspects of a declarative decision support framework are provided in Section 3. Computational examples, tests of the implementation platform and discussion are presented in Section 4. Possible extensions of the proposed approach as well as the conclusions are included in Section 5.

II. PROBLEM STATEMENT AND METHODOLOGY

Most of the SC decision and optimization problems are modeled and solved by operations research (OR) methods. The vast majority of the literature reviewed [1,2,3,4], have formulated SC models as linear programming (LP), integer programming (IP) and mixed integer linear programming (MILP) problems. Declarative environments such as CLP facilitate problem modeling and introduction of logical and symbolic constraints [5,6]. Unfortunately, high complexity and the multiple types of constraints of decision-making models as well as combinatorial nature contribute to poor efficiency of modeling in OR methods and inefficient optimization in CLP. Therefore, a new approach to modeling and solving such problems was developed [7,8,9,10]. A declarative environment was chosen as the best structure for this approach especially in modeling [5]. Mathematical programming environment was used for problem optimization [11]. This integrated approach is the basis for the creation of the implementation environment to support managers.
A. Problem description – illustrative example

The problem of supply chain management considered here refers to the supply chain in which:

- the supply chain consists of factories, distribution centers and customers (Fig. 1);
- customer orders are executed by deliveries from distribution centers;
- distribution centers are supplied by the factory;
- transport is multimodal (several modes of transport, a limited number of means of transport for each mode);
- the environmental aspects of use of transport modes are taken into account;
- different products are combined in one batch of transport;
- the cost of supplies is presented in the form of a function (in this approach, linear function of fixed and variable costs).

Decision variables of this problem are shown in Table II. Brief description of reference set of constraints has been provided below.

Production capacity constraint (1) determines that all deliveries of product \( d \) produced by the manufacturer \( a \) and delivered to all distributors \( b \) using mode of transport \( e \) do not exceed the manufacturer’s production capacity.

Demand constraint (2) covers all customer \( c \) demands for product \( d \) \((Z_{c,d})\) through the implementation of delivery by distributors \( b \) (the values of decision variables \( Y_{b,c,d,e} \)). The flow balance of each distributor \( b \) corresponds to balance constraint (3). The possibility of delivery is dependent on the distributor’s technical capabilities – capacity constraint (4). Time constraint (5) ensures the terms of all deliveries are met. Transport constraints (6a), (6b), (7) guarantee deliveries with available transport taken into account. Constraints (8), (9), (10) set values of decision variables based on binary variables \( T_{cb} \), \( X_{a,b,c,e} \), \( Y_{d,b,c,e} \). Dependencies (11) and (12) represent the relationship based on which total costs are calculated. In general, these may be any linear functions. The remaining constraints (13)–(22) arise from the nature of the decision variables.

### Table I.

**The set of questions (including but not limited to)**

<table>
<thead>
<tr>
<th>Question</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.1</td>
<td>What is the minimum overall cost of timely supply?</td>
</tr>
<tr>
<td>Q.2</td>
<td>Can timely supply be realized at the set cost of transportation ( K_e )?</td>
</tr>
<tr>
<td>Q.3</td>
<td>What is the minimum environmental cost ( K_s ) of timely supply?</td>
</tr>
<tr>
<td>Q.4</td>
<td>What is the minimum cost of timely supply with the use of no more than ( N ) distribution centers?</td>
</tr>
<tr>
<td>Q.5</td>
<td>Is timely supply possible without the use of transport means ( d )?</td>
</tr>
<tr>
<td>Q.6</td>
<td>Is timely supply possible with the following numbers of transport means ( d_1, d_2, d_3 )?</td>
</tr>
<tr>
<td>Q.7</td>
<td>Can timely supply be realized at the set production cost ( K_p )?</td>
</tr>
<tr>
<td>Q.8</td>
<td>What is the minimum cost of supply execution if transport means ( d_1, d_2 ) cannot be used simultaneously by distribution center ( S )?</td>
</tr>
</tbody>
</table>

Decision variables of this problem are shown in Table II.

### Table II.

**Indices and decision variables**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indices</td>
<td></td>
</tr>
<tr>
<td>( d )</td>
<td>product type ((d=1..D))</td>
</tr>
<tr>
<td>( c )</td>
<td>delivery point/customer/city ((c=1..C))</td>
</tr>
<tr>
<td>( a )</td>
<td>manufacturer/factory ((a=1..A))</td>
</tr>
<tr>
<td>( b )</td>
<td>distributor/distribution center ((b=1..B))</td>
</tr>
<tr>
<td>( e )</td>
<td>mode of transport ((e=1..E))</td>
</tr>
<tr>
<td>( A )</td>
<td>number of manufacturers/factories</td>
</tr>
<tr>
<td>( C )</td>
<td>number of delivery points/customers</td>
</tr>
<tr>
<td>( B )</td>
<td>number of distributors</td>
</tr>
<tr>
<td>( D )</td>
<td>number of product types</td>
</tr>
<tr>
<td>( E )</td>
<td>number of mode of transport</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{a,b,d,e} )</td>
<td>delivery quantity of product ( d ) from manufacturer ( a ) to distributor ( b ) using mode of transport ( e )</td>
</tr>
<tr>
<td>( Y_{b,c,d,e} )</td>
<td>if delivery is from manufacturer ( a ) to distributor ( b ) using mode of transport ( e ) then ( X_{a,b,d,e}=1 ), otherwise ( X_{a,b,d,e}=0 )</td>
</tr>
<tr>
<td>( Y_{d,b,c,e} )</td>
<td>the number of courses from manufacturer ( a ) to distributor ( b ) using mode of transport ( e )</td>
</tr>
<tr>
<td>( T_{cb} )</td>
<td>delivery quantity of product ( d ) from distributor ( b ) to customer ( c ) using mode of transport ( e )</td>
</tr>
<tr>
<td>( Y_{b,c,d,e} )</td>
<td>if delivery is from distributor ( b ) to customer ( c ) using mode of transport ( e ) then ( Y_{b,c,d,e}=1 ), otherwise ( Y_{b,c,d,e}=0 )</td>
</tr>
<tr>
<td>( Y_{d,b,c,e} )</td>
<td>the number of courses from distributor ( b ) to customer ( c ) using mode of transport ( e )</td>
</tr>
<tr>
<td>( T_{c,b} )</td>
<td>if distributor ( b ) participates in deliveries, then ( T_{c,b}=1 ), otherwise ( T_{c,b}=0 )</td>
</tr>
</tbody>
</table>

Fig. 1 The structure of supply chain for illustrative example
III. A DECLARATIVE DECISION SUPPORT FRAMEWORK FOR SUPPLY CHAIN MANAGEMENT PROBLEMS-CONCEPT AND IMPLEMENTATION

The declarative decision support framework was proposed for supply chain management problems. The concept is based on the declarative programming paradigm, which allows high level programming with the use of predicates and facts. Due to the character of problems in the supply chain management, CLP (Constraint Logic Programming) was selected from among many declarative options. The implementation of the framework was performed with the use of ECLiPSe [5,12].

The following general assumptions were applied:

- possibility of modeling constraints of any type;
- automatic generation of implementation models in the form of MILP models;
- data recorded as facts.

Figure 2 presents the general concept of the framework. The framework comprises several phases: modeling, presolving, generating and solving. It has two inputs and uses the set of facts. Inputs are the set of questions and the set of constraints to the reference model of a given problem. Based on them, the primary model of the problem is generated as a CLP model, which is then presolved. The built-in CLP method (constraint propagation [5,6]) and the method of problem transformation designed by the authors [8,9] (Section 3A) are used for this purpose. Presolving procedure results on the transformed model $CLP^T$. This model is the basis for the automatic generation of the MILP (Mixed Integer Linear Programming) model, which is solved in MP (with the use of an external solver or as a library of CLP). The general concept of the framework consists in modeling and presolving of a problem in the CLP environment with the final solution (including optimization) found in the MP environment. This approach is the result of experience as well as extensive research devoted to both environments and their integration [10,13,14,15,16,17]. In all its phases, the framework uses the set of facts having the structure appropriate for the problem being modeled and solved (Fig. 2). The set of facts is the informational layer of the framework, which can be implemented as a relational database, XML database, etc.

The functional layer comprises adequate sets of predicates: $P_1$ (CLP model generation), $P_2$ (CLP model presolving through constraint propagation and transformation, post-transformation generation of $CLP^T$ model), and $P_3$ (generation of the final MILP model in the format of the MP solver).

The presolving phase is an important element of the framework as it makes it possible to simplify the model for the problem being solved and to reduce the combinatorial search space.

For the presolving phase to be effective, unfeasible combinations of model dimensions have to occur. The proposed framework uses constraint propagation and transformation for the presolving procedure. Constraint propagation is a concept and method that appears in constrained-based environments. Constraint propagation embeds any reasoning which consists in explicitly forbidding values from some variable domain of a problem, because all constraints cannot be satisfied otherwise [6].

Transformation transforms decision variables of the problem along with constraints and facts. The transformation of facts for the illustrative example is shown in Fig. 3, and the post-transformation variables are compiled in Table AII.

![Fig. 2 A concept of a declarative decision support framework](image-url)
IV. COMPUTATION EXAMPLES FOR ILLUSTRATIVE MODEL

In order to verify and evaluate the proposed approach, many numerical experiments were performed. All the examples relate to the supply chain with five factories \((a=1..5)\), four distributor centers \((b=1..4)\), fifteen customers \((c=1..15)\), four modes of transport \((e=1..4)\), and fifteen types of products \((d=1..15)\) and fifty orders \((\text{No})\).

All data instances for these experiments were recorded in the form of facts and included Appendix B. The structure of facts and their description has been shown in Fig. 3 and Table V.

Computational experiments consisted in asking questions \(Q_1..Q_8\) to illustrative example. For each question was generated and solved suitable implementation model using declarative decision support framework. The answers to these questions are shown in Table III.

The answer to question \(Q_1\) is the minimum entire cost of timely delivery all orders (Table III). This cost is the aggregate costs of the entire chain and consists of five elements (23). The first element comprises the fixed costs associated with the operation of the distributor involved in the delivery (e.g. distribution centre, warehouse, etc.). The second element corresponds to environmental costs of using various means of transport. Those costs are dependent on the number of courses of the given means of transport, and on the other hand, on the environmental levy, which in turn may depend on the use of fossil fuels and carbon-dioxide emissions. The third and fourth element determined by the cost of transportation. The last element is the cost of production. The answer to question \(Q_2\) defines the feasibility of timely supply/delivery at the set (closed) transportation cost (25). Table II shows two versions of the question with different parameters. The answer to question \(Q_3\) determines minimum environmental costs (26) of timely delivery (Table I).

Two versions of the answer to question \(Q_4\) are shown in Table III. These versions define the minimum overall cost of timely delivery when two distribution centers are used \((Q_4a)\) and when one distribution center is used \((Q_4b)\).

The possibility of executing timely delivery without the use of selected transportation means is defined in the answer to question \(Q_5\) (three versions of the question are shown in Table III). The answer to question \(Q_6\) specifies the possibility of timely delivery at the set number of each transportation means (Table III).

The possibility of executing timely delivery at the established, closed production cost (24) is included in the answer to question \(Q_7\). Table III shows three versions of the answer. The answer to question \(Q_8\) specifies the minimum cost of timely delivery at the logical condition met, ruling out the possibility of that the selected center can be used concurrently by two different transportation means.

In the second phase of the experiments, a comparative analysis was performed for questions \(Q_1\) and \(Q_8\) (most compute-intensive of all) for different numbers of orders \((\text{No})\) in two environments (declarative decision support framework (MILP$^5$) and MP (MILP)) to evaluate the effectiveness and efficiency of the proposed framework relative to the classical MP environment.

Obtained more than 50-fold reduction of time searching for solutions (Table IV). This is due to the fact that the application of the framework has allowed the up to 50-fold
reduction of integer decision variables up to 20-fold reduction of constraints (Table IV).

### Table III.
**Answers to Question for Illustrative Example**

<table>
<thead>
<tr>
<th>Question</th>
<th>Parameters</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_1</td>
<td>----</td>
<td>17805</td>
</tr>
<tr>
<td>Q_2a</td>
<td>Kt≤1520, T≤15</td>
<td>YES</td>
</tr>
<tr>
<td>Q_2b</td>
<td>Kt≤1400, T≤20</td>
<td>NO</td>
</tr>
<tr>
<td>Q_3</td>
<td>----</td>
<td>6250</td>
</tr>
<tr>
<td>Q_4a</td>
<td>N=1</td>
<td>18126</td>
</tr>
<tr>
<td>Q_5a</td>
<td>S_t=0,T=12</td>
<td>YES</td>
</tr>
<tr>
<td>Q_5b</td>
<td>S_t=0,T=12</td>
<td>YES</td>
</tr>
<tr>
<td>Q_5c</td>
<td>S_t=0,T=12</td>
<td>NO</td>
</tr>
<tr>
<td>Q_6a</td>
<td>S_t=5,S_t=5, S_t=5,T=9</td>
<td>YES</td>
</tr>
<tr>
<td>Q_6b</td>
<td>S_t=5,S_t=5, S_t=5,T=9</td>
<td>NO</td>
</tr>
<tr>
<td>Q_7a</td>
<td>Kp≤3920, T≤8</td>
<td>NO</td>
</tr>
<tr>
<td>Q_7b</td>
<td>Kp≤3920, T≤8</td>
<td>YES</td>
</tr>
<tr>
<td>Q_8</td>
<td>----</td>
<td>17856</td>
</tr>
</tbody>
</table>

### Table IV.
**Numerical Experiments on the Efficiency**

<table>
<thead>
<tr>
<th>No</th>
<th>Model</th>
<th>Vint</th>
<th>C</th>
<th>Answer</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>MILP</td>
<td>45286</td>
<td>29510</td>
<td>5500</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>860</td>
<td>1590</td>
<td>5500</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>MILP</td>
<td>45286</td>
<td>33990</td>
<td>9100</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>1268</td>
<td>1596</td>
<td>9100</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>MILP</td>
<td>45286</td>
<td>41990</td>
<td>17805</td>
<td>545</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>2078</td>
<td>1603</td>
<td>17805</td>
<td>13</td>
</tr>
<tr>
<td>75</td>
<td>MILP</td>
<td>45286</td>
<td>49990</td>
<td>27695</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>2996</td>
<td>1612</td>
<td>27175</td>
<td>56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No</th>
<th>Model</th>
<th>Vint</th>
<th>C</th>
<th>Answer</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>MILP</td>
<td>45290</td>
<td>29518</td>
<td>5610</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>864</td>
<td>1590</td>
<td>5610</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>MILP</td>
<td>45290</td>
<td>33998</td>
<td>9210</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>1272</td>
<td>1604</td>
<td>9210</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>MILP</td>
<td>45290</td>
<td>41998</td>
<td>17856</td>
<td>588</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>2082</td>
<td>1611</td>
<td>17856</td>
<td>14</td>
</tr>
<tr>
<td>75</td>
<td>MILP</td>
<td>45290</td>
<td>49998</td>
<td>28102</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>MILP^t</td>
<td>3000</td>
<td>1620</td>
<td>27450</td>
<td>68</td>
</tr>
</tbody>
</table>

No: the number of orders; Vint: the number of integer decision variables, C: the number of constraints, T: time of finding solution (in seconds)

### Table V.
**Structure of the Facts for Illustrative Example**

<table>
<thead>
<tr>
<th>Fact</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>product(#D,P).</td>
<td>products , D-product ID, P-the capacity occupied by product.</td>
</tr>
<tr>
<td>factory(#A).</td>
<td>factories , A-factory ID.</td>
</tr>
<tr>
<td>fact_a_d(#A,#D,W,Co)</td>
<td>products in factories, A-factory ID, D-product ID, W-production capacity at factory A for product D, Co-the cost of product D in factory A.</td>
</tr>
<tr>
<td>center(#B,V,F)</td>
<td>distribution centers, B-center ID, V-maximum capacity, F-the fixed cost of distribution center.</td>
</tr>
<tr>
<td>fact_b_d(#B,#D,Tp)</td>
<td>products in distribution centers, B-center ID, D-product ID, Tp-the time needed for distributor B to prepare the shipment of product D.</td>
</tr>
<tr>
<td>trans(#E,Pt,Zt,Od)</td>
<td>transportation, E-number of mode of transportation, Pt-the capacity of transport unit, Zt-the number of transport units using mode of transportation E, Od-the environmental cost.</td>
</tr>
<tr>
<td>customer(#C)</td>
<td>customers, C-customer ID</td>
</tr>
<tr>
<td>fa_a_b_c_e(#A,#B,#D,#E,Ab,Tf)</td>
<td>delivery from factory to distribution center using mode of transportation E, A-factory ID, B-center ID, E-number of mode of transportation, Ab-the fixed cost of delivery, Tf-the time of delivery.</td>
</tr>
<tr>
<td>fa_b_c_e(#B,#C,#E,G,Tm)</td>
<td>delivery from distribution center to customer using mode of transportation E, B-center ID, C-customer ID, G-the number of mode of transportation, Tm-the fixed cost of delivery.</td>
</tr>
<tr>
<td>fa_a_b_d_e(#A,#B,#D,#E,K1)</td>
<td>the variable costs of delivery of product, A-factory ID, B-center ID, D-product ID, E-number of mode of transportation, K1-the variable cost of delivery from factory to distribution center (optional).</td>
</tr>
<tr>
<td>fa_b_c_d_e(#B,#C,#D,#E,K2)</td>
<td>the variable costs of delivery of product, B-center ID, C-customer ID, D-product ID, E-number of mode of transportation, K2-the variable cost of delivery of product from distribution center to customer (optional).</td>
</tr>
<tr>
<td>orders(#C,#D,Tc,Z)</td>
<td>orders, C-customer ID, D-product ID, Tc-the cut-off time of delivery to customer of product, Z-customer demand for product.</td>
</tr>
</tbody>
</table>

### V. Conclusions

Two types of questions can be asked in the proposed declarative decision support framework.

General questions may require domain solution, which in practice determines the availability of capacity, the number of transport units, timely supply etc. The specific wh-questions will in practice define the best, fastest, cheapest, or the most expensive of the possible solutions. To obtain answers to these questions, optimization is necessary. Both
question types can contain logical conditions relating, for example, to the disjoint use of transport units, distributors, etc. The illustrative example shows only part of potential of the framework designed to increase both the speed and the size of the problems solved (Table IV).

This is particularly evident if we compare the possibilities of the framework in relation to the classical approach based on mathematical programming (Table IV).

Further work will consist in the implementation of more complex models [18], uncertainty, fuzzy logic etc. [19], and as a cloud internet application [20]. New questions will be implemented to broaden the scope of decision support.

It is also considering development of models to take account product demand interdependencies [21]. In the future it is planned to integrate framework with ERP and APS systems [22]. It is planned to also use a hybrid approach to optimize the use of graphs, for example, to image retrieval [23].

APPENDIX A

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_b$</td>
<td>the fixed cost of distributor/distribution center $b$</td>
</tr>
<tr>
<td>$P_d$</td>
<td>the area/volume occupied by product $d$</td>
</tr>
<tr>
<td>$V_i$</td>
<td>distributor $b$ maximum capacity/volume</td>
</tr>
<tr>
<td>$W_{a,d}$</td>
<td>production capacity at factory $a$ for product $d$</td>
</tr>
<tr>
<td>$C_{0,a,d}$</td>
<td>the cost of product $d$ at factory $a$</td>
</tr>
<tr>
<td>$R_{a,b}$</td>
<td>if distributor $b$ can deliver product $d$ then $R_{a,b}=1$, otherwise $R_{a,b}=0$</td>
</tr>
<tr>
<td>$T_{b,a}$</td>
<td>the time needed for distributor $b$ to prepare the shipment of product $d$</td>
</tr>
<tr>
<td>$T_{c,d}$</td>
<td>the cut-off time of delivery to the delivery point/customer $c$ of product $d$</td>
</tr>
<tr>
<td>$Z_{a,d}$</td>
<td>customer demand/order $c$ for product $d$</td>
</tr>
<tr>
<td>$Z_t$</td>
<td>the number of transport units using mode of transport $e$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>the capacity of transport unit using mode of transport $e$</td>
</tr>
<tr>
<td>$T_{f,a,b}$</td>
<td>the time of delivery from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$S_{t}$</td>
<td>the payload of transport unit using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{1,a,b}$</td>
<td>the variable cost of delivery of product $d$ from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$R_{1,a,b,e}$</td>
<td>if manufacturer $a$ can deliver to distributor $b$ using mode of transport $e$ then $R_{1,a,b,e}=1$, otherwise $R_{1,a,b,e}=0$</td>
</tr>
<tr>
<td>$A_{a,b}$</td>
<td>the fixed cost of delivery from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{0,a,b}$</td>
<td>the total cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$T_{m,b,c}$</td>
<td>the time of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{2,b,c,d}$</td>
<td>the variable cost of delivery of product $d$ from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$R_{2,b,c}$</td>
<td>if distributor $b$ can deliver to customer $c$ using mode of transport $e$ then $R_{2,b,c}=1$, otherwise $R_{2,b,c}=0$</td>
</tr>
<tr>
<td>$G_{b,c}$</td>
<td>the fixed cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{0,b,c,e}$</td>
<td>the total cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$O_{d}$</td>
<td>the environmental cost of using mode of transport $e$</td>
</tr>
<tr>
<td>$C_{W}$</td>
<td>Arbitrarily large constant</td>
</tr>
</tbody>
</table>

\[
\sum_{a,b,c,d} X_{a,b,c,d} \cdot R_{a,d} \leq W_{a,d} \forall a = 1..A, d = 1..D \quad (1)
\]

\[
\sum_{a,b,c,d} X_{a,b,c,d} \cdot R_{a,d} \leq W_{a,d} \forall a = 1..A, d = 1..D \quad (2)
\]

\[
\sum_{a,b,c,d} Y_{a,b,c,d} \cdot V_{b} = 1..B, d = 1..D \quad (3)
\]

\[
\sum_{a,b,c,d} (P_{a} \cdot \sum_{b} X_{a,b,c,d}) \leq T_{c,d} \forall c \cdot V_{b} = 1..B \quad (4)
\]

\[
X_{a,b,c,d} \cdot T_{a,b,c} + X_{a,b,c} \cdot T_{b,c} + Y_{a,b,c,d} \cdot T_{m,b,c} \leq T_{c,d} \quad (5)
\]

Further work will consist in the implementation of more complex models [18], uncertainty, fuzzy logic etc. [19], and as a cloud internet application [20]. New questions will be implemented to broaden the scope of decision support.

It is also considering development of models to take account product demand interdependencies [21]. In the future it is planned to integrate framework with ERP and APS systems [22]. It is planned to also use a hybrid approach to optimize the use of graphs, for example, to image retrieval [23].

APPENDIX A

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_b$</td>
<td>the fixed cost of distributor/distribution center $b$</td>
</tr>
<tr>
<td>$P_d$</td>
<td>the area/volume occupied by product $d$</td>
</tr>
<tr>
<td>$V_i$</td>
<td>distributor $b$ maximum capacity/volume</td>
</tr>
<tr>
<td>$W_{a,d}$</td>
<td>production capacity at factory $a$ for product $d$</td>
</tr>
<tr>
<td>$C_{0,a,d}$</td>
<td>the cost of product $d$ at factory $a$</td>
</tr>
<tr>
<td>$R_{a,b}$</td>
<td>if distributor $b$ can deliver product $d$ then $R_{a,b}=1$, otherwise $R_{a,b}=0$</td>
</tr>
<tr>
<td>$T_{b,a}$</td>
<td>the time needed for distributor $b$ to prepare the shipment of product $d$</td>
</tr>
<tr>
<td>$T_{c,d}$</td>
<td>the cut-off time of delivery to the delivery point/customer $c$ of product $d$</td>
</tr>
<tr>
<td>$Z_{a,d}$</td>
<td>customer demand/order $c$ for product $d$</td>
</tr>
<tr>
<td>$Z_t$</td>
<td>the number of transport units using mode of transport $e$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>the capacity of transport unit using mode of transport $e$</td>
</tr>
<tr>
<td>$T_{f,a,b}$</td>
<td>the time of delivery from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$S_{t}$</td>
<td>the payload of transport unit using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{1,a,b}$</td>
<td>the variable cost of delivery of product $d$ from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$R_{1,a,b,e}$</td>
<td>if manufacturer $a$ can deliver to distributor $b$ using mode of transport $e$ then $R_{1,a,b,e}=1$, otherwise $R_{1,a,b,e}=0$</td>
</tr>
<tr>
<td>$A_{a,b}$</td>
<td>the fixed cost of delivery from manufacturer $a$ to distributor $b$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{0,a,b}$</td>
<td>the total cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$T_{m,b,c}$</td>
<td>the time of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{2,b,c,d}$</td>
<td>the variable cost of delivery of product $d$ from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$R_{2,b,c}$</td>
<td>if distributor $b$ can deliver to customer $c$ using mode of transport $e$ then $R_{2,b,c}=1$, otherwise $R_{2,b,c}=0$</td>
</tr>
<tr>
<td>$G_{b,c}$</td>
<td>the fixed cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$K_{0,b,c,e}$</td>
<td>the total cost of delivery from distributor $b$ to customer $c$ using mode of transport $e$</td>
</tr>
<tr>
<td>$O_{d}$</td>
<td>the environmental cost of using mode of transport $e$</td>
</tr>
<tr>
<td>$C_{W}$</td>
<td>Arbitrarily large constant</td>
</tr>
</tbody>
</table>
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TABLE AII.
DECISION VARIABLES AFTER TRANSFORMATION
Decision variables
delivery quantity of product d for route from
manufacturer a to distributor b using mode of
transport e1 and from distributor b to customer c using
mode of transport e2
the number of courses from manufacturer a to
distributor b using mode of transport e
the number of courses from distributor b to customer
c using mode of transport e
if distributor b participates in deliveries, then Tcb=1,
otherwise Tcb=0

X aT,b,c,d ,e1 ,e2
Xb aT,b ,e

YbTb,c,e

TcTb

APPENDIX B
%Products
product(d1,10,2). product(d2,20,4).
product(d3,20,4). product(d4,20,5).
product(d5,10,2). product(d6,20,2).
product(d7,20,3). product(d8,20,4).
product(d9,10,4). product(d10,20,5).
product(d11,20,6). product(d12,20,2).
product(d13,30,3). product(d14,30,3).
product(d15,20,4).
%Factories
factory(a1). factory(a2). factory(a3).
factory(a4). factory(a5).
%Distribution Centers
center(b1,1000,100). center(b2,1000,200).
center(b3,1000,300). center(b4,1000,400).
%Products in distribution centers
fact_b_d(b1,d1,1). fact_b_d(b1,d2,1).
fact_b_d(b1,d3,1). fact_b_d(b1,d4,1).
fact_b_d(b1,d5,1). fact_b_d(b1,d6,1).
fact_b_d(b1,d7,1). fact_b_d(b1,d8,1).
fact_b_d(b1,d9,1). fact_b_d(b1,d10,1).
fact_b_d(b1,d11,1). fact_b_d(b1,d12,1).
fact_b_d(b2,d5,1). fact_b_d(b2,d6,1).
fact_b_d(b2,d7,1). fact_b_d(b2,d8,1).
fact_b_d(b2,d9,1). fact_b_d(b2,d10,1).
fact_b_d(b2,d11,1). fact_b_d(b2,d12,1).
fact_b_d(b2,d13,1). fact_b_d(b2,d14,1).
fact_b_d(b2,d15,1). fact_b_d(b3,d1,1).
fact_b_d(b3,d2,1). fact_b_d(b3,d3,1).
fact_b_d(b3,d4,1). fact_b_d(b3,d5,1).
fact_b_d(b3,d6,1). fact_b_d(b3,d7,1).
fact_b_d(b3,d8,1). fact_b_d(b3,d9,1).
fact_b_d(b3,d10,1). fact_b_d(b3,d11,1).
fact_b_d(b3,d12,1). fact_b_d(b3,d13,1).
fact_b_d(b3,d14,1). fact_b_d(b3,d15,1).
fact_b_d(b4,d1,1). fact_b_d(b4,d2,1).
fact_b_d(b4,d3,1). fact_b_d(b4,d4,1).
fact_b_d(b4,d5,1). fact_b_d(b4,d6,1).
fact_b_d(b4,d7,1). fact_b_d(b4,d8,1).
fact_b_d(b4,d9,1). fact_b_d(b4,d10,1).
fact_b_d(b4,d11,1). fact_b_d(b4,d12,1).
fact_b_d(b4,d13,1). fact_b_d(b4,d14,1).
fact_b_d(b4,d15,1).
%Products infactories
fact_a_d(a1,d1,800,400). fact_a_d(a2,d2,800,400).
fact_a_d(a3,d3,800,400). fact_a_d(a1,d4,800,400).
fact_a_d(a2,d5,800,400). fact_a_d(a3,d6,800,400).
fact_a_d(a1,d7,800,400). fact_a_d(a2,d8,800,400).
fact_a_d(a3,d9,800,400). fact_a_d(a1,d10,800,400).
fact_a_d(a2,d11,800,400).fact_a_d(a3,d12,800,400).
fact_a_d(a1,d13,800,400).fact_a_d(a2,d14,800,400).
fact_a_d(a3,d15,800,400).fact_a_d(a4,d1,800,100).
fact_a_d(a4,d2,800,100). fact_a_d(a4,d3,800,100).
fact_a_d(a4,d4,800,100). fact_a_d(a4,d5,800,100).
fact_a_d(a4,d6,800,100). fact_a_d(a4,d7,800,100).
fact_a_d(a4,d8,800,100). fact_a_d(a4,d6,800,100).

fact_a_d(a4,d7,800,100). fact_a_d(a4,d8,800,100).
fact_a_d(a4,d9,800,100). fact_a_d(a4,d10,800,100).
fact_a_d(a4,d11,800,100).fact_a_d(a4,d12,800,100).
fact_a_d(a4,d13,800,100).fact_a_d(a4,d14,800,100).
fact_a_d(a4,d15,800,100).fact_a_d(a5,d1,800,100).
fact_a_d(a5,d2,800,100). fact_a_d(a5,d3,800,100).
fact_a_d(a5,d4,800,100). fact_a_d(a5,d5,800,100).
fact_a_d(a5,d6,800,100). fact_a_d(a5,d7,800,100).
fact_a_d(a5,d8,800,100). fact_a_d(a5,d6,800,100).
fact_a_d(a5,d7,800,100). fact_a_d(a5,d8,800,100).
fact_a_d(a5,d9,800,100). fact_a_d(a5,d10,800,100).
fact_a_d(a5,d11,800,100).fact_a_d(a5,d12,800,100).
fact_a_d(a5,d13,800,100).fact_a_d(a5,d14,800,100).
fact_a_d(a5,d15,800,100).
%Transportation modes
trans(e1,850, 5,500). trans(e2,600,10,300).
trans(e3,350,10,200). trans(e4,150,10,100).
%Deliveries from factories to distribution centers
fa_a_b_e(a1,b1,e1,270,1).fa_a_b_e(a2,b1,e1,300,1).
fa_a_b_e(a3,b1,e1,400,1).fa_a_b_e(a4,b1,e1,500,8).
fa_a_b_e(a5,b1,e1,400,8).fa_a_b_e(a1,b1,e2,170,2).
fa_a_b_e(a2,b1,e2,200,2).fa_a_b_e(a3,b1,e2,300,2).
fa_a_b_e(a4,b1,e2,400,8).fa_a_b_e(a5,b1,e2,300,8).
fa_a_b_e(a1,b2,e1,270,1).fa_a_b_e(a2,b2,e1,300,1).
fa_a_b_e(a3,b2,e1,400,1).fa_a_b_e(a4,b2,e1,500,8).
fa_a_b_e(a5,b2,e1,400,8).fa_a_b_e(a1,b2,e2,170,1).
fa_a_b_e(a2,b2,e2,200,1).fa_a_b_e(a3,b2,e2,300,1).
fa_a_b_e(a4,b2,e2,300,8).fa_a_b_e(a5,b2,e2,300,8).
fa_a_b_e(a1,b3,e1,270,1).fa_a_b_e(a2,b3,e1,300,1).
fa_a_b_e(a3,b3,e1,400,1).fa_a_b_e(a4,b3,e1,500,8).
fa_a_b_e(a5,b3,e1,400,8).fa_a_b_e(a1,b3,e2,170,1).
fa_a_b_e(a2,b3,e2,200,1).fa_a_b_e(a3,b3,e2,300,1).
fa_a_b_e(a4,b3,e2,400,8).fa_a_b_e(a5,b3,e2,300,8).
fa_a_b_e(a1,b4,e1,270,1).fa_a_b_e(a2,b4,e1,300,1).
fa_a_b_e(a3,b4,e1,400,1).fa_a_b_e(a4,b4,e1,500,8).
fa_a_b_e(a5,b4,e1,400,8).fa_a_b_e(a1,b4,e2,170,1).
fa_a_b_e(a2,b4,e2,200,1).fa_a_b_e(a3,b4,e2,300,1).
fa_a_b_e(a4,b4,e2,400,8).fa_a_b_e(a5,b4,e2,300,8).
%Customers
customer(c2). customer(c3). customer(c4).
customer(c5). customer(c6). customer(c7).
customer(c8). customer(c9). customer(m10).
customer(m11). customer(m12). customer(m13).
customer(m14). customer(m15).
%Deliveries from distribution centers to customers
fa_b_c_e(b1,c1,e4,30,1). fa_b_c_e(b1,c2,e4,30,1).
fa_b_c_e(b1,c3,e4,30,1). fa_b_c_e(b1,c4,e4,30,1).
fa_b_c_e(b1,c5,e4,30,1). fa_b_c_e(b1,c6,e4,30,1).
fa_b_c_e(b1,c7,e4,30,1). fa_b_c_e(b1,c8,e4,30,1).
fa_b_c_e(b1,c9,e4,30,1). fa_b_c_e(b1,m10,e4,30,1).
fa_b_c_e(b1,m11,e4,30,1).fa_b_c_e(b1,m12,e4,30,1).
fa_b_c_e(b1,m13,e4,30,1).fa_b_c_e(b1,m14,e4,30,1).
fa_b_c_e(b1,m15,e4,30,1).fa_b_c_e(b2,c1,e4,30,1).
fa_b_c_e(b2,c2,e4,30,1). fa_b_c_e(b2,c3,e4,30,1).
fa_b_c_e(b2,c4,e4,30,1). fa_b_c_e(b2,c5,e4,30,1).
fa_b_c_e(b2,c6,e4,30,1). fa_b_c_e(b2,c7,e4,30,1).
fa_b_c_e(b2,c8,e4,30,1). fa_b_c_e(b2,c9,e4,30,1).
fa_b_c_e(b2,m10,e4,30,1).fa_b_c_e(b2,m11,e4,30,1).
fa_b_c_e(b2,m12,e4,30,1).fa_b_c_e(b2,m13,e4,30,1).
fa_b_c_e(b2,m14,e4,30,1).fa_b_c_e(b2,m15,e4,30,1).
fa_b_c_e(b3,c1,e4,30,1). fa_b_c_e(b3,c2,e4,30,1).
fa_b_c_e(b3,c3,e4,30,1). fa_b_c_e(b3,c4,e4,30,1).
fa_b_c_e(b3,c5,e4,30,1). fa_b_c_e(b3,c6,e4,30,1).
fa_b_c_e(b3,c7,e4,30,1). fa_b_c_e(b3,c8,e4,30,1).
fa_b_c_e(b3,c9,e4,30,1). fa_b_c_e(b3,m10,e4,30,1).
fa_b_c_e(b3,m11,e4,30,1).fa_b_c_e(b3,m12,e4,30,1).
fa_b_c_e(b3,m13,e4,30,1).fa_b_c_e(b3,m14,e4,30,1).
fa_b_c_e(b3,m15,e4,30,1).fa_b_c_e(b4,c1,e4,30,1).
fa_b_c_e(b4,c2,e4,30,1). fa_b_c_e(b4,c3,e4,30,1).
fa_b_c_e(b4,c4,e4,30,1). fa_b_c_e(b4,c5,e4,30,1).
fa_b_c_e(b4,c6,e4,30,1). fa_b_c_e(b4,c7,e4,30,1).
fa_b_c_e(b4,c8,e4,30,1). fa_b_c_e(b4,c9,e4,30,1).
fa_b_c_e(b4,m10,e4,30,1).fa_b_c_e(b4,m11,e4,30,1).
fa_b_c_e(b4,m12,e4,30,1).fa_b_c_e(b4,m13,e4,30,1).
fa_b_c_e(b4,m14,e4,30,1).fa_b_c_e(b4,m15,e4,30,1).
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Abstract—In this article we analyze the problem of optimal location of transportation hubs in Warsaw, namely the Park and Ride location problem (P&R). We take into account the expected travel time using public transport between particular points of the trip. In the currently existing P&R system we have 14 hub locations, and in this case the maximum travel time exceeds 50 minutes. The P&R problem can be reduced to the centers location problem (in our particular approach - the dominating set problem, DS), which is an NP hard problem. In order to determine the optimal locations for P&R two methods: the greedy and the tabu search algorithms were chosen and implemented. According to the computational experiments for the travel time restriction to 50 minutes, we obtain the DS composed of 3 hubs, in contrast to the existing 14 elements. The analysis of the P&R location in time domain is presented in this article in the context of further development of the Warsaw public transportation network, which seems to be interesting.

I. INTRODUCTION

This article is devoted to the Park & Ride facilities location problem (P&R) for the case of public transportation network of Warsaw [1], [9], [19]. Data used in the analysis of this problem were obtained from the official website of the Public Transport Authority in Warsaw [22].

In the previous approach to solve P&R [18], the transport network graph was modeled as follows. The set of vertices represented the collection of bus stops and there was an edge between a pair of vertices if and only if there was a possibility of getting from one stop to another by bus, without any transfers. This model was, obviously, too simple and impractical: only one, and the real transportation mode times exceeding 90 minutes.

In this article we propose a much more precise model. The graph is modeled with application of real-world information about expected travel times between pairs of stops (including all modes of transit as well as transfers). This model takes also into consideration a rather common situation in which a pair of stops does not share any line but distance between them is very short (for example less than 50 meters). In the new model such vertices should be merged together. Using the Open Trip Planner (OTP) open-source software package the estimated travel time distances were computed.

Our research consists in applying the vertex domination methods in graphs to a real-life public transportation network.

II. BASIC MATHEMATICAL DEFINITIONS

This section provides some basic notation, following [8], [6]. A graph is a representation of a set of objects, where some pairs of objects are connected by links. The interconnected objects are represented by mathematical abstractions called vertices, and the links that connect pairs of vertices are called edges. More formally, a graph is an ordered pair $G = (V, E)$ comprising a set $V$ of vertices or nodes together with a set $E$ of edges, which are 2-element subsets of $V$ ($E$ is a subset of $V \times V$). An undirected graph is the one in which edges have no orientation. The edge $\{a, b\}$ is then identical to the edge $\{b, a\}$. A vertex $v$ is adjacent to $u$ if and only if $(v, u) \in E$. Let $N[v] = \{u \in V : (v, u) \in E\}$ be an open neighborhood for a given vertex $v$.

A dominating set for a graph $G$ is a subset $D$ of $V$ such that every vertex not in $D$ is adjacent to at least one member of $D$ [7], [11], [12]. This problem is strongly related to a problem well known in computational geometry, the art gallery problem. The domination number $\gamma(G)$ is the number of vertices in a smallest dominating set for $G$. The $k$-dominating set problem concerns testing whether $\gamma(G) = k$ for a given graph $G$ and a natural number $k$; it is a classical NP-complete decision problem in computational complexity theory [15]. According to the theorem of Ore [5], if $G = (V, E)$ is a graph without isolated vertices, then the complement of a minimal dominating set of $G$ is also a dominating set of $G$. This implies that every such graph has two disjoint dominating sets and hence, $\gamma(G) \leq \frac{1}{2} \text{Card}(V)$. 
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A hypergraph is a generalization of a graph in which an edge can connect any number of vertices [3]. Formally, a hypergraph $H$ is a pair $H = (X, F)$, where $X$ is a set of elements called vertices, and $F$ is a set of non-empty subsets of $X$ called hyperedges. Let $F$ be a subset of $P(X) \setminus \{\emptyset\}$, where $P(X)$ is the power set of $X$ and $F(x) = \{f \in F : x \in f\}$ for $x \in X$. A hypergraph is also called a set system or a family of sets drawn from the universal set $X$. The rank of hypergraph $H$ is the size of the largest hyperedge in $H$. A set covering of a hypergraph $H = (X, F)$ is a subfamily $C$ of $F$, such that the union of hyperedges from $C$ equals the universe of vertices. A transversal (or hitting set) of a hypergraph $H = (X, F)$ is a subset $T$ of $X$ that has a nonempty intersection with every edge. The notions of hitting set and set covering are equivalent. The decision versions of the hitting set and set covering problems are $NP$-complete. The greedy algorithm for set covering chooses the sets according to one rule: at each stage, choose the hyperedge that contains the largest number of uncovered elements. This algorithm actually achieves an approximation ratio \( \frac{\text{Card}(C)^*}{\text{Card}(D)} \) (Opt) of $h(\text{rank})$, where $h(n)$ is the $n^{th}$ harmonic number. This value is approximately given by: \( \mathcal{O}(1 + \log(\text{Card}(V))) \). We can construct a dual algorithm for a hitting set problem, for which the performance ratio is: \( \mathcal{O}(1 + \log(\text{Card}(F))) \).

**Algorithm 1 The Greedy set covering method**

**Input:** hypergraph $H = (X, F)$;  
**Output:** set covering $C$;  
$U := X$; $C := \emptyset$;  
while $C \neq X$ do  
    select $S$ from $F$ such that  
    maximizes $\text{Card}(S \cup U)$;  
    $U := U \setminus S$;  
    $C := C \cup \{S\}$;  
return: $C$;

It is interesting that there exists a pair of polynomial-time reductions between the minimum dominating set problem and the minimum set covering problem. These reductions show that an efficient algorithm for the minimum dominating set problem would provide an efficient algorithm for the set covering problem and vice versa. According to the above presented facts, the greedy algorithm provides a factor $1 + \log(\text{Card}(V))$ approximation of a minimum dominating set. Let us consider a reduction from the dominating set problem to the set covering problem. For any given graph $G = (V, E)$ with $V = \{1, 2, ..., n\}$, construct a hypergraph $H = (X, F)$ as follows: the universe $X$ is $V$, and the family of hyperedges $F$ is $\{F_1, F_2, ..., F_n\}$ such that $F_v$ consists of the vertex $v$ and all vertices adjacent to $v$ in $G$. Hence, if $D$ is a dominating set for $G$, then $S = \{S_v : v \in D\}$ is a feasible solution of the set covering problem, with $\text{Card}(C) = \text{Card}(D)$. Conversely, if $S = \{S_v : v \in D\}$ is a feasible solution of the set covering problem, then $D$ is a dominating set for $G$, with $\text{Card}(D) = \text{Card}(C)$. Hence, the greedy algorithm provides a factor $1 + \log(\text{Card}(V))$ approximation of a minimum dominating set.

Problems of finding the best location of facilities in networks or graphs abound in practical situations, such as determining locations for factories, assembly plants or warehouses, as well as in airline crew scheduling. One of the well known facility location problems is the vertex $k$-center problem, where given $n$ cities and distances between all pairs of cities, the aim is to choose $k$ cities called centers so that the largest distance of any city to its nearest center is minimal. Let $G = (V, E)$ be a complete undirected graph with edge costs satisfying the triangle inequality (for a given metric $d : E \rightarrow \mathbb{R}$, and $k$ be a positive integer not greater than $\text{Card}(V)$). For any subset $S$ of $V$ and a vertex $v \in V$, define: $d(v, S)$ to be the length of the shortest edge from $v$ to any vertex in $S$. The vertex $k$-center problem is to find such a subset $S$ of $V$, where $\text{Card}(S) \leq k$, which minimizes: $\text{max}(d(v, S))$ for $v \in V$. The vertex $k$-center problem is $NP$-hard. In this paper we solve the $k$-center problem as a series of a minimum dominating set problems.

A set of different approaches (like: tabu search, variable neighborhood search) to solve the $k$-center problem was given by authors [17]. Parallely, the various greedy methods were proposed in the following publications [13], [14].

**III. Problem definition**

This article is devoted the P&R facilities location problem (P&R) in public transportation network of Warsaw. The problem is to find a set of stops such that in the worst case scenario using the public transport each trip will take no more than assumed $k$ minutes. In this paper we propose the application of two methods: the greedy algorithm and the Tabu Search.

**The $k$-Park&Ride Problem**

**Input:** Given $G = (V, E)$—transport network,  
$d : E \rightarrow \mathbb{R}^+$—an average distance between two vertices,  
$k \in \mathbb{R}^+$—time limit;  
**Output:** Find $S \subseteq V$ such that:  
(*) for each $v \in V$: $\min_{s \in S} d(v, s) \leq k$,  
(**) $\min \text{Card}(S)$.

**IV. Our approach**

In this chapter the data characteristics and the solution construction method are presented.

**A. Data**

The dataset that we are working on consists of coordinates of all public transportation stops in the city of Warsaw and complete schedules for different mass transit modes (buses, trams, metro and passenger trains). There are about 4000 stops within the city limits and 317 different routes each with 1-4 unique trips.
The data containing stops, routes and schedules is made available by the Public Transport Authority in Warsaw. However, the files are not shared in any standardized format and thus require parsing to be suitable for processing. Several software tools have been developed by the authors in order to work with this data (parsers, graph builders). They usually consist of over 4 million connections divided in multiple sections. The first step is to parse the file into JSON format. The second one is to convert it to the GTFS using our tools. GTFS is the required format to use OTP implementation of the Raptor algorithm [2] to find the shortest paths in multi-modal transportation network with a schedule. In our case, over 16 million requests had to be sent to instances of OTP servers in order to fill the adjacency matrix of the graph.

### B. Methods

We model the network in a time oriented manner, using average travel times between each pair of stops as the weights of the edges in the graph \( G \). In order to achieve this, we have converted the data to Google Transit Feed Specification and used Open Trip Planner (OTP) to calculate the shortest trips between all stops in a given time lapse. The OTP application is an open-source tool for journey planning in multi-modal transit networks.

Given a complete directed graph \( G \), in which the weight \( w \) of the edges represents the average travel time between the stops, we choose the parameter \( k \) measured in minutes as a cut-off value and construct a new graph \( H \) such that:

\[
V(H) = V(G),
\]

\[
E(H) = \{ e \mid e \in E(G), w(e) \leq k \}.
\]

We then use \( H \) as an input to the minimal Dominating Set algorithms in order to approximate the smallest subset of stops that allows us to reach all other stops within the given time bounds. Information about the density of Warsaw’s mass transit network with respect to different values of \( k \) is presented in Table 1.

### Our Approach to The \( k \)-Park&Ride Problem

1) Construct a complete directed graph \( G=(V, E) \),
   where \( d(v, u) \) is the average travel time for \( (v, u) \in E \) (obtained from the application of the OTP package),
2) Construct a graph \( H \) based on graph \( G \) with respect to the time limit \( k \),
3) Find a minimal Dominating Set for a given graph \( H \) using the Tabu Search or a greedy method.

Two minimal Dominating Set approximation methods were used in our computations. We applied the greedy algorithm and the metaheuristic tabu search method. Both approaches were implemented by us in Python programming language with extensive use of NumPy library for fast matrix operations.

### V. Results

We prepared computation experiments based on typical PC (Intel i5 2.7 Ghz 8GB Ram) using the followin software: OSX El Capitan 10.11.14 (clients and computations), Ubuntu 14.04 (server OTP), Python 3.5.0, iPython 4.0.0, NumPy 1.10.1, python-geosjon, environment PyCharm, iPython Notebook, Vizualization: MapBox and Ruby on Rails.

We achieved the following results in terms of the time complexity:

1) The Greedy Set Covering in dependency of \( k \):

\[
\begin{array}{|c|c|c|c|c|}
\hline
k \text{ [min]} & 15 & 30 & 45 & 53 \\
\text{Comp.time} & \approx 10.4 & \approx 5.3 & \approx 4.61 & \approx 3.32 \\
\hline
\end{array}
\]

2) The OTP - 16 000 000 queries (\( \approx 111 \) hours).

3) The Tabu Search in dependency of \( k \) (time for 100 iterations):

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
k \text{ [min]} & 15 & 30 & 45 & 53 \\
\text{Comp.time} & \approx 4.1 & \approx 4.2 & \approx 4.5 & \approx 5.0 \\
\hline
\end{array}
\]

The Park and Ride system in Warsaw consists currently of 14 parkings and they form a dominating set under our model when the time trip is \( k \geq 53 \) minutes. According to the computational results based on the new model these locations ensure that the longest journey from them to any stop will not exceed 53 minutes (they form a dominating set when \( k \geq 53 \)).

Under the same constraint (maximum 53 minutes travel time) we have found dominating sets of sizes 5 (greedy) and 3 (tabu search). It is interesting to note that when the maximum of travel time is limited to 30 minutes, the cardinality of the calculated dominating sets, as well as the locations of parkings are similar to those of the already existing facilities in Warsaw. This might suggest that small improvements/changes to the existing park and ride system might be very beneficial in terms of maximum journey distance (cutting it down from 53 to 30 minutes).

### VI. Conclusions

In this article we describe the analysis of the optimal location of transport hubs in Warsaw, in the context of the Park
and Ride location problem. We took into account the expected travel time between two particular points. This problem was reduced to the problem of determining the centers in the sense of the dominating set. Data for our research were obtained and collected from the website of the public transport authority. In order to establish the format, the data was converted to JSON a format, and then to the GTFS one. Using the OTP package we computed the expected journey times between all pairs of stops in Warsaw public transport. In the currently existing P&R system we have 14 locations, and in this case the maximum travel time exceeds 50 minutes. In order to determine the optimal locations for P&R two methods: the greedy and the tabu search algorithms have been implemented (in Python). The result obtained imply the dominating set consisting of 3 stops, in the contrast to the existing 14 P&R parks. For the
assumed 30 minutes time limit, the result consists of 12 stops. This analysis seems to be interesting in the context of further development of the P&R system. To summarize, the aim of the P&R system is not only to discharge the traffic directed to the city center, but also to enable passengers to conveniently travel to different locations. Unfortunately, we can not say this about the existing solution.
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Abstract—With gamification, design elements known from games can be used to increase employees' engagement and improve users' experience. This paper points to Enterprise Information Systems as a viable point of implementation of gamification. There are three relevant questions: what gamification actually consists of, why it is worthwhile to apply it in Enterprise Information Systems, and how to implement it properly. The paper aims to answer them.

I. INTRODUCTION

FOURTEEN years have passed since Nick Pelling coined the term of gamification [1, p. 5]. The “use of game elements to increase engagement and make life and work more fun” (as it was neatly defined by Mark Schreiber [2]), despite the criticism (see e.g. [3, p. 18] and works cited therein), has already found its way into such diverse areas as, among others, marketing [4] and knowledge management [5], banking [6] and education [7], production environments [8] and tourism [9], and even scientific research [10].

This paper investigates the application of gamification in Enterprise Information Systems (EIS), understood as “software systems that integrate the business processes of organizations to improve their functioning” [11]. Gamification does not aim at redefining the business processes, but on affecting how they are experienced [12]. The underlying software plays an important role as it allows to automate tracking participants’ actions, register their achievements, and pass relevant feedback [13].

The paper aims to provide answers to the three basic questions: what actually forms the applied gamification, what can be the reasons for making use of it in Enterprise Information Systems, and how to implement it there properly. The structure of the paper has been modeled appropriately into three sections, ending with the conclusion.

II. WHAT THE APPLIED GAMIFICATION CONSISTS OF

Although a definition of gamification has already been provided, even the reading of thirty definitions gathered by Andrzej Marczewski [2] does not tell what a gamified system actually consists of. In order to explain that, it is necessary to look at the actual components of gamification.

One of the most widely known lists of gamification elements is the one devised by Kevin Werbach and Dan Hunter [14]. They classify them into dynamics (“the big-picture aspects of the gamified system”), mechanics (“the basic processes that drive the action forward and generate player engagement”), and components (the “more-specific forms that mechanics or dynamics can take”).

The dynamics include:
- constraints – limitations or forced trade-offs,
- emotions driving players, such as: curiosity, competitiveness, frustration, happiness etc.,
- narrative – the storyline of the game,
- progression, measuring players’ development,
- relationships – players’ social interactions.

The mechanics include:
- challenges – tasks that require effort to solve,
- chance, bringing in randomness to the game,
- competition between players or groups of them,
- cooperation, requiring players to work together to achieve a shared goal,
- feedback providing players with information about how they are doing,
- resource acquisition – allowing players to gather useful or collectible items,
- rewards given for some action or achievement,
- transactions – allowing item trading between players,
- turns – sequential participation by players,
- win/loss/draw states – objectives that make one player/team the winner and the others the losers.

What Werbach and Hunter call components includes:
- achievements – defined objectives,
- avatars – player’s character visual representation,
- badges – visual representations of achievements,
- boss fights – rare, extremely hard challenges,
- collections – sets of items/badges to accumulate,
- combat – a defined battle, typically short-lived,
- content unlocking – additional game content available after players reach certain objectives,
• **gifting** – players’ ability to share their resources,
• **leaderboards** that visually present player’s achievements in relation to other players,
• **levels** that define steps in players’ progression,
• **points** which measure players’ progression,
• **quests** – sets of tasks with objectives and rewards,
• **social graphs** that represent players’ network of contacts within the game,
• **teams** – groups of cooperating players,
• **virtual goods**, which have perceived value.

A much more comprehensive list of gamification components can be found in the Octalysis framework developed by Yu-Kai Chou [15]. He clusters them into eight categories, labeled as “core drives” of gamification.

The first drive is epic meaning & calling. Its components help players justify devoting their time to the game. They are supposed to make players believe that they are doing something great (narrative, higher meaning) or were “chosen” to do something (elitism, humanity hero, destiny child), or that they have got some gift that others have not (beginners luck, free lunch). Players may also feel attached to the game world elements they created (co-creator).

The development & accomplishment components exploit the players’ internal drive to make progress in absolute (points, progress bar) or relative terms (leaderboards), acquire (step-by-step tutorial) and develop skills (with badges as achievement symbols), overcome challenges (chosen from quest list, or the final boss fights), and receive due appreciation for it (fixed action rewards, win prize, high-five, crowning, level-up symphony, aura effect).

The empowerment of creativity & feedback components give players the decisive power (general’s carrot) and engage them in a creative process, where they have to repeatedly figure things out (evergreen mechanics, blank fills) and try different combinations (real-time control, chain controls) possibly using approaches unavailable earlier (milestone unlock, boosters) after receiving instant feedback or hints (choice reception). They may also have a chance to opt out of a given challenge (voluntary autonomy).

The ownership & possession components give players the feeling of owning something (virtual good, avatar), so that they want to make what they own better (build from scratch) while progressing in the game (learning curve) and own even more (earned lunch, collection set). The players’ attachment to their belongings can be augmented by letting them constantly observe what they have (monitoring) and have them protect it from dangers (protection). The feeling of possession can also be extended to other players one has invited to the game (recruitment).

The social influence & relatedness components refer to activities inspired by what other people think, do, or say as well as the desire to draw closer to people, places, or events that players can relate to. It includes making personal relations publicly observable (friending), having veteran players as guides (mentorship, which also makes the beginner players more attached to the specific culture, as well as helps veteran players stay engaged in the game), cooperating with other players to solve difficult challenges (group quest), showing other players one’s accomplishments, either explicitly (bragging) or implicitly (touting), having a place to chat about a variety of topics (water cooler), gifts or rewards that players can only receive from other players (social treasure), encouraging players to generously give, expecting the recipients to give back somehow (thank-you economy), and making social interactions technically very easy to perform (social prod).

The scarcity & impatience components address the human tendency to want things they cannot have. They include constantly showing an item that a player cannot easily get (dangling), having something accessible only at specified time (appointment dynamics), or in fixed intervals, or after meeting specified conditions (moats), showing time after which something becomes inaccessible (countdown), changing the pace at which progress can be made (throttles), and requiring players to collect multiple pieces to earn the actual reward (prize pacing).

The unpredictability & curiosity components exploit the human infatuation with experiences that are uncertain and involve chance and the natural curiosity to explore. They include surprises (Easter eggs), also in form of unexpected rewards (sudden rewards), oracle effect that makes player expect an event to happen in the future (and wonder whether it will actually happen), quests within quests (mini quests), glowing choice which leads players in the right direction by appealing to their curiosity, lotteries that some player has to win each period, with actions available that increase one’s chance (rolling rewards), random rewards that recreate the excitement that children have opening gift boxes, and playing small pranks on players (mischief).

The loss & avoidance components motivate players with a threat of losing something they have attained. They include sunk-cost tragedy (players continue the game, because they spent a lot of time playing so far), progress loss (if players stop playing, they lose what they earned), fear of missing out (players are aware that when they do not participate, things happen that could benefit them), evanescence opportunity (which will disappear if a player does not perform certain action), scarlet letter (a shame of not having something all the good players have), status quo sloth (wanting to continue the game with the same behavior), and marking the loss in a special way (weep tune and visual grave).

### III. Why Apply Gamification to EIS

There are various reasons given why gamification can be helpful for an enterprise. The primary argument is the link between games and intrinsic motivation, which can be exploited with gamification. All the seven main intrinsic motivators identified by Thomas W. Malone and Mark R. Lepper (i.e., challenge, curiosity, control, fantasy, cooperation, competition and recognition [16, p. 230 and
can be effectively addressed in a gamified system (see section II). And that the lack of motivation is a serious issue in enterprises can be seen, e.g., from the results of the long-term Gallup poll showing that 70% of American workers are not engaged at work [17].

There are also other reasons provided in the literature (see e.g. [18] and works cited therein). One is the lack of goal prioritization making employees overladen with both present activities and development opportunities losing interest in taking actions that are not needed at the moment, but will be crucial in the future. A gamified system can both rank the possible actions in terms of their relative value to the enterprise, and provide a path of development to follow.

The second reason is the coming of the new generation of employees: Generation Z, digital natives, who have different expectations from work and communication habits than previous generations. A gamified system can use the type of communication they are familiar with, and work as a bridge between them and the older employees.

Another one is the omnipresence of stress in many corporate environments, which leads to lower productivity, problems with interpersonal communication, and even physical and psychic health issues. A well-designed gamified system can both address some causes of stress (with its informal communication and a clear system of priorities) and aid in stress relief (with relaxing side activities and mood-improving feedback it offers).

Regardless of what the reason is, there are numerous examples of successful enterprise gamification [19].

Moving on to the details of gamification in Enterprise Information Systems, Table I lists its possible uses grouped in four categories, consisting of those related to the improvement of: work performance, work attitude, social relations, and on-boarding and training processes. Note that the list is not exhaustive, as it is up to the creativity of a designer to find a combination of gamification components that would address particular goals that the enterprise management may consider important.

<table>
<thead>
<tr>
<th>Practice</th>
<th>Expected benefit</th>
<th>Relevant component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bundle tasks and split rewards</td>
<td>Users are motivated to work consistently, and complete related tasks together</td>
<td>Collection set, Prize pacing</td>
</tr>
<tr>
<td>Define rush hours when productivity is most needed</td>
<td>Users should increase their effort at the right time</td>
<td>Appointment dynamics, Fixed intervals</td>
</tr>
<tr>
<td>Differentiate the rewards for completing various tasks</td>
<td>Users are directed to the most important tasks at a given moment</td>
<td>Fixed action rewards, Virtual good</td>
</tr>
<tr>
<td>Mark very hard tasks</td>
<td>Users can prepare better for a big challenge</td>
<td>Boss fights</td>
</tr>
<tr>
<td>Reward what every user should do</td>
<td>Users are motivated to catch up with others</td>
<td>Scarlet letter</td>
</tr>
<tr>
<td>Visualize relative employees’ performance</td>
<td>Users are motivated to rise over others</td>
<td>Leaderboards</td>
</tr>
<tr>
<td>Visualize the distance to the goal</td>
<td>Users are motivated to finish the current task</td>
<td>Progression bar</td>
</tr>
<tr>
<td>Visualize the time left</td>
<td>Users are motivated to hasten their work</td>
<td>Countdown</td>
</tr>
</tbody>
</table>

- **Work attitude**

<table>
<thead>
<tr>
<th>Practice</th>
<th>Expected benefit</th>
<th>Relevant component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Announce crucial events that will come later</td>
<td>Users are curious of what will actually happen</td>
<td>Oracle effect</td>
</tr>
<tr>
<td>Define penalties for failing to complete a task</td>
<td>Users appreciate what they have attained and could lose</td>
<td>Points, Protection, Progress loss</td>
</tr>
<tr>
<td>Leave users some degree of freedom</td>
<td>Users feel they have control of what they do</td>
<td>General's carrot, Voluntary autonomy</td>
</tr>
<tr>
<td>Let users improve or customize the system</td>
<td>Users feel attached to what they created</td>
<td>Co-create</td>
</tr>
<tr>
<td>Provide a chance of surprise</td>
<td>The monotony of repetitive tasks is shunned</td>
<td>Easter eggs, Random rewards, Mischief</td>
</tr>
<tr>
<td>Provide a chance to shine for everyone</td>
<td>Even lagging users can have their moment of glory</td>
<td>Rolling rewards</td>
</tr>
<tr>
<td>Remind users the importance of their role</td>
<td>Users are aware of the value of their contribution</td>
<td>Elitism, Humanity hero</td>
</tr>
<tr>
<td>Remind users the enterprise mission</td>
<td>Users feel they are part of something big and good</td>
<td>Higher meaning</td>
</tr>
<tr>
<td>Reward completion even of the simplest tasks</td>
<td>Users feel their effort is recognized</td>
<td>Fixed action rewards, Virtual good, High-five</td>
</tr>
</tbody>
</table>
IV. HOW TO PROPERLY IMPLEMENT GAMIFICATION IN EIS

The successful implementation of gamification in EIS is a matter of primary importance, as a failed attempt will bring costs in morale and productivity, notwithstanding the cost of the implementation itself.

It is therefore strongly advised to carry it out in a carefully planned manner. The first thing is to follow a proven procedure, such as the player experience design process proposed by Brian Burke [1], which includes seven steps respectively devoted to: (1) business outcomes and success metrics, (2) target audience, (3) player goals, (4) engagement model, (5) play space and journey, (6) game economy, and (7) repetitive playing and testing (highly possibly leading back to one of the previous steps).

Mario Herger convincingly argues that gamification should be focused on value creation for the players, and only through it the value for the organization should be created [20]. While the player’s value creation does not automatically translate into an organization’s value creation, but also the value created for an organization may be larger than the value for an individual player. He also lists three types of reactions that should be achieved with gamification: Aah-effect (the act of delight), Aha-effect (the act of revelation) and the Haha-effect (the act of amusement).

Fabian Groh provides eleven design principles for implementing gamification [21]: (1) connect to personal goals, (2) connect to a meaningful community of interest, (3) create a meaningful story, (4) beware of social context

<table>
<thead>
<tr>
<th>Practice</th>
<th>Expected benefit</th>
<th>Relevant component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualize how the results of repetitive tasks accumulate</td>
<td>Users comprehend the magnitude of their everyday work</td>
<td>Points, Progression bar</td>
</tr>
<tr>
<td>Visualize possible big rewards</td>
<td>Users are aware of what they can gain if they stay engaged</td>
<td>Dangling</td>
</tr>
<tr>
<td>Visualize the progress a user has made so far</td>
<td>Users comprehend the progress they made which should increase their self-esteem</td>
<td>Levels, Badges, Monitoring</td>
</tr>
<tr>
<td>Let employees collaborate on tasks</td>
<td>Arduous tasks can be finished on time and knowledge is transferred from the more to the less experienced users</td>
<td>Group quest</td>
</tr>
<tr>
<td>Let users boast their accomplishments</td>
<td>Users can share their gladness with others</td>
<td>Bragging, Touting</td>
</tr>
<tr>
<td>Let employees visualize their relations</td>
<td>Social relations are improved</td>
<td>Friending</td>
</tr>
<tr>
<td>Let users discuss freely</td>
<td>Users get to know each other, share experiences and ideas</td>
<td>Water cooler</td>
</tr>
<tr>
<td>Let users help each other</td>
<td>Knowledge is transferred from the more to the less experienced users and their social relations are improved</td>
<td>Thank-you economy</td>
</tr>
<tr>
<td>Let users reward each other</td>
<td>Users feel their effort is recognized and their social relations are improved</td>
<td>Social treasure, Virtual good</td>
</tr>
<tr>
<td>Make it fast and easy to interact with others</td>
<td>Social interactions do not hurt productivity much</td>
<td>Social prod</td>
</tr>
<tr>
<td>Appoint more difficult tasks to users as they make progress</td>
<td>Users do not get bored or frustrated with tasks that are too easy or too hard for them</td>
<td>Milestone unlock, Learning curve</td>
</tr>
<tr>
<td>Celebrate passing important steps of development</td>
<td>Users feel the progress they make matters</td>
<td>Level-up symphony, Aura effect</td>
</tr>
<tr>
<td>Communicate action results immediately</td>
<td>Users know when they do well</td>
<td>Instant feedback</td>
</tr>
<tr>
<td>Guide users in their steps</td>
<td>Users know what to do to progress</td>
<td>Step-by-step tutorial, Choice reception</td>
</tr>
<tr>
<td>Introduce users to the organizational culture</td>
<td>Users adapt faster to the organization</td>
<td>Narrative</td>
</tr>
<tr>
<td>Let experienced users guide new ones</td>
<td>Knowledge is transferred from experienced to novice users and social relations are created</td>
<td>Mentorship</td>
</tr>
<tr>
<td>Make the first steps easier for beginner users</td>
<td>Users get a positive first impression</td>
<td>Beginners luck, Free lunch, Boosters</td>
</tr>
<tr>
<td>Make users improve their weak sides before they can move on</td>
<td>Users’ skill development is more balanced</td>
<td>Moats</td>
</tr>
</tbody>
</table>
meanings, (5) provide interesting challenges, (6) provide clear, visual, varying, and well-structured goals, (7) provide juicy feedback, (8) beware of unintended behaviors, (9) play is voluntary, (10) beware of losing autonomy, and (11) beware of devaluating activities.

Ethan Mollick and Nancy Rothbard highlight the role of consent, understood as the active cooperation of workers with managerial goals, owing to the fact that gamification is not driven organically by employees, but instead imposed from the top by managers [22, p. 14]. They therefore point to the importance of three indicators of consent, i.e. clearly understanding the rules of the game, perceived sense of justice and fairness, and active engagement.

The last aspect that needs to be addressed is the technology of implementation. The gamification subsystem can be developed as a module of an EIS or a separate gamification software that has to be integrated with the main system. A generic platform for enterprise gamification, based on service-oriented and event-driven principles, as well as best practices, and targeted for both modern and legacy systems, was proposed by Philipp Herzig et al. [23].

V. CONCLUSION

Gamification is able to make the employees’ experience of performing tedious and repetitive tasks more enjoyable, rise their engagement, improve their attitude towards work, and, consequently, increase their productivity.

The rich portfolio of successful gamification projects makes it something too promising to ignore for enterprises in the world of scarce opportunities for gaining competitive advantage (cf. the scarlet letter gamification component).

The Enterprise Information Systems, due to their prevalence in today’s organizations, are viable points of implementation of gamification spanning over different business processes and addressing various types of employees’ activity.

This paper provided answers what the gamification amounts to in practice (with a catalog of gamification components in section II), why it can be useful to implement it in an EIS (with explanations for why it can work and a list of possible uses in section III), and how to do it right (with implementation guidelines in section IV).
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Abstract—The MCDA methods are used in order to solve complex decision-making problems which require considering many interrelated criteria. They are also the basis of DSS. Nevertheless, these dependencies between criteria can have an influence on the obtained solution. A class of decision-making problems, in which there are intercriteria dependencies, are decisions in the sustainability area, e.g. selection of a location and a design of an RES-based power station. The article presents a complex model, taking into consideration dependencies between criteria.

I. INTRODUCTION

One of the greatest challenges of energy-saving in Poland and other countries of the world is its adaptation to the demands of low carbon economy characterized mostly by the use of renewable energy sources (RES) [1].

The Polish Energy Law Act, which is a source of renewable energy, defines the following: wind energy, solar energy, geothermal energy, sea wave and tidal energy, river fall energy, biomass energy, energy from landfilled biogas and biogas produced in the process of sewage disposal and treatment or decomposition of plants and animal remains [4]. Among the above-mentioned RES, the greatest potential for energy production, which can be found in Poland and the EU have wind farms [2], [3].

The selection of a location [5] and of a project design [6] will lead to the successful implementation of a wind farm project. These choices determine the efficiency of wind power plants and also have an effect on the environment, benefits and costs [7]. The problems of location selection and project design selection, as well as other decision factors related to RES management, are multi-criteria decision-making problems which require the examination of many contradictory and mutually correlated criteria which encompass technological, economic, environmental and social issues [5], [6], [8], [9]. Decision-making methods which consist of a sole criterion are unable to cope efficiently with such decision problems [10]. While solving such problems, multi-criteria decision analysis (MCDA) methods can be applied, as they can handle complex decision processes, multiple and conflicting evaluation criteria, different scenarios, preferences of decision-makers, several sources of uncertainty and specific time frames [11] [12]. Many Decision Support Systems (DSS) are based on MCDA methods and algorithms and used for solving environmental problems and those relating to the power industry [13]. DSS provide knowledge indispensable for making decisions and maximize the results of processes of decisions, by lifting cognitive, special and economic restrictions of the decision-maker [14].

The aim of this article is to establish a multi-criteria decision model, based on MCDA methods, which solve a decision problem comprising of the selection of a location and a project design of an onshore wind farm. The model should not bypass the complexity of the decision problem, but should take into account mutual dependencies between criteria and the influence of some criteria on other ones. This model could become a DSS engine for RES management, while paying particular attention to wind farms.

Section II displays the analysis of the explanations on decision support related to the design and construction of wind farms. The pre-selection of evaluation criteria of wind farm location and design was made according to the implementation of the analysis. The evaluation criteria were incorporated into a decision model, which was presented in Section III. Section IV contains a summary of research results, and further research directions are also pointed out.

II. LITERATURE REVIEW

Publications regarding the decision for support in wind energy mostly include the construction of decision models as well as that of DSS and GIS (Geographical Information System) systems.

An example of constructing a decision model for the selection of a wind farm location is [15]. In this paper, evaluation criteria and their importance were presented in a decision model for the sake of selecting a wind farm location. On the other hand, in [16] a decision model was devised in order to compare different RES technologies (wind energy received the highest rank), and it subsequently modified in order to select a location of an onshore wind farm. The issue of devising a decision model for the
The selection of an onshore wind farm location is also dealt with in [17], and an offshore one received a similar treatment in [5]. GIS decision systems were suggested, amongst other things in [18], [19], [20], [21]. These systems evaluate the potential of onshore areas regarding the situation of wind farms nearby. Similarly, in [22] a GIS was presented; it allowed the evaluation of a location of hybrid power stations based on wind and solar energies. In [23], a GIS-based DSS system analyzing the potential of onshore wind farm locations was discussed. The problem of the construction of a DSS for selecting an offshore wind location was attempted in [24], [7]. As far as decision problems relating to the project design of a wind farms are concerned, these were discussed in [6], [25]. The technical aspects of wind turbines are also related to farm designs [8] as well as wind farm development evaluation, in the bigger picture [26].

The AHP (Analytic Hierarchy Process) [27] method is used in selecting a location or a design of a wind farm, both in its crisp and fuzzy [28] [29] versions. It is primarily employed to determine the importance of criteria. A generalization of AHP, namely ANP (Analytic Network Process) [30], and different variants of the ELECTRE method are rarely used. Other MCDA methods, such as DEMATEL, OWA, SAW, PROMETHEE, NAIADE, TOPSIS, VIKOR, Lexicographic method and the conjunctive method, etc are also incidentally used. [31]. It should be noted that, in order to solve decision-making problems related to wind energy, decision models are used, and these are characterized by various complexities. The amount of criteria considered while selecting a location or a design of a wind farm ranges from 6 [19] to 35 [6]. These criteria are often interrelated and interdependent. For example, in this publication [6], the following criteria were used: generating cost, generating profit, and payback period. It can be easily seen that the payback period results from, among other things, a calculation of costs and profits.

III. THE PROPOSED DECISION MODEL FOR DSS

The construction of the decision model was done in the following manner:
1) The preparation of a set of criteria and sub-criteria for the evaluation of locations and designs of onshore wind farms, 2) The analysis of sub-criteria and indication of relationships and dependencies which occur place between them, 3) The presentation of sub-criteria dependencies in a networking decision model.

On the basis of the literature analysis presented in Section II, a set of criteria for the evaluations of locations and designs of onshore wind farms was prepared and displayed in Table I. The sub-criteria section was shown as well.

Next, the sub-criteria were analyzed and their interdependencies were explained.

C1.1 The wind conditions influence the output power which is obtained from a wind turbine, at a specific wind speed and consequently, the desired amount of energy is generated. Generally, a stronger wind generates more energy; however, the wind should not be too strong, as most wind turbines switch off when the wind reaches the speed of about 25-30 m/s [8]. The wind speed is essential, depending on the height at ground level. Most towers which have turbines mounted onto them are 50-100m high [32], therefore the wind speed at the height of ca. 100m is crucial.

\[
E = \sum_{i} W_{out}(t_i) * 8760
\] (1)

where: \(E\) – yearly amount of energy generated [MWh], \(W_{out}(t_i)\) – output power of an i-th turbine [AMW], 8760 – the number of hours in a year [Ah].
The overall investment costs consist mostly of the costs of purchasing and installing turbines, towers and their foundations, the costs of preparing a wind farm design, as well as the costs of connecting a wind farm to the power grid [36]. The amount of capital investment for an onshore wind farm in Poland, depending on the technology applied, varies from 4.5 million to 7.5 million PLN/MW [37].

The operational costs also include the operation, repairs and servicing of the devices, leasing costs of the land, management, insurance, taxes and charges, the energy consumption of the wind farm, as well as balance costs. It is estimated that the operation costs of a wind farm in Poland in 2011, in total, amounted to 83 PLN per one MWh of the energy generated by the wind farm [36].

The income from the energy production is a product of generated (and sold) amount of energy and its price. An average sales price of the electric energy on the competitive market in Poland in the third quarter of 2015 amounted to ca. 173 PLN/MWh [38]. However, a new law defining RES auctions has been recently introduced. RES-based power stations can participate in such auctions. When an auction is won, the power station has the certainty that the Polish state will purchase from them the energy at a set price for a period of 15 years [39]. The reference price of the onshore wind energy for an RES auction, which is generated in a wind farm of combined power greater than 1MW in 2016, amounts to 385PLN/MWh [40].

In simple terms, a yearly profit from selling the energy can be determined as being the difference between incomes from the energy sales and operational costs incurred to generate the energy sold.

The payback period determines a period of time after which capital expenditure incurred through the construction of a wind farm will pay for itself. The payback period is, in fact, a ratio of investment costs to a yearly profit generated by the wind farm.

The construction of new wind farms and maintenance of existing ones generate workplaces related to the preparation of the investment, its operation, maintenance, repairs and equipment servicing. Estimates for Poland suggest that the installation of 10MW in a given year generates 39 direct and 75 indirect workplaces. The maintenance of 10MW, in turn, is connected with the employment of 5 workers in subsequent years [41].

Social acceptance refers to benefits, threats and inconveniences for a local community. Research results highlight that the high level of acceptance for the wind energy is declared by about 12% of Polish citizens, low – 3%, whereas 85% of Polish citizens accept the wind energy to a certain degree. [42]. It is unlikely that potential workplaces can positively influence the social acceptance of constructing a wind farm.

The distance from a power grid connection is related with the facility of connecting the wind farm to the power grid. Such a connection should be as close as possible, since it reduces the possibility of potential problems on a transfer line related to the quality and stability of power supply [43].

The distance from the road is important during the construction period. A short distance from main roads enables the comfortable delivery of construction elements, such as masts or rotors, to the site. One needs to understand that, as far as Poland is concerned, the road infrastructure is usually poorly developed in the areas with good wind conditions, [44].

The Natura 2000 protected areas are breeding and resting sites for rare and endangered fauna and flora, as well as some rare natural habitats which are crucial to the European Community [45]. Locations which form part of the Natura 2000 protected areas are more likely to encounter difficulties with investment, since some potentially negative acts towards the sites are prohibited. It is possible to obtain permits to carry out actions which negatively impact the sites [45]; however, these are connected with incurring financial outlays and downtimes in the construction of a wind farm. It should be noted that, according to Polish law, wind farms and other buildings cannot be situated within national and landscape parks or nature reserves [45].

On the basis of the individual analysis of sub-criteria one can easily determine their dependencies and relationships. These dependencies of one criterion onto another are illustrated by a graphic outline of the decision model presented in Figure 1.

**IV. CONCLUSIONS**

The complex decision model, prepared by the authors of this article was prepared, in order to deal with the problem of selection of the location and design of a wind farm. Therefore, it takes into consideration complex dependencies between decision-making criteria (sub-criteria) and consequently, it can be more precise than decision models which assume independence between criteria.

The precision of a decision model is particularly important in Decision Support Systems: the latter recommend pareto optimal solutions to decision-makers. In the case of a less accurate decision model which does not take into consideration interdependencies of criteria, recommendations obtained in DSS can be inexact. Therefore, the designed decision model can be used as a DSS decision engine.

The verification of the prepared decision model should be carried out while taking into account the decision problem in the field of wind energy. Unfortunately, most MCDA methods, which form the foundation of DSS, assume that the independency between criteria is to simplify the decision-making process. These methods cannot be easily applied to more challenging decision-making problems [46] because, if redundant criteria are used in the model, one can reach an incorrect solution [47]. Therefore, an essential factor is a proper selection of an MCDA method [48], [31] which would make it possible to build a complex decision-making
model for DSS, while taking into consideration mutual dependencies between criteria. The methods which allow the observation of the influence of individual criteria on other ones in the model are ANP [49], [30] and DEMATEL [50], [24].

The decision model which has been designed should evidently be used on a continuous basis. The best course of action would be to add criteria and sub-criteria of evaluations of wind farms, as well as other RES factors to the model. It would also be interesting to present the decision model in the form of an ontology [51], which would enable the deduction of new information from the model [52], [53]. The performance of the model would also move in a smoother manner towards the application of DSS in other situations.
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According to Garg and Garg [8], this “enables the decision-making process to be timely, consistent and reliable across organizational units and geographical locations” (p. 424).

ERP implementation has various benefits throughout the organisation: elimination of redundant information, drastic declines in inventory, reduction of production cost, better understanding of the changing customer needs, more efficient management of the extended network of suppliers and customers, increased productivity, improved response time, and decreased production cycle [5] [8] [9] [10] [11]. Considering these benefits, it is not surprising that ERP systems are being treated as a major development in the world of business, and have been accepted as a standard business software over the last fifteen years [8] [12].

However, ERP implementation requires considerable financial resources, while the whole implementation project is considered complex, lengthy, and quite challenging [9] [13]. As a result, the success rate of such projects is considered to be quite disappointing [14] [15] [16]. More specifically, Samuel and Kumar [17], argue that the success rate is, only, around 50%, while approximately 90% of ERP implementation projects are late, or over budget. On the same vein, Umble and Umble [18] reported failure rates between 50% and 75%. Therefore, additional empirical studies are necessary in order to assist companies in increasing the success rates of ERP implementation projects.

Under that context, the aim of the present study is twofold: (a) develop an original conceptual framework (research model) examining the impact of various research factors on ERP implementation success, (b) empirically test that framework, using data from Small and Medium Enterprises (SMEs) located in Greece (empirical research).

(a) The development of the conceptual framework was based on two methodological steps: firstly, a review of the literature identified the factors that were used by previous studies as antecedents of ERP implementation success; secondly, a panel of experts was used in order to discuss these factors and provide a list of the most significant ones. That approach was selected due to the significant number of factors that have been proposed in the relevant literature. More specifically, the members of the research team used the opinions of experienced practitioners as a criterion for selecting a specific set of factors from the extensive list that

This work was not supported by any organization.
was provided from the literature review analysis. It is strongly argued that randomly selecting the research factors of the proposed conceptual framework would have resulted in the limited reliability of the present research.

(b) The empirical examination of the conceptual framework (that was crystallised after the literature review analysis and the completion of the qualitative research) was conducted on a sample of Greek SMEs. More specifically, a newly-developed structured questionnaire was used in order to collect the appropriate primary data. The questionnaire was distributed to 421 companies, while 159 usable questionnaires were, finally, returned. Advanced statistical techniques (EFA, CFA) were used in order to enhance the validity and reliability of the results, while research hypotheses were tested using the “Structural Equation Modeling” (SEM) technique.

The present study makes an effort to point out areas that companies should emphasize in order to successfully adopt ERP systems and, therefore, harvest their potential benefits. Its contribution lies in this enhanced approach. In synopsis, the study contributes in the following areas:

- It focuses on Small and Medium enterprises (SMEs), an approach that has found limited empirical investigation in the international literature. The literature review analysis underlined that the contemporary research mostly examines the implementation of ERP systems in large organizations.
- It examines the antecedents of ERP implementation success in SMEs of a European country. The literature review analysis that was conducted failed to recognise enough similar studies.
- It uses a qualitative research in order to recognise the most important antecedents of ERP implementation success and, then, develops a conceptual framework based on these factors. According to the best of the researchers’ knowledge, such an approach is unique in the relevant literature. Moreover, it is significant, since previous studies used factors that were randomly selected from the literature, without a solid empirical basis [8] [19] [20] [21].
- It can be perceived as a reference point for future studies, since it offers a critique concerning the multitude of ERP implementation antecedents that have been examined in the international literature.
- Its results may be generalized in other developed countries with similar characteristics, and produce valuable managerial lessons for practitioners in these countries.

The following section includes a review of the relevant literature, while section three presents the conceptual framework of the study. The fourth section includes the research methodology. Results and conclusions are discussed in sections 5 and 6 respectively.

II. LITERATURE REVIEW

A. Critical success factors

Critical Success Factors (CSFs) have been introduced during the 1960s, as a concept that would assist companies to achieve their goals and enhance their overall competitiveness [22] [23] [24]. According to Ram and Corkindale [22], CSFs constitute a systematic way of identifying key business areas that require constant management attention. On the same vein, Rockart [23] argues that the results obtained in these critical areas, if satisfactory, are able to significantly enhance organisational performance. In plain words, CSFs assist managers to directly affect a specific outcome, by proactively taking necessary actions in certain areas [25].

Not surprisingly, the concept of CSFs gained wide recognition in the Information Systems domain and, consequently, in the context of ERP systems [6]. Since high failure rates of ERP implementation projects have been observed by numerous studies [14] [15], many scientists have attempted to investigate the factors that may enhance the whole implementation process. According to Ram, Corkindale and Wu [19], a large number of CSFs have been identified throughout the international literature.

Indeed, the literature review analysis that was conducted revealed that the relevant literature includes numerous studies that have, mostly, been published during the last 15 years [24]. Among these studies, some are theoretical [26], some others are empirical [8] [9] [27], while just a few have adopted the case-study approach [28].

According to Saade and Niher [24], despite the growth in the investigation of CSFs regarding ERP implementation, there is a long way before the empirical contribution can be considered to be substantial. Moreover, most of the empirical studies that have been conducted [8] [9] [21], incorporated a limited number of critical factors in their analysis, failing to draw a more complete picture of the phenomenon. Finally, despite the wide range of CSFs proposed in the literature, many organisations continue to experience failures and difficulties in implementing ERP systems [19], thus, calling for additional research.

More significantly, according to Ram and Corkindale [22], there is a lack of an established process for the identification of CSFs. Various authors use subjective criteria in order to select the critical factors utilised in their studies, something that results in a lack of objective approaches. The present study heals that gap in the relevant literature, by developing a conceptual framework that was crystallised after a coherent two-step approach (literature review analysis and consultation with experienced practitioners / focus-group methodology).

B. Previous studies

Numerous empirical studies have investigated the critical success factors for ERP system implementation. The present study conducted an extensive review of the relevant literature, in an effort to grasp a spherical view of the subject and, therefore, better define its scope. The following paragraphs present a brief analysis of a representative sample of previous empirical studies.

Saini, Nigam, and Misra [15] examined the success factors for implementing ERP systems at Indian SMEs. Their sample included 164 companies, while the empirical data were analysed using the statistical z-test. Support was found for all hypotheses, arguing that technological factors
(e.g. system testing, IT infrastructure), people factors (e.g. cross-functional team, morale of the implementation team), and organizational factors (e.g. adaptability to changes, comprehensiveness of the implementation strategy) have a direct impact on the success of ERP implementation [15].

Garg and Chauhan [20] explored the factors affecting the success of ERP implementation in the Indian retail sector. Their conceptual framework, which included various critical success factors, explained 62.7% of the variations of ERP implementation success. As with Saini, Nigam, and Misra [15], organizational, technological, and people-related factors were found to be significant antecedents of ERP implementation success. Additionally, the impact of project management was, also, identified as being significant [20]. Garg and Garg [8] in another similar study that was, also, conducted in the Indian retail sector, found out that strategic, technological, people and project management factors have a positive influence on ERP implementation success.

Chien, Lin, and Shih [10] investigated the impact of centrifugal and centripetal forces on team cohesion and successful ERP implementation. Their empirical results were based on a survey of 305 Taiwanese SMEs. It was found that centripetal forces have a significant impact on ERP implementation, while the same was not verified for centrifugal forces, as well. Finally, team cohesion seemed to moderate the relationship between centripetal forces and ERP implementation performance [10].

Zabjek, Kovacic, and Indihar Stemberger [9] identified business process management as an important antecedent of ERP effective implementation. Their analysis was based on 152 questionnaires collected from Slovenian companies. They concluded that top management support, change management and business process management have a positive impact on successful ERP implementation [9]. The same authors conducted another similar research [16], obtaining identical results. On the same vein, Garg and Agarwal [21], also, underlined the significance of top management commitment, user involvement, business process reengineering, project management and ERP teamwork and composition on the success of ERP implementation [21].

Li, Markowski, Xu, and Markowski [29] used Structural Equation Modeling (SEM) in order to analyze data from 154 manufacturing companies operating in the USA. Their analysis revealed that Total Quality Management (TQM) is an important predecessor of ERP implementation. Chou, Hung, and Chang [30] focused on ERP organizational fit and knowledge transfer. They concluded that ERP success is influenced by organizational fit (data fit, process fit, user fit), ERP knowledge factors (e.g. shared understanding), and ERP communication factors (e.g. communication decoding competence), either directly or indirectly [30].

On a different approach, Amid, Moalagh, and Ravasan [31] focused on Critical Success Factors (CSFs), rather than Critical Failure Factors (CFFs), that have been used in order to predict ERP implementation success. Therefore, one is unable to determine which are actually the most important. The need for additional research is imperative; (b) The focus on SMEs has been limited; (c) Few of the published empirical studies were carried out in European countries; (d) Very few studies have utilised specific criteria for selecting certain factors, and excluding others, from their analysis. Selecting factors without justification is considered as a significant limitation; (d) Few of the published empirical studies were carried out in European countries; (e) Very few studies built on previous research. The present study was designed so as to cover these limitations (research gaps) found in the relevant literature.

III. CONCEPTUAL FRAMEWORK

As mentioned earlier, the present study aims to: (a) build a coherent conceptual framework including the most significant antecedents of ERP implementation success and (b) test that framework gathering quantitative data.
The literature review analysis that was conducted prior to the development of the conceptual framework of the present study revealed that numerous factors have been used in order to predict ERP implementation success. Therefore, an important challenge was to decide upon the factors that were going to be incorporated into the proposed conceptual framework. The main objective was to construct a conceptual framework that incorporates the most significant factors used in the literature. Moreover, the incorporated factors were expected to have a high degree of relevance with the overall context of the study (Greek SMEs).

In order to address that critical issue, a qualitative research was conducted prior to the quantitative research. More analytically, a ‘panel of experts’ was formed in order to evaluate the factors that have been used in the relevant literature and assist in selecting the most appropriate ones for the proposed conceptual framework of the present study. More specifically, the focus group methodology was used.

This approach offers certain benefits: (a) the selection of the factors that were, finally, incorporated in the proposed conceptual framework was not conducted according to the subjective judgment of the researchers, but was a result of a more coherent and objective procedure, (b) the proposed conceptual framework has a strong basis on the opinions of experienced practitioners (managers of SMEs), (c) the selection of factors with low significance was avoided. It is believed that the random selection of the research factors, without any theoretical or empirical justification, would have resulted in the limited reliability of the present study.

In order to enhance the validity of the qualitative research, two sessions held in different geographical areas were conducted. All companies were selected in random, using data from the Chamber of Commerce. Each focus group included five managers of SMEs. This approach is in line with the main principles of the focus group methodology [42], since there was an appropriate number of participants for each session, two different sessions with different participants were conducted, while the represented companies were randomly selected.

The participants of each group were given (in paper) an extensive list of factors that have been used in the literature in order to predict ERP successful implementation. Then, a detailed conversation was conducted, with two members of the research team acting as moderators [43]. Each focus group took approximately two hours. Notes were taken during each session by a second moderator, while additional notes were added after reviewing the recorded sessions. After long discussions and deliberations, each focus group unanimously chose the nine most important factors of the provided list. The two focus groups agreed, with minor exceptions, in the same factors.

The conceptual framework of the present study incorporates these nine (independent) factors, resulting from the qualitative research, and one dependent factor, namely ERP implementation success. Additionally, ‘organisational impact’ was added in the proposed conceptual framework, in order to investigate the effect of ERP implementation on various measures of organisational performance.

The nine independent factors are listed below: Top management support, Organizational culture, External pressure, Vendor support, Project management, Training, User involvement, Business Process Reengineering, Implemented modules.

A. Top management support could be easily defined as the involvement of business executives in the areas related with ERP implementation [44]. It has been highlighted, by several authors, as a critical factor for the successful implementation of ERP systems [14] [45] [46].

Ngai, Law, and Wat [35] argued that senior executives play a significant role in ERP implementation success, since these projects are, usually, time consuming and demand extensive financial support. Senior management has two roles during implementation: supplying funds and offering leadership [14]. Al-Mashari, Al-Mudimigh, and Zairi [47] insisted that senior management support should be offered, without disruption, during the whole implementation period. The tasks of senior executives when implementing ERP projects include: communicating the strategy to all business employees, setting limitations, proving engagement, and setting reasonable goals [46]. Participation, support, and senior-level sponsorship are dimensions that have been found to significantly affect ERP implementation [48] [49].

ERP implementation does not, exclusively, evolve around software reengineering. On the contrary, it includes the extensive restructuring of business processes. Consequently, senior executives must clearly, publicly and truly indicate their support (economic or not), in order to highlight the priority given to implementation [48] [49]. Therefore:

\[ H1: \text{Top management support has a direct positive effect on ERP implementation success.} \]

B. Organizational culture represents the shared ideologies, standards, convictions that have an impact on organizational attitudes and activities [50].

A common culture, shared between various organizational members, has an impact on the willingness to change, e.g. to adopt a new Information System. Research has shown that organizational culture is quite significant for the success of most organizational changes [51] [52]. Jarvenpaa and Staples [52] argue that there should be a fit between the culture of the organization and the nature of the changes that may occur from implementing an ERP system.

Additionally, according to Jones, Cline, and Ryan [51], organizational culture has an effect on employee behavior towards knowledge sharing, while knowledge sharing is crucial for the successful implementation of ERP systems. Ruppel and Harrington [53] argue that organizational culture has an effect on the implementation of intranet and other information systems used inside the organisation. Hence, it can be hypothesised that:

\[ H2: \text{Organizational culture has a direct positive effect on ERP implementation success.} \]

C. Sometimes, the implementation of an ERP system does not have intrinsic motives. On the contrary, companies are being forced to implement an Information System, either by
their supply chain partners or by their competitors [54] [55]. In the first case, implementation becomes a prerequisite for the continuous cooperation with a partner (supplier and/or customer), while in the second case, the adoption decision is based on the need to follow the competitors, and, hence, avoid any possible downturn from not doing so [56].

In the present study, it is hypothesised that when companies find themselves under pressure from the external environment, they tend to try harder to achieve their desired goals. Therefore, the higher the external pressure, the more successful the implementation of the ERP system.

H3: External pressure has a direct positive effect on ERP implementation success.

D. Vendor support is offered from software retailers and/or consulting companies [4]. In most of the cases, the retailer is, also, the consultant during, or after, the implementation.

Vendor support includes user training, extended technical assistance during and after the implementation, maintenance, updates, etc. Additionally, vendors offer analytical advice concerning the selection of the appropriate ERP software [57] [58]. According to Wang, Lin, Jiang, and Klein [57], vendors significantly enhance the effectiveness of the implemented system, via experience sharing and knowledge transfer.

Through continuous collaboration, formal training and knowledge dissemination, consultants assist their customers in receiving the full benefits of the implemented system [57] [59]. The trustworthiness of the vendor is extremely important in determining the success, or the failure of the whole effort [60]. Koh, Simpson, Padmore, Dimitriadis, and Misopoulos [60] found out that the close relationship with the vendor is a critical success factor for the implementation of an ERP system.

H4: Vendor support has a direct positive effect on ERP implementation success.

E. The implementation of an ERP system is a risky and complex project [21]. As it is evident, such projects acquire excellent management, since numerous stakeholders (different business units, suppliers, customers, vendors/consultants) are deeply involved [15] [20]. The manager of an ERP project should bear in mind different timetables, various milestones, equipment requirements, workforce availability, and budget needs [49]. Hence, successful implementation is synonymous with the management of a plethora of tasks. All these tasks should be carefully monitored and managed.

More specifically, standard meetings and reports should be provided for all project collaborators. Effective project management is very crucial, since implementation success is, usually, assessed on the basis of budget and time compliance [21]. Executives expect the implementation period to be completed on time, and on budget.

H5: Project management has a direct positive effect on ERP implementation success.

F. Training is considered to be a basic parameter in every ERP implementation project [45] [46]. Hong and Kim [27] argue that training should be provided before, during and after implementation, while both technical and procedural issues should be carefully addressed. Finally, in-house training (on-the-job training) appears to be the most efficient choice, between all available methods [14].

Dedzar and Ainin [61] argued that sufficient training allows employees to efficiently utilize the implemented ERP system. More specifically, training enhances the skills and increases the practical expertise of real-time users [62]. Nah, Zuckweiler, and Lau [63] found out that adequate training enhances implementation success, while lack of training undermines the whole process. Additionally, sufficient training builds a positive climate towards the implemented system, thus, increasing its use and overall acceptance. Moreover, training enhances the ease of use, which in turn increases the probability for system success [62].

H6: Training has a direct positive effect on ERP implementation success.

G. User involvement is one of the most influential factors in ERP implementation projects [14] [27] [47]. Numerous studies argue that users should be actively involved before and during the entire ERP implementation process [8]. This will ensure that the system has a better fit with business processes, since its development will be based on real needs. Moreover, the acceptance of the ERP system will be increased, since users will have participated in its development. Finally, resistance to change will be significantly decreased [8] [47].

According to various authors [20], user involvement increases user satisfaction and user acceptance, by developing realistic expectations about the capabilities of the system. Additionally, user involvement increases the perceived level of control, through user participation in the entire project [20]. When all the above conditions are being successfully met, the implementation of the ERP system will be much more efficient.

H7: User involvement has a direct positive effect on ERP implementation success.

H. Business Process Reengineering (BPR) is the fundamental rethinking and drastic redesign of business processes, in order to achieve improvements in critical measures, such as cost, quality, delivery, and speed [49] [64]. ERP implementation requires such a radical redesign of business processes, since the new ERP system is expected to drastically change several aspects of doing business [40].

It is the ERP system that underlines the necessity for BPR and forces the organization to redefine and redesign work flows in order to fit the new software [40]. Reengineering business processes in a way that makes them compatible with the implemented system appears as an important antecedent of ERP implementation success [64].

H8: Business Process Reengineering (BPR) has a direct positive effect on ERP implementation success.
I. ERP systems may be implemented in modules. A company does not have to conduct a full scale implementation; on the contrary, certain modules could be implemented on the basis of its special needs and requirements [65]. According to Yeh, Yang, and Lin [66], it would be unwise to avoid implementing most of the available modules, since only full implementation really ensures the expected benefits. Some empirical studies have argued that there is a relationship between the number of implemented modules and the functional effectiveness of the ERP system [67]. After all, the more modules a company implements, the higher its benefits from cross-operational cooperation [65].

H9: The number of implemented modules has a direct positive effect on ERP implementation success.

J. The construct of “organizational performance”, as it has been captured in the present study, includes measures of multiple dimensions, such as productivity, cycle time, cost reduction, information flow, and customer satisfaction. Its main goal is to include both qualitative and quantitative measures of organisational performance. Law and Ngai [68] followed a similar approach. Many previous studies have investigated the impact of ERP implementation on firm performance [69] [70], while its impact on organisational performance has received less empirical examination. Therefore, it is hypothesised:

H10: ERP implementation success has a direct positive effect on organizational performance.

IV. RESEARCH METHODOLOGY

A. Population of the study

The population of the present study includes Greek Small and Medium Enterprises (SMEs) that have implemented an ERP system. There are no available official data that can define the population of the study on numerical terms.

SMEs are considered to be the heart of the Greek economy, since they represent 99% of the total number of companies. In 2010, there were 742,000 SMEs, with 2,512,493 employees, which represent more than 75% of total employment, well above the EU average. Greece has a very high share of SMEs, particularly micro enterprises, compared to the EU average (Annual Report on EU SMEs 2010/2011, 2011).

B. Measurement

The proposed conceptual framework was tested with the use of a newly-developed structured questionnaire. The measurement of the eleven research factors was conducted with the use of multiple questions (items) that were adopted from the international literature [14] [15] [20] [27] [51] [52] [54] [55] [56] [58] [59] [65] [66] [68]. All questions were translated to Greek and then back to English by another person, in order to detect any discrepancies. The five-point Likert scale was used for the measurement of all factors.

C. Data collection

Data concerning companies that could possibly be included in the sample were obtained via the web sites of the leading ERP system providers operating in Greece. Since no other database including companies using ERP systems exist, the use of the certain method was the only one able to provide usable information. Totally, 678 companies that have implemented an ERP system were identified. The questionnaire and a cover letter including clarifications, was sent to the IT managers of these companies.

Questionnaires were sent only after a telephonic contact with the IT manager in each company has been established. After making all necessary telephone calls, 421 questionnaires were distributed to 421 companies that agreed to participate in the survey. The research period lasted three months (March to May 2015). Totally, 165 questionnaires were returned, and after conducting all necessary controls 159 were used for data analysis. The 159 questionnaires represent a very satisfactory response rate (38%). The majority of the participating companies are small sized (less than 100 employees), something that is in line with the country’s average firm size.

D. Reliability and validity

The questionnaire that was used in the present study was rigorously tested for its content and construct validity.

The test for the content validity was conducted via a pilot study. More specifically, a draft of the final questionnaire was sent to four practitioners and two academics, in order to test whether it met all theoretical and practical requirements.
To test the construct validity, each research factor was evaluated: (a) for its unidimensionality and reliability (Table I), (b) for its goodness of fit to the proposed research model (Table II). The examination of the unidimensionality of each factor was conducted using Explanatory Factor Analysis (EFA) [71]. Moreover, ‘Cronbach Alpha’ was used for estimating each factor’s reliability. All tests concluded that the scales used are valid and reliable.

The evaluation of the goodness of fit of each research factor to the proposed model was conducted using Confirmatory Factor Analysis (CFA). All tests produced satisfactory results (see Table II for the main results).

V. EPIRICAL RESULTS

A. Model valuation

The examination of the proposed conceptual framework was conducted using the “Structural Equation Modeling” (SEM) technique [72] [73] [74]. To evaluate the fit of the overall model the chi-square value ($X^2 = 49,7$) and the $p$-value ($p = 0,000$) were estimated. These values indicate a satisfactory fit. However, the sensitivity of the $X^2$ statistic to the sample size enforces to control other supplementary measures of evaluating the overall model, such as the “Normed-$X^2$” index (3,1), the RSMEA index (0,077) the CFI (0,99) and the GFI (0,97), that all indicate a good fit.

B. Hypothesis testing

Seven hypotheses were found significant (H1, H2, H4, H6, H7, H8, H10), while three hypotheses were rejected by the empirical data (H3, H5, H9). After reviewing the empirical results, the following observations can be made:

A. The successful implementation of an ERP system has its roots on vendor support, training, and user involvement. These three factors were found to have the strongest impact on the main dependent factor of the present study (ERP implementation success). According to these empirical results, the present study proposes a mechanism that will drive implementation success. Various organisations may utilise this mechanism in order to experience a seamless implementation process. It includes three steps, each describing tasks that should be performed before, during and after the implementation of an ERP system.

Firstly, before the implementation, companies should spend their limited time and resources in selecting the appropriate software retailer. A good fit between the two seems to be very crucial for implementation success. Moreover, employees should be involved in the decision to adopt an ERP system. Executives should take employee attitudes and beliefs under serious consideration. In general, employees should feel like an integrated part of the whole process, while the adoption of the new system should not be understood as a decision that has been forced upon them. Only when employees feel like they have contributed to the implementation initiative, will they accept the changes that may occur. On a more practical level, the contribution of employees before the implementation is crucial for ensuring that the system will be designed in order to have a better fit with existing business practices.

Secondly, during the implementation period (that may be quite short, especially in micro-enterprises), vendors should adopt an analytical (linear) approach. Initially, the most

### TABLE I. ESTIMATION OF UNIDIMENSIONALITY AND RELIABILITY

<table>
<thead>
<tr>
<th>Factors</th>
<th>KMO</th>
<th>Bartlett's Test</th>
<th>Eigenvalue</th>
<th>TVE</th>
<th>Cronbach Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top management support</td>
<td>0.736</td>
<td>139.2</td>
<td>2,546</td>
<td>67.3%</td>
<td>0.789</td>
</tr>
<tr>
<td>Organizational culture</td>
<td>0.894</td>
<td>214.0</td>
<td>2,871</td>
<td>71.5%</td>
<td>0.823</td>
</tr>
<tr>
<td>External pressure</td>
<td>0.779</td>
<td>77.4</td>
<td>1,371</td>
<td>68.4%</td>
<td>0.801</td>
</tr>
<tr>
<td>Vendor support</td>
<td>0.831</td>
<td>145.6</td>
<td>2,874</td>
<td>81.7%</td>
<td>0.745</td>
</tr>
<tr>
<td>Project management</td>
<td>0.799</td>
<td>154.2</td>
<td>1,741</td>
<td>84.7%</td>
<td>0.771</td>
</tr>
<tr>
<td>Training</td>
<td>0.854</td>
<td>95.5</td>
<td>2,713</td>
<td>71.9%</td>
<td>0.723</td>
</tr>
<tr>
<td>User involvement</td>
<td>0.736</td>
<td>214.3</td>
<td>2,124</td>
<td>76.2%</td>
<td>0.755</td>
</tr>
<tr>
<td>Business Process Reengineering</td>
<td>0.711</td>
<td>325.3</td>
<td>2,587</td>
<td>74.1%</td>
<td>0.737</td>
</tr>
<tr>
<td>Implemented modules</td>
<td>0.857</td>
<td>217.6</td>
<td>1,342</td>
<td>83.4%</td>
<td>0.741</td>
</tr>
<tr>
<td>ERP implementation success</td>
<td>0.839</td>
<td>169.7</td>
<td>1,619</td>
<td>84.5%</td>
<td>0.901</td>
</tr>
<tr>
<td>Organisational performance</td>
<td>0.759</td>
<td>171.3</td>
<td>2,391</td>
<td>88.6%</td>
<td>0.733</td>
</tr>
</tbody>
</table>

* p<0.01

### TABLE II. ESTIMATION OF THE GOODNESS OF FIT

<table>
<thead>
<tr>
<th>Factors</th>
<th>Normed $X^2$</th>
<th>C.R.</th>
<th>V.E.</th>
<th>RMSEA</th>
<th>GFI / CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top management support</td>
<td>1.57</td>
<td>0.78</td>
<td>65.6%</td>
<td>0.077</td>
<td>0.94 / 0.96</td>
</tr>
<tr>
<td>Organizational culture</td>
<td>2.67</td>
<td>0.74</td>
<td>69.4%</td>
<td>0.053</td>
<td>0.97 / 0.97</td>
</tr>
<tr>
<td>External pressure</td>
<td>3.35</td>
<td>0.86</td>
<td>81.8%</td>
<td>0.067</td>
<td>0.99 / 0.97</td>
</tr>
<tr>
<td>Vendor support</td>
<td>3.52</td>
<td>0.82</td>
<td>76.7%</td>
<td>0.064</td>
<td>0.91 / 0.95</td>
</tr>
<tr>
<td>Project management</td>
<td>2.19</td>
<td>0.76</td>
<td>67.0%</td>
<td>0.075</td>
<td>0.99 / 0.98</td>
</tr>
<tr>
<td>Training</td>
<td>1.97</td>
<td>0.77</td>
<td>63.5%</td>
<td>0.063</td>
<td>0.90 / 0.93</td>
</tr>
<tr>
<td>User involvement</td>
<td>2.37</td>
<td>0.69</td>
<td>57.0%</td>
<td>0.086</td>
<td>0.95 / 0.99</td>
</tr>
<tr>
<td>Business Process Reengineering</td>
<td>2.45</td>
<td>0.73</td>
<td>81.1%</td>
<td>0.059</td>
<td>0.90 / 0.90</td>
</tr>
<tr>
<td>Implemented modules</td>
<td>2.65</td>
<td>0.83</td>
<td>74.7%</td>
<td>0.061</td>
<td>0.91 / 0.96</td>
</tr>
<tr>
<td>ERP implementation success</td>
<td>2.77</td>
<td>0.77</td>
<td>64.6%</td>
<td>0.074</td>
<td>0.93 / 0.91</td>
</tr>
<tr>
<td>Organisational performance</td>
<td>1.61</td>
<td>0.74</td>
<td>61.6%</td>
<td>0.081</td>
<td>0.93 / 0.95</td>
</tr>
</tbody>
</table>

### TABLE III. RESULTS OF THE STRUCTURAL MODEL

<table>
<thead>
<tr>
<th>Causal Paths (hypotheses)</th>
<th>Estimate</th>
<th>p</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 Top management support → ERP implementation success</td>
<td>0.26</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>H2 Organizational culture → ERP implementation success</td>
<td>0.23</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>H3 External pressure → ERP implementation success</td>
<td>-</td>
<td>0.098</td>
<td>Rejected</td>
</tr>
<tr>
<td>H4 Vendor support → ERP implementation success</td>
<td>0.36</td>
<td>0.011</td>
<td>Accepted</td>
</tr>
<tr>
<td>H5 Project management → ERP implementation success</td>
<td>-</td>
<td>0.267</td>
<td>Rejected</td>
</tr>
<tr>
<td>H6 Training → ERP implementation success</td>
<td>0.29</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>H7 User involvement → ERP implementation success</td>
<td>0.26</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>H8 Business Process Reengineering → ERP implementation success</td>
<td>0.35</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>H9 Implemented modules → ERP implementation success</td>
<td>-</td>
<td>0.164</td>
<td>Rejected</td>
</tr>
<tr>
<td>H10 ERP implementation success → Organisational performance</td>
<td>0.34</td>
<td>0.003</td>
<td>Accepted</td>
</tr>
</tbody>
</table>
technological-ready employees should be selected in order to test the implemented system. Then, its advantages should be underlined and communicated amongst all personnel. After that, initial training should take place. The main goal is to initiate the system after all employees have been fully involved in the whole process.

Thirdly, after the implementation period, continuous training should be offered by the vendor (or another consultant). After all, the first month following the implementation of the new ERP system is extremely crucial. Employees should feel that the new system enhances their job, while resulting in many other organisational benefits.

B. No matter how important the role of vendor support ($r=0.36$), training ($r=0.29$), and user involvement ($r=0.26$), the support of top management has, also, been underlined as a significant antecedent of ERP implementation success ($r=0.26$). Without any doubt, executives should demonstrate their belief on the implemented system, mostly by ensuring its funding and setting the example for its use.

C. Moreover, the empirical data revealed that Business Process Reengineering (BPR) is a quite significant factor ($r=0.35$). This finding adds further support to the previous observations, arguing that BPR should be a priority for vendors, employees and executives.

D. Additionally, organizational culture (with emphasis on knowledge-sharing) affects implementation ($r=0.23$). This factor cannot be easily enhanced prior or during the implementation period, since its development is, usually, a result of the unique history of the organisation.

Finally, the relationship between ERP implementation success and organisational performance has been verified by the empirical data ($r=0.34$). Concerning the strength of that relationship ($R^2=26\%$, including direct and indirect effects), it should be noted that when examining complex phenomena, like organisational performance, even a relatively small predictive power seems to be satisfactory.

VI. CONCLUSIONS

The present study was motivated by specific gaps that were recognised in the relevant literature of the specific field. In order to cover these gaps, the present study used an extensive literature review and qualitative data (focus group sessions with managers of SMEs) in order to develop a conceptual framework that investigated the antecedents of ERP implementation success. Moreover, this framework was tested with the use of a newly-developed structured questionnaire (quantitative data) on a sample of Greek SEMs that have implemented and ERP system.

That specific approach offered certain advantages: focus groups offered practical knowledge concerning the factors with the most significant impact on ERP implementation, while the quantitative research revealed which of these factors are actually significant. The contribution of the study lies on this enhanced approach. More specifically, it offers the necessary ground for comparison and replication. Its conceptual framework may be replicated from future studies, while other scientists may employ its twofold approach as a basis for their future empirical investigation.

The proposed conceptual framework of the study included nine antecedents of ERP implementation success. These factors are perceived as Critical Success Factors (CSFs) for successful ERP implementation. Empirical data were analysed using the “Structural Equation Modeling” (SEM) technique, while the validity and the reliability of all research factors were evaluated with the use of enhanced statistical methods (EFA, CFA).

According to the results of the statistical analysis, six of the antecedents included in the research model of the present study were found to have a direct (positive) effect on successful ERP implementation. Additionally, the predictive power of the proposed model was found to be very satisfactory. More specifically, the six antecedents can explain the variance of ERP successful implementation by 72% ($R^2 = 0.72$). On the other hand, three research factors (external pressure, project management, implemented modules) were not found to have an effect on the successful implementation of an ERP system.

Therefore, it is concluded that when implementing an ERP system, organisations should focus on the following six factors: Top management support, Organizational culture, Vendor support, Training, User involvement, Business Process Reengineering. The present study argues that the enhancement of these Critical Success Factors should be conducted before, during and after ERP implementation. Partial focus will only limit their positive effect.

In general, it is concluded that ERP implementation success is a result of intangible factors (organisational culture), people-related factors (vendor support, training, user involvement), and proper leadership (top management support). Moreover, reengineering, a more practical issue of implementation, is also a prerequisite for success.

Previous studies conducted in other geographical regions of the European continent (e.g. Eastern and Central Europe) have found similar results. For example, Ziemb and Kolasa [61] found that top management support, user involvement and process management have an impact on information systems projects, while Bradley [62] concluded that the determinants of enterprise system adoption success are user involvement, user empowerment, system reliability and cooperation with the system supplier (vendor).

The present study is somehow limited by the poor definition of its population. This limitation is inherent to all studies of the field, since a complete list of companies that have implemented an ERP system can not be found in most databases. Further research is suggested with larger samples that would, probably, offer more information and strengthen the results of the present study. Moreover, it would be interesting to examine more factors and gather primary data from all company personnel, so as to achieve a more complete view of the subject under investigation.
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Abstract—Enterprise Resource Planning (ERP) systems have established a reputation in the world of business as indispensables tools that integrate all departments and functions across a company into a single computer system. However, implementing an ERP system does not always result in enhanced organizational performance. In order to ensure successful implementation, companies should study the critical factors having an impact on the whole procedure. In this context, the present study proceeds in developing and testing an original conceptual framework (research model), which explores the factors having an impact on ERP implementation success (internal environment, technology-related issues, implementation team, end-users), as well as the impact of the implementation itself on organisational performance. The proposed conceptual framework was tested, using a newly-developed structured questionnaire, in a sample of 204 Greek companies that have already implemented an ERP system. The Structural Equation Modelling (SEM) technique was used in order to test the research hypotheses.

I. INTRODUCTION

The explosive growth of Information and Communication Technologies (ICTs) (Information Systems, Enterprise Application Systems, Internet Technologies) has influenced, to a great extent, the way modern organizations operate in the business environment [1] [2]. Technological advances make information easily accessible, providing greater awareness of international economic opportunities [3].

Enterprise Resource Planning (ERP) systems are software systems which can be customized to integrate the business processes of a company, in such a way, that they are visible and accessible by the management in real-time [4]. An ERP system, designed to serve the modern sophisticated management, enables its users to coordinate key business practices across functions more efficiently, collect corporate data more holistically and offer optimal control over the operations of the organisation [5].

When an ERP system is successfully implemented, it promises to manage and integrate all business processes and functions within an organization [6] [7]. The integration, brought by ERP implementation, helps organizations to increase and improve their overall market position, in order to gain competitiveness in a rapidly changing business environment [8]. It also helps different divisions share data and knowledge, reduce costs and improve management of business processes [9] [10].

Due to the potential benefits of ERP systems, most of the organizations invested both time and money in their implementation [11]. However, ERPs have a reputation of costing a lot of money and providing limited results [10]. Some of the causes, cited in the relevant literature, for failed ERP projects include: poor project management planning, lack of business management support, unexpected return on investments, insufficient education and training, and, finally, weakness to redesign business processes [12] [13] [14].

Successful ERP implementation is quite valuable to many organizations, as it provides with numerous benefits. This explains why an ERP system is generally considered to be a vital component for enhancing organizational performance [15] [16] [17] [18] [19] [20] [21].

The ERP literature includes various studies investigating the factors having an impact on the effective implementation of ERP systems [8] [22]. On the other hand, there are fewer studies examining the impact of ERPs on different measures of business success [5] [15] [21] [23]. Despite that, the literature review analysis that has been conducted, failed to identify any empirical studies adopting a multidimensional approach, incorporating both antecedents and outcomes.

The present study aspires to bridge that gap in the relevant literature, developing and testing a three-dimensional conceptual framework (research model). More specifically, the first dimension includes the antecedents of ERP successful implementation (internal environment, technology-related issues, implementation team, end-users), the second dimension the implementation itself (information quality, system quality, service quality), while the third dimension includes three measures of organisational performance (internal efficiency, competitiveness, profitability).

Therefore, the main objective of the study is to identify the factors that drive ERP implementation success, and, consequently, measure the effect of implementation on organization performance. The measurement of each of the
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three dimensions is being conducted with the use of multiple measures (sub-factors).

The examination of the proposed conceptual framework was made with the use of a newly-developed structured questionnaire that was distributed to a group of Greek companies. The Structural Equation Modelling (SEM) technique was used in order to test the research hypotheses. The present study is empirical (it is based on primary data), explanatory (examines cause and effect relationships), deductive (tests research hypotheses) and quantitative (analyses quantitative data collected with the use of a structured questionnaire). Its results may be useful for managers, business analysts and IT analysts in dealing with the implementation of ERP systems.

The following section includes a review of the literature; section three presents the conceptual framework of the study, while section four includes the research methodology. Results and conclusions are discussed in sections 5 and 6 respectively.

II. LITERATURE REVIEW

An ERP system entails long-term application processes (strategic level) and short-term applications (operational level). As a consequence, it is a given fact that ERP implementation cannot be imposed overnight [24]. On the contrary, it involves constant modifications and gradual implementation, so that in the end it will meet specific needs and bring out desirable end results [25].

Several studies have attempted to describe the critical success factors associated with the implementation and final use of ERP systems [24]. For example, Hong and Kim [26] identified the fit between the ERP system and the organizational climate as a crucial predictor of implementation success. They, also, argued that ERP implementation affects most of the business processes, and influences users directly [26].

Since ERP implementation will, most likely, affect the whole organization, reengineering of business processes is also required for business success [14]. Al-Mashari, Al-Mudimigh and Zairi [14] developed a theoretically and practically grounded taxonomy of ERP critical success factors. They argued that critical factors should gap the bridge between ERP implementation and (a) business processes, (b) Information Technology (IT), (c) structure, (d) culture and management systems, and (e) strategy.

Motwani, Subramanian and Gopalakrishna [27] conducted a comparative case study of four firms that implemented an ERP system, arguing that an evolutionary implementation process, which is supported by careful change management, network relationships and cultural readiness, can lead to successful implementation. Somers and Nelson [28] listed 22 critical success factors and categorized them according to the stage of implementation. They argued that package selection is among the most significant factors.

Ram, Wu and Tagg [29] built a conceptual model exploring the impact of two critical success factors (training and education, and system integration activities) on ERP implementation effectiveness.

Ifinedo and Nahar [30] found out that system quality and information quality are considered as the most important dimensions in the assessment of ERP success. Similarly, Chien and Tsaur [31] concluded that system quality, service quality and information quality seem to be the most important factors when implementing an ERP system. Similar lists of factors have been proposed by several other authors [10] [32].

Esteves and Pastor [33] made a distinction between the strategic and tactical factors, and the technological and organizational factors of implementation. Holland, Light and Gibson [34] grouped critical success factors into two categories: the strategic factors that span during the whole implementation project, and tactical factors that can be applied to particular parts of the project.

Loh and Koh [35] presented a framework of critical success factors in small and medium sized enterprises (SMEs), concluding that the most important factors are: project champion, project management, business plan and vision, and top management support [35]. Hustad and Olsen [36] concluded that SMEs have different challenges than larger organisations, mostly because of their limited resources and competencies [36].

Despite numerous implementation challenges and high implementation costs, ERP systems have become popular, and both small and large companies implement ERP systems in order to remain competitive. However, in some cases, ERP implementation can be very risky and, if organizations do not pay much attention to their limitations and requirements, results may be very unsatisfactory [12] [37].

According to Somers and Nelson [28], everyone who uses ERP systems needs to be trained on how they work and how they relate to business process, early on the implementation phase. Inadequate training and education could be considered as a significant reason for many ERP projects failures [10] [14]. Additionally, proper ‘package’ selection plays a vital role in successful implementation of ERPs, as it is one of the most important steps [10] [28].

During ERP implementation, business process reengineering should take place, in order to take full advantage of the new system [14] [34]. In addition, getting people educated, or trained, and keeping them informed throughout the whole implementation process should be amongst the first organisational priorities [28]. Moreover, through intensive guided learning, superior training and special knowledge activities, ERP consultants can help clients acquire the necessary knowledge for successful implementation [38]. Since users are an integral part of the attempted changes, the ones that will participate in the design and the implementation of new administration procedures must be sufficiently trained [34].
As demonstrated above, a significant number of studies on ERP implementation have been conducted. Many of these studies investigate the critical success factors for ERP implementation, and assist practitioners towards selecting the most suitable ERP software. Moreover, the studies of Al-Mashari, Al-Mudimigh and Zairi [14] and Umble, Haft and Umble [10] appear to be among the most cited papers in the ERP literature (423 and 636 citation respectively: data acquired from the ‘Scopus’ database, November 2015).

The present study conducted an analytical review of the ERP literature, and developed a conceptual framework that is a synthesis of previous contributions. More specifically, a list including the factors that have been used in order to predict ERP implementation success has been developed, while the most significant factors were, finally, incorporated in the proposed conceptual framework. In comparison with previous studies, the present empirical research does not only examine the antecedents, but, also, includes the outcomes of ERP implementation in its analysis.

III. CONCEPTUAL FRAMEWORK

Successful ERP implementation requires the coordination of many activities and a close cooperation between managers, employees, IT specialists, business analysts and consultants [39]. Therefore, any theoretical framework concerning ERP implementation effectiveness should include various dimensions in its analysis.

Based on the literature review analysis that was conducted prior to the development of the conceptual framework, the present study classified the antecedents of ERP implementation into four distinct categories (dimensions): (1) internal environment, (2) technology-related issues, (3) implementation team, (4) end-users. Additionally, each category (dimension) was determined with the use of several factors.

The selection of all research factors was a result of a specific procedure: (1) the Scopus database was used in order to identify previous studies concerning the antecedents of ERP implementation success (65 relevant studies were identified), (2) an extensive list, including the factors used in these studies, was constructed, (c) factors were given a significance index, based on the findings of each study, (d) each factor was categorized into one of the four pre-determined categories (dimensions), (e) the factors with the highest significance index in each category were, finally, selected.

The present study adopts a unique approach on the ERP literature. Instead of, only, examining the antecedents of ERP implementation success, the outcomes of the implementation procedure were, also, taken into consideration. Thus, an original three-dimensional conceptual framework (research model) was developed (see Fig. 1).

A. Internal environment

Successful implementation cannot be achieved, only by managers. Effective leadership is needed in order to achieve the desirable goals [35]. Organizations should, also, review their organizational culture and attitude towards change, before implementing an ERP system [40]. In this study, the dimension of “internal environment” includes four factors (top management support, business process reengineering, organizational culture, change management).

Top management support has been emphasized as a crucial factor in successful ERP implementation by previous studies [10] [14] [41]. Al-Mashari, Al-Mudimigh and Zairi [14] suggested that top management support should not only be offered during the initiation and facilitation stage, but throughout the entire ERP implementation process. Umble, Haft and Umble [10] claimed that successful ERP implementation requires the commitment and constant participation of top management. In a different case, the project is most likely to fail, or fail to deliver the full range of forecasted benefits [11] [12] [42].

Business process reengineering (BPR) has been, often, proposed as a critical success factor for ERP implementation [29]. Typically, BPR is carried out in order to restructure non-value-adding operations, reduce the complexity of business processes and eliminate inefficient processes [43]. Reengineering aims at making the necessary adjustments in order to take full advantage of the new processes offered by the ERP system [44]. Therefore, organizations should be willing to adjust their processes, so as to fit with the new software and minimize the degree of customization needed [34]. Most experts agree that software customization results in higher implementation costs and longer implementation period. Therefore, companies should keep the ERP package “as it is”, as much as possible, and reengineer their business processes to conform to the package [45].

An organisational culture of shared values and common objectives is crucial for business success [46]. Organizations should build an organizational culture that is open to change [32], since openness to change plays a pivotal role in today’s business environment. When organisational members have different cultures, beliefs and values, they, also, have different perceptions on various organizational changes [47]. In other words, organizational culture is a critical success factor for a project that requires significant changes [48]. Consequently, when the culture of an organisation is prone to change, ERP implementation is made quite easier.

Finally, Motwani, Subramanian and Gopalakrishna [27] argued that ERP projects that are supported by top management, but are not accompanied by adequate change management strategies are likely to fail. On the contrary, an implementation process backed with change management strategies and network relationships has been found to have a positive effect on implementation success [49]. Change management is a primary concern for many organizations involved in ERP implementation [50]. Research has shown that effective change management is critical to successful implementation [28]. Therefore, it is hypothesised:

H1: Internal environment has a positive impact on ERP implementation success.
B. Technology-related issues

During ERP implementation, various technology-related issues need to be addressed. More specifically, (a) the appropriate ERP package should be carefully selected [28]; (b) the overall support provided by the vendor should be taken under serious consideration [51]; and (c) the fit between the implemented system and the technological infrastructure of the organization should be examined [52]. The present study posits that all these dimensions (package selection, consultant (vendor) support, IT infrastructure) have a cumulative effect on ERP implementation success.

The selection of an ERP system, being among the first steps of implementation, appears as a critical factor [6]. After all, the package that will be selected will determine, to a great extend, the success of the project [10] [14]. Despite the fact that almost all ERP packages can be customized according to specific needs, customisation is very expensive and, usually, problematic [53]. Choosing the ERP package that best suits organisational needs and processes is critical to ensure successful implementation [6] [28].

However, no matter how important is to select a compatible ERP package, organizations should, also, select the appropriate vendor that will be able to offer full support. Troubleshooting is necessary for ERP implementation, so as to prepare for unexpected circumstances or, even, crises. This is an ongoing process, since the vendor (consultant) is obligated to assist in all stages on the implementation process [14] [32]. ERP adopting companies have to work closely with ERP vendors in order to determine possible software problems.

Finally, the appropriate IT infrastructure is necessary for the implementation of an ERP system [54]. Since most of ERP transactions are conducted in real-time, a reliable intranet, or local area network needs to be in place [32]. A company with a satisfactory level of IT infrastructure can be expected to implement new technologies, like ERP systems, more successfully than other companies, with low degree of IT readiness. From all the above, it is hypothesised:

\[ H2: \text{Technology has a positive impact on ERP implementation success.} \]

C. Implementation Team

An effective implementation team is a key factor for every successful ERP project. The ERP team should consist of the best people in the organization [8] [22] [32]. At the same time, the implementation strategy is, also, critical, since it will assist the entire organization to adjust its business processes. In addition, a successful ERP implementation process requires excellent project management. Implementation team, the third antecedent of ERP implementation success, includes these three sub-factors (project team, project management, implementation strategy).

First of all, it must be made clear that an ERP implementation project involves all the departments of an organization [55]. According to Bhatti [54], the ERP project team includes: employees, managers, IT personnel, top management, the ERP vendor, and management consultants. Selecting the right employees to take part in the implementation process is critical for its success. The success of ERP projects is related to the skills, knowledge, abilities and experiences of project team members [55] [56].

As stated above, ERP implementation is a multi-level task, involving all business activities, and, often, requiring between one and two years of continuous effort [19] [20]. Therefore, an effective project management strategy should be in place in order to control the whole implementation process. ERP project management includes a clear definition of implementation objectives, the development of both work and resource plans, and a detailed tracking of project progress [34] [57].

Also, an ERP implementation strategy determines how the transfer from the legacy system to the new ERP system will be organised. Adopting an efficient strategy is of vital importance, since strategy sets the whole framework of implementation [58]. Without proper strategy, the whole implementation project is very likely to fail [58] [59].

It is hypothesised that all the above will have a cumulative positive effect on ERP implementation:

\[ H3: \text{Implementation team has a positive impact on ERP implementation success.} \]

D. End-Users

Previous research has shown that no IT-based innovation can be successfully implemented without employee participation [60]. The attitude of end-users toward the ERP system has an impact on implementation success [61]. Characteristics of end-users have been identified as predictors of ERP implementation success, since the full benefits of the ERP system cannot be utilised until end-users are using it properly [10]. In this study, the dimension of “end-users” includes three factors (user involvement, training and education, employee skills).

User involvement is one of the most cited critical success factors in ERP implementation projects [14] [33]. Participation in the ERP implementation process raises the understanding of the new system and helps achieving better use [62]. Despite the level of training employees get during the implementation process [63], their involvement during the whole process is a very critical factor [10].

ERP requires a critical mass of employee knowledge in order to solve real problems within the company [18] [22] [64]. Everyone who uses the ERP system should be trained and educated on how the system works and how it can be used in everyday operations [28]. Organizations should provide training opportunities, on a regular basis, in order to improve the skills and knowledge of their employees. Sufficient training and education can increase the probability of ERP implementation success [32] [45].

Successful ERP implementation demands the constant cooperation of business experts, internal staff and external consultants, as well as the involvement of end-users in
different project phases [32] [54]. Employee skills are very important, since they ensure that the technical and organizational aspects of the project run efficiently [34]. Without the appropriate skills of real system users, the ERP implementation is difficult to be successful.

It is hypothesised that all those factors will have an impact on ERP implementation success:

H4: End-users have a positive impact on ERP implementation success.

E. Impact on organizational performance

ERP implementation success can be measured using two different approaches. Some researchers have proposed quantitative financial measures (e.g. ROI, market share), while some others have proposed qualitative ones (e.g. decision making improvement) [31]. Dezdar and Ainin [11] argued that ERP implementation success depends on the evaluation of its actual users.

Shang and Seddon [43] stated that successful completion of ERP projects has a positive impact on organizational performance. That was supported by Ifinedo and Nahar [30], who claimed that the IS success model of Delone and McLean [65] leads to improvement in organizational performance, through three key antecedents: system quality, information quality and service quality. Consequently, the present study examined whether these three dimensions have an impact on organizational performance.

Information quality refers to the accuracy, timeliness, completeness and consistency of the information provided by the ERP system [31]. If the product (information provided by the ERP) is not delivered on time (timeliness) and does not conform to the needs of its customers (ERP users), then the latter will be dissatisfied and the company will lose business [66]. On the other hand, increased information quality will have a positive organizational impact, in terms of customer satisfaction and, thus, overall organizational performance will increase.

H5a: Information quality has a positive impact on organizational performance.

A well-designed ERP system is necessary for gaining organizational benefits. According to Chien and Tsaur [31], system quality is measured in terms of ease-of-use, functionality, reliability, flexibility and data quality. The expected benefits of system quality include cost reduction, enhanced performance and improved efficiency [67]. On the other hand, a system that is neither well designed nor user-friendly will, probably, create the risk of system failure [68].

H5b: System quality has a positive impact on organizational performance.

Service quality is measured via the reliability, assurance and responsiveness of ERP service providers [31]. This dimension includes the overall quality of services that a particular Information System (IS) provides to an organisation [69]. According to Gorla and Wong [70], service quality is positively associated with organizational impact.

H5c: Service quality has a positive impact on organizational performance.

Fig 1. The Proposed Conceptual Framework of the study.
IV. RESEARCH METHODOLOGY

A. Population of the study

The proposed conceptual framework was tested on a sample of Greek companies that have implemented an ERP system. Data concerning the target population were obtained via the web sites of various ERP system providers operating in Greece. Totally, 617 companies that have implemented an ERP system were identified.

B. Measurement

A structured questionnaire, designed specifically for this empirical study, was used in order to collect the appropriate empirical data. All items used to measure the various research factors have been adopted by previous studies [6] [7] [10] [26] [27] [30] [31] [32] [41] [42] [45] [50] [54]. The five-point Likert scale was used for the measurement of all research factors. In total, ninety (90) items were used for the measurement of all research factors.

C. Data collection

IT managers were selected as key respondents, due to their experience and expertise. Questionnaires were sent after telephonic contact with the IT manager. After making all necessary arrangements, 467 questionnaires were distributed to 467 companies that agreed to participate in the survey. The research period lasted three months (October to December 2015). 213 questionnaires were returned, but after conducting all necessary controls 204 were used for data analysis. The 204 returned questionnaires represent a very satisfactory response rate of 43.6%.

D. Validity and reliability

During the construct validity test, each factor (see Table I) was evaluated (a) for its unidimensionality and reliability, (b) for its goodness of fit to the proposed model. The examination of the unidimensionality of each factor was conducted using Exploratory Factor Analysis (EFA). Moreover, Cronbach Alpha was used for estimating the reliability of the same factor. The evaluation of the goodness of fit of all factors was conducted using Confirmatory Factor Analysis (CFA). All tests concluded that, after the extraction of relatively few items, the scales used for the measurement of the research factors are valid and reliable. Table I presents the main results.

V. EMPIRICAL RESULTS

The conceptual framework was tested using the Structural Equation Modeling (SEM) technique. The estimation of the structural model was conducted with the Maximum Likelihood Estimation method [71].

After experimenting with various different models, it was decided that “organisational performance” should not be

<table>
<thead>
<tr>
<th>Factors</th>
<th>Kaiser-Mayer-Olkin</th>
<th>% of Variance</th>
<th>Cronbach Alpha</th>
<th>Normed Χ2</th>
<th>C.R.</th>
<th>V.E.</th>
<th>CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Management Support</td>
<td>0,834</td>
<td>61,769</td>
<td>0,875</td>
<td>2,24</td>
<td>0,69</td>
<td>57,7%</td>
<td>0,97</td>
</tr>
<tr>
<td>Business Process Reengineering</td>
<td>0,850</td>
<td>61,335</td>
<td>0,834</td>
<td>2,69</td>
<td>0,71</td>
<td>73,6%</td>
<td>0,93</td>
</tr>
<tr>
<td>Organizational Culture</td>
<td>0,741</td>
<td>56,448</td>
<td>0,737</td>
<td>3,29</td>
<td>0,86</td>
<td>78,2%</td>
<td>0,89</td>
</tr>
<tr>
<td>Change Management</td>
<td>0,818</td>
<td>75,910</td>
<td>0,891</td>
<td>3,45</td>
<td>0,87</td>
<td>71,6%</td>
<td>0,91</td>
</tr>
<tr>
<td>Second-Oder EFA-CFA: Internal Environment</td>
<td>0,692</td>
<td>55,674</td>
<td>0,734</td>
<td>2,78</td>
<td>0,76</td>
<td>58,6%</td>
<td>0,94</td>
</tr>
<tr>
<td>Package Selection</td>
<td>0,658</td>
<td>76,237</td>
<td>0,687</td>
<td>2,11</td>
<td>0,77</td>
<td>66,8%</td>
<td>0,97</td>
</tr>
<tr>
<td>Consultant (vendor) support</td>
<td>0,764</td>
<td>60,086</td>
<td>0,822</td>
<td>3,53</td>
<td>0,81</td>
<td>59,4%</td>
<td>0,95</td>
</tr>
<tr>
<td>IT Infrastructure</td>
<td>0,758</td>
<td>68,850</td>
<td>0,756</td>
<td>3,47</td>
<td>0,76</td>
<td>74,3%</td>
<td>0,97</td>
</tr>
<tr>
<td>Second-Oder EFA-CFA: Technology-related issues</td>
<td>0,702</td>
<td>73,111</td>
<td>0,839</td>
<td>2,26</td>
<td>0,74</td>
<td>76,8%</td>
<td>0,91</td>
</tr>
<tr>
<td>Project Team</td>
<td>0,724</td>
<td>54,850</td>
<td>0,775</td>
<td>2,71</td>
<td>0,81</td>
<td>76,9%</td>
<td>0,91</td>
</tr>
<tr>
<td>Project Management</td>
<td>0,775</td>
<td>62,502</td>
<td>0,850</td>
<td>2,33</td>
<td>0,76</td>
<td>66,3%</td>
<td>0,97</td>
</tr>
<tr>
<td>Implementation Strategy</td>
<td>0,620</td>
<td>60,615</td>
<td>0,773</td>
<td>3,29</td>
<td>0,74</td>
<td>74,3%</td>
<td>0,97</td>
</tr>
<tr>
<td>Second-Oder EFA-CFA: Implementation Team</td>
<td>0,707</td>
<td>71,544</td>
<td>0,801</td>
<td>3,22</td>
<td>0,81</td>
<td>83,7%</td>
<td>0,97</td>
</tr>
<tr>
<td>User Involvement</td>
<td>0,773</td>
<td>67,888</td>
<td>0,841</td>
<td>2,55</td>
<td>0,82</td>
<td>81,8%</td>
<td>0,99</td>
</tr>
<tr>
<td>Training and Education</td>
<td>0,705</td>
<td>60,649</td>
<td>0,779</td>
<td>3,55</td>
<td>0,84</td>
<td>67,3%</td>
<td>0,91</td>
</tr>
<tr>
<td>Employee skills</td>
<td>0,711</td>
<td>73,114</td>
<td>0,731</td>
<td>2,36</td>
<td>0,76</td>
<td>78,4%</td>
<td>0,95</td>
</tr>
<tr>
<td>Second-Oder EFA-CFA: End-users</td>
<td>0,637</td>
<td>60,780</td>
<td>0,691</td>
<td>3,45</td>
<td>0,71</td>
<td>69,8%</td>
<td>0,94</td>
</tr>
<tr>
<td>Information Quality</td>
<td>0,762</td>
<td>62,175</td>
<td>0,796</td>
<td>2,14</td>
<td>0,83</td>
<td>79,3%</td>
<td>0,97</td>
</tr>
<tr>
<td>System Quality</td>
<td>0,643</td>
<td>67,678</td>
<td>0,757</td>
<td>2,93</td>
<td>0,89</td>
<td>78,3%</td>
<td>0,91</td>
</tr>
<tr>
<td>Service Quality</td>
<td>0,547</td>
<td>72,998</td>
<td>0,785</td>
<td>3,09</td>
<td>0,82</td>
<td>78,6%</td>
<td>0,93</td>
</tr>
<tr>
<td>Internal efficiency</td>
<td>0,773</td>
<td>79,219</td>
<td>0,865</td>
<td>2,53</td>
<td>0,73</td>
<td>79,1%</td>
<td>0,97</td>
</tr>
<tr>
<td>Competitiveness</td>
<td>0,694</td>
<td>59,733</td>
<td>0,769</td>
<td>2,83</td>
<td>0,71</td>
<td>66,6%</td>
<td>0,97</td>
</tr>
<tr>
<td>Profitability</td>
<td>0,732</td>
<td>66,159</td>
<td>0,736</td>
<td>3,66</td>
<td>0,84</td>
<td>78,3%</td>
<td>0,99</td>
</tr>
</tbody>
</table>
measured as coherent factor (structure), since the use of its various dimensions offered more in depth information about the investigated phenomenon. More specifically, as it can be seen in Fig. 2, the model that was finally examined includes three dimensions, with a total of ten factors.

In order to evaluate the fit of the overall model the chi-square value ($X^2 = 194.61$) and the p-value ($p = 0.0647$) were estimated. These values indicate a good fit of the data to the overall model. However, the sensitivity of the $X^2$ statistic to the sample size suggests the adoption of other measures for evaluating the overall model, such as the “Normed-$X^2$” index (2.95), the RSMEA index (0.057) the CFI (0.973) and the GFI (0.967), that all indicate a good fit.

Fig. 2 demonstrates the overall model, along with the path coefficients. In general, the results reveal the mechanism through which the antecedents of ERP implementation are affecting the various dimensions of organizational performance. Both direct and indirect effects are being examined, thus, enhancing the understanding of the investigated phenomenon. The main findings of the study are summarised below:

- Overall, the empirical results confirmed that the research model has satisfactory predictive power, since it can significantly explain the variance of the main dependent factors of the present study (“internal efficiency” by 31%, “internal competitiveness” by 51% and “profitability” by 35%). Moreover, the variance of “system quality” is explained by 78%, “service quality” is being explained by 32%, and “information quality” by 21%.

- While the relationship between several factors was not supported by the empirical data, partial support has been found for most of the hypotheses of the proposed model.

- More specifically, only one of the four antecedents included in the proposed conceptual framework (namely, “end-users”) has an impact on all three dimensions capturing ERP implementation success (full support for Hypothesis 1). On the contrary, all other three antecedents have a direct impact on one dimension of ERP implementation success (partial support of Hypotheses 2, 3 and 4). More specifically, “internal environment” and “technology-related issues” have an impact on “system quality”, while “implementation team” has an impact on “information quality”.

- These findings underline the significance of the human factor in ERP implementation success. It seems that the end-users of the ERP system are the cornerstones for successful implementation. Implementing organizations need to take under serious consideration the involvement of end-user in the whole implementation process, provide training and education, while focusing on increasing their overall IT skills. Bradford and Florin [45], Dezdar and Ainin [22] found similar results.

- Moreover, according to the empirical results, the antecedents of ERP implementation success should be considered as a coherent bundle of activities. Implementing companies should focus on all of these dimensions, since their simultaneous enhancement has a commutative impact on the effectiveness of the implementation process. Nevertheless, focusing on end-users should become the first priority.

![Fig. 2. Main empirical results (all paths are statistically significant).](image-url)
• The empirical results offer full support for hypothesis 5a, arguing that “information quality” has an impact on all dimensions measuring “organizational performance”. Partial support is being offered for hypotheses 5b and 5c, since “system quality” and “service quality” have an impact on “profitability”. Despite the little empirical research that has been conducted on the relationship between ERP and organizational performance, the very few existing studies support these results [16] [17] [18] [20].

• The significance of the three-dimensional approach (antecedents, effects and outcomes) introduced in the present study lies in the interrelationships between various research factors. For example, the proposed model explains 51% of the variance in “competitiveness” (outcome). As it can be seen on Fig. 2, there is only one factor having a direct positive effect on “competitiveness” (“information quality”, \( r = 0.19 \)). Despite that, two of the antecedents included in the model (“implementation team”, and “end users”) have an indirect effect on “competitiveness”, through “information quality”. Only through that mechanism, the 51% of explained variance can be justified.

• Therefore, based on the above, it can be concluded that enhanced competitiveness is a direct result of information quality, but, despite that, end-users of the ERP system and the team which is responsible for the implementation both have a significant strengthening effect on that relationship. Mapping down these complex relationships has been one of the most important contributions of the present study. Managers are urged to bear in mind the existence of these causal effects, since their main objective should be the enhancement of organizational performance.

VI. CONCLUSIONS

The present study developed an conceptual framework that has never been used in the international ERP literature. Future studies can adopt the same approach, further highlighting the relationship between critical factors for ERP implementation success, ERP implementation, and organisational performance. Its main contribution lies on its implemented methodology and conceptualisation.

The empirical results enhance the understanding of the DeLone and McLean Information System (IS) success model [65] [69]. More specifically, a direct effect between “information quality”, “system quality” and “service quality” and various measures of organisational performance has been established. On the contrary, the DeLone and McLean model [65] [69] argue that these dimensions have an indirect effect on organisational performance (through “user satisfaction” and “intention to use”). The support of a direct relationship, found in the present study, can be attributed to its conceptualization: the simultaneous examination of antecedents, effects and outcomes increases the explanatory power of the proposed model, offering a more complete picture of ERP implementation.

First and foremost, the empirical results highlight the significance of “end-users” in implementation effectiveness. Among all the antecedents of ERP implementation success, the dimension capturing the contribution of “end-users” on the whole process has the most significant effect. Previous studies [22] [41] have provided similar results, but very few have adopted such a methodological approach, using multiple factors for the measurement of each antecedent of ERP implementation success. For example, Zhang, Lee, Huang, Zhang and Huang [41] have, also, developed an ERP implementation success framework, but their empirical analysis was qualitative (case study research).

Secondly, since all four antecedents influence, each in a different degree, the three dimensions of implementation success, it is concluded that companies should focus on their collective enhancement. After all, all of these four factors (antecedents) have an indirect effect on organisational performance. For instance, the factor measuring the characteristics of the “implementation team” has an indirect impact on “internal efficiency”, “competitiveness” and “profitability”, through “information quality”. Such a conceptual framework, taking under consideration both direct and indirect effects between antecedents and final outcomes, has very seldom been introduced in the ERP literature.

Thirdly, “information quality” appears as the most significant aspect of the implementation process, since it has a direct effect on all performance measures. According to previous studies [14], enhanced information quality during ERP implementation leads to increased performance. Information quality can help organizations choose different supply resources, hence, produce with lower costs and, therefore, develop competitive advantages, while increasing their competitiveness and internal efficiency.

The proposed model has adequate explanatory power, since it explains a significant percentage of the variance of all three main dependent factors. More specifically, it can predict 51% of the variance in business competitiveness, underlining the effect of ERP implementation on measures that previous studies have neglected [22] [43]. The enhanced power of the model lies in its three-dimensional approach, investigating both direct and indirect effects.

On a practical level, the present study offers a comprehensive list of factors having an impact on the successful implementation of an ERP system. Managers should focus on the enhancement of the most significant of these factors, identifying specific objectives for achieving successful implementation and increased performance. Finally, the present study underlines the mediating role of ERP implementation success in the relationship between various antecedents and final outcomes. It seems that such an approach can better describe the hypothesised relationships, since the effects of the four antecedents need to be translated into tangible benefits (information, system, and service quality) in order to have a positive impact on performance.
PRODROMOS CHATZOGLOU ET AL.: ANTECEDENTS AND OUTCOMES OF ERP IMPLEMENTATION SUCCESS

The study is somehow limited by the poor definition of its
population. This limitation is inherent to all studies of the
field, since a complete list of ERP implementing companies
is not easy to acquire. Further research is suggested with
larger samples that would, probably, offer more information
and strengthen the results of the present study. Moreover, it
would be interesting to examine more factors and gather
primary data from all company personnel, so as to achieve a
more complete view of the subject under investigation.
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Abstract—The article presents a proposal to extend the functionality and knowledge of Business Intelligence systems to answer the requirements of managers of small and medium-sized enterprises (SMEs). It concerns two major aspects of the system, i.e. the interface that takes into account the level of knowledge of the manager, and supports the interpretation of economic and financial information using the built-in domain ontologies. The project is related to the design of smart decision support systems based on financial ontology and on the model of manager knowledge created by eye tracking analysis. An experiment was carried out on real financial data extracted from the database of Business Intelligent BINOCLE, developed by Bilander Co. To create a model of manager knowledge, a number of financial analysts, experts and economists were invited to analyze the pre-defined financial reports. Their tasks were observed and analyzed by the eye-tracking system StudioTM, Tobii. The logs of the system as well as the financial ontology have been used to develop the intelligent interface of a Decision Support System.

I. INTRODUCTION

D ecision-making in small and medium-sized enterprises is an extremely difficult process. The most important problems of the functioning of such enterprises are operational continuity, ensuring the ongoing customer service and support as well as technological aspects. Managing a business requires access to the appropriate information system that must always go hand in hand with the methods of financial analysis, allowing managers to monitor the changes in the environment, identify the different types of risk, choose appropriate forms of insurance against these risks, and follow appropriate scenarios of development. Each of the scenarios predicts future financial situations using the methods and tools of financial analysis. Managers of small and medium-sized enterprises (SMEs), on the one hand, are usually confronted with the barriers and limits on information, and on the other hand are able more easily to control costs and expenses using an individual, simplified information processing system, regardless of the requirements of accounting standards. It may be difficult for them to access prospective information allowing the evaluation of the anticipated environment changes.

Managers of SMEs need solutions that support their decisions based on transactional data which, after being processed by the tools of financial analysis, allow them to prepare the draft of decision. Today’s information technology assures managers access to the multi-dimensional data stored in various data-bases and enables them to perform multi-criteria analysis. The problem appears, among others, to lie in the excessive numbers of reports which are generated by transactional and executive information systems. In the process of management, the information overload significantly reduces the ability to make the right decision.

In SMEs, financial forecasts needed to make good business decisions oriented towards improving financial efficiency and dynamic development are very often prepared in a cursory manner or simply ignored. This is mainly due to lack of time, and not to sufficient and limited managerial knowledge.

The aim of the article is to point out the possibilities of building the model of financial knowledge for managers in Business Intelligence system using eye tracking tools1, and applying the model to interpret reported economic data. Data from eye-tracking illustrates not only the perception of the economic reports by a manager, but also enables the manager to identify schemes analysis and determine the level of his or her knowledge. It facilitates also the establishment of a manager knowledge profile and, consequently, it creates a possibility of adapting the interface to an individual’s skills. In the project, the whole process of analysing financial data will be supported by built-in ontologies of economic and financial knowledge which is essential for SME managers. This will be possible thanks to research focusing on the development of an intelligent interface supporting interpretation of economic information, which also is associated with modeling of managerial knowledge. The described approach is a continuation of the construction of the intelligent cockpit for managers (InKoM project), whose main objective was to facilitate financial analysis and the

1 Eye tracking is a collection of techniques for the measurement, acquisition and analysis of data about the position and movements of the eyeballs. It provides a quantitative measurement without referring to subjective, verbal relationships of the respondent [http://eyetracking.pl].
evaluation of the economic status of the company on a competitive market [1].

The structure of the article is as follows. The next section focuses on the issues related to management-based analysis, particularly in relation to SMEs. The next section briefly refers to the Business Intelligence (BI) system in the context of the Key Performance Indicators (KPI) used to build an ontology of economic and financial knowledge. Section 4 is devoted to the modeling of managerial knowledge, together with a synthetic description of the eye-tracking results. The article concludes with a summary of work to date.

II. SUPPORTING OF MANAGERIAL ANALYSIS

Management of the SME is a very complex and difficult task. In such organizations, resources for wider financial and accounting services are usually limited. Often, these tasks are assigned to accountants who are excessively burdened with operational activities and supervision of the correct tax settlements. Managers of SMEs often have to focus on the technological problems related to the core business, which limits the possibility of financial projections associated with the preparation of the right decisions to ensure financial security and dynamic development based on improving financial efficiency.

Financial analysis allows the interpretation of the information necessary for the ongoing management of an enterprise. Managers of SMEs are expected to find support in the following areas:

- assessment of the project’s effectiveness - the answer to the question whether the achieved profits are adequate to the funds involved, and how to compare the results with other companies with similar operations;
- assessment of cash flows - whether it is possible to repeat a generated surplus in the following periods or whether it will no longer occur in the future.

The main activities of the SMEs are focused on business operations. Information processing and related decisions concern the core activities of the company, and are associated with its specificity and membership in a particular industry. An important element of operational management in SMEs is to control liquidity, while it should be emphasized that classical liquidity ratios used in large companies cannot be always directly applied to SMEs. In this view it is worth designing solutions that make use of analytical accounting records to project liquidity on a monthly basis. There is no doubt that this kind of analysis of liquidity, taking into account the size of the entity, the specificity of the industry, and the type of offered products or services is not possible without expert knowledge. On the basis of empirical studies we found that information requirements for short term management concern [2] information about liquidity, information on revenues generated by the company, and information on costs incurred. But for the long-term management area, information is needed: about the company’s indebtedness, about the profitability of planned investments, and about the financial situation of the branch.

The process of decisions support made needs - firstly - the decomposition and the proper selection of management instruments. Managing medium-sized enterprises requires information about the possibility of gridlock preventing stable business in the near future. Secondly, there is a need to acquire information to generate the appropriate level of profit and a minimum level of margins in order to make the right choices. They are focused on obtaining information on opportunities to increase revenue or to carry out activities aimed at cost minimization.

Regarding long-term decisions, managers of small companies are not able to relate to the use of advanced solutions for e.g. capital budgeting. They need analytical models that enable them to identify signals indicative of the need for investment decisions and the level of resources involved. With regard to medium-sized enterprises, this type of analysis should be augmented by simulations on the effectiveness of individual organizational units (responsibility centers) and the profitability of equity involved.

Acquisition of information to support such decisions is possible mainly through the use of patterns developed by experts in financial management. Unfortunately, it is impossible in this case to use the universal solutions - in this case it is necessary to dispose over an intelligent system that using expert knowledge provides ready-made decisions, taking into account the specific nature of the company.

Also important are analysis of the index of debt level and the use of static and dynamic methods of estimating the profitability of investment. For organizations with greater economic importance, the study should be completed by:

- the use of the Balanced Score Card and the early warning system,
- analysis of indicators of debt service, study of the cost of capital: domestic and foreign capital, the weighted average cost of capital,
- pro-forma financial statements - as information about the financial effects of planned long-term actions,
- evaluation of the company's profitability: return on sale ratios, return on assets and equity - to various cuts in the financial results,

2 It should be emphasized that the selection of appropriate methods of analysis of the financial requirements of SME managers is necessary to determine the company's ability to continue its operations, and to define financial needs, budgets and capital resources of financing assets, signs of danger and risk of changes in the competitive position and trends in various business areas.

3 The management of long-term financial analysis conducted by managers of small businesses should include: a preliminary analysis of financial statements, ratio analysis, information on liquidity ratios, evaluation of static measures of liquidity, turnover ratios of inventories, receivables and payables analysis, analysis of the operating cycle in terms of the efficiency of indicators of capital engagement, productivity of assets and equity, and information on current and future income and expenses.
methods of budgeting process.

Generally, the support of decision-making is based on the generation of ready-made paths, together with projections of the effects of planned decisions. For example, in a system of the Binocle Bilander company which is classified as a category of Business Intelligence systems, there are many useful and powerful functionalities that make possible multivariate analysis of financial data. However, due to the limited resources of SMEs, it is necessary to develop ready-made reporting and decision paths for managers and owners of SMEs. These reports and patterns of decision-making should take into account inter alia the support for operational and financial planning, and risk analysis (in particular, the risk of bankruptcy). In addition, they may include support in investment decisions and measuring the effectiveness of SMEs. These reports and patterns of decision-making made reporting and decision paths for managers and owners limited resources of SMEs, it is necessary to develop ready-made paths, together with projections of the effects of planned decisions. For example, in a system of the Binocle Bilander company which is classified as a universal system of economic indicators that would be used in all organizations. Besides, a lot of companies use a number of available reports (option in the Binocle system) to present the most important information for the manager. If needed, these reports may be further detailed.

Also crucial is a selection of available reports (option in the Binocle system) to present the most important information for the manager. If needed, these reports may be further detailed.

III. KPI IN BUSINESS INTELLIGENCE SYSTEMS

Both in business practice and in literature one can find different definitions of Business Intelligence (BI). The main goal of each form of BI is to gain access in a timely manner to relevant data to allow making the best decision at a given time [3; 4]. An important element of BI systems is also the visualization of the calculated KPIs. These indicators are the basis of decision-making both at strategic as well as tactical and operational level. The usefulness of indicators depends on the manager’s understanding of the concepts, measures and structural links involved. Leading financial analysis of the indicators the manager examines their semantic relationships. The essence of the evaluation is the appropriate computing and use of indicators derived from different financial statements (including balance sheet, profit and loss statement,…). The usability of economic analysis depends on, among other things, the manager’s exact understanding of the existing structural semantic links, and relations between indicators and economic terms. According to the degree of data aggregation, the measures might be global or partial, where the indicators can be summed up, differentiated, multiplied or divided.

Ratio analysis used to assess the activities of the company has both advantages and disadvantages. Among the first are: the ease of measurement, the availability of source data, the ability to identify critical areas of economic activities, the universality of the indicators, allowing, among other things, the conduct of comparative analyses with other companies. While the disadvantages are: no indication of the reasons for unfavorable events, the risk of misinterpretation of measures, the lack of universal standard ratios. Finding the causes of adverse events, and taking note of the positive factors, can facilitate the evaluation of the data by analyzing the semantic relationships between economic indicators.

Most BI systems (referred to as traditional BI systems or BI 1.0) are primarily intended for managers who are familiar with data models and are able to build all kinds of scenarios analysis [5]. The literature points to the creation of the next generation BI systems, known as Business Intelligence 2.0 [6; 7]. These systems are characterized by properties such as event management and analysis in real-time, direct access to information at different levels of enterprise management, predictive analytics, enhanced interactive visualization, intuitive interface, support for semantic information retrieval, and widespread and mobile access data (described in [6]). A characteristic feature of this new generation of BI systems is the reliance on the ontology and semantic retrieval of information. In architecture, there are new elements, such as ontology, ontology services and application domain ontology. The use of ontologies and visual information retrieval within analytical tools can be helpful to solve the following problems [8, p. 215]:

- definition of business rules in order to get proactive information and advice in the decision-making process,
- specification of semantic layer describing the relationships between different economic concepts,
- presentation of business information,
- the rapid modification of existing databases and data warehouses.

Development of BI systems is progressing towards the use of visual information retrieval based on a semantic Web. One of the main artifacts in the emergence of the semantic Web is an ontology. In the framework of the project we have elaborated the ontology, covering the scope and the data discussed in the paper.

IV. ONTOLOGICAL FOUNDATION

One way to represent knowledge in information systems is an ontology. In the literature, you can find many definitions of ontology. However, most often the term refers to the definition given by T. Gruber, who describes it as “an explicit specification of a conceptualization” [9, p. 907]. So ontology is a model that defines formally the concepts of a specific area and the semantic relations between them. In literature research of an ontology using in BI systems are described [10; 11;12;13; 14; 15].

Many research projects show that creating an ontology of economic and financial indicators is advantageous in decision making [8]. This is important, because there is no single universal system of economic indicators that would be used in all organizations. Besides, a lot of companies use a number of assessment models of business based on the analysis of various indicators. An ontological approach to modeling
domain knowledge was proposed in the project "Intelligent dashboard for managers (InKoM)" (described in [1; 16]). The main objective of the project was to create an intelligent cockpit for managers of small and medium-sized enterprises, which facilitates analysis and interpretation of the economic situations of the company, and supports analysis of economic and financial data. Three new components of the cockpit are important: the financial ontology, the data mining algorithms, and the mechanism of deep retrieval on the Internet. This solution has enabled adequate, expandable and adaptable mapping of economic and financial knowledge, without having to modify the existing system of TETA BI. The new system significantly extended the usefulness of the existing Decision Support System [17].

In developing an intelligent interface, the ontological approach was completed by eye-tracking methods. Available in the BI system, a visual presentation of data permits one quickly to assess the economic situation and take appropriate action. To discover a way of analysing financial reports and statements, managers, financial analysts, and students of economics participated in the experiments. The eye-tracking logs during the reading of these documents were used to discover the patterns of operations and to model the financial knowledge of each of the participants. The concepts and analytical operations performed by each manager were matched with the financial ontology available in the system.

VI. CASE STUDY – EVALUATION OF A COMPANY’S PROFITABILITY

Profitability analysis is necessary to assess the effectiveness of an economic entity. Sales revenues are essential to generate cash inflows that feed any company. These cash flows are used not only to purchase materials, services, and other goods, but also to make investments in fixed assets and working capital necessary to sustain ongoing operations. Profit is, however, a universal measure used in assessment of the financial situation. Unfortunately, the fact that an increase in revenues and earnings does not always generate cash inflows triggers off a serious risk of misinterpretation. Thus, the lack of cash inflows may generate serious financial problems. Profitability analysis without taking into account changes in cash position may yield wrong business decisions [18]. This is why the use of an ontology that describes in detail the issue of profitability allows one to avoid the risk of misinterpretation.

Managers of SMEs require a strong semantic reach and easy to use methods and techniques to support decision making. The aim of the experiment was to examine the usefulness of a financial ontology in the analysis of selected financial indicators and metrics in supporting operational decision making. Participants in the experiment had access to the system containing financial reports and ontology diagrams supporting the analysis of corporate profitability. For the purposes of our research, the balance sheet and profit and loss account of a real company were submitted. The financial statement included information that indicated the seemingly positive performance of the case company. In the periods analyzed, however, serious problems occurred due to bad debts. Those problems should have been perceived by the analyst as threatening the loss of the rationale behind the going concern’s basic assumption, i.e. the ability to function without the threat of liquidation for the foreseeable future.

The experiment was initiated by the analysis of an internal managerial report containing widely used measures of financial situation, namely: liquidity profitability, debt, and turnover ratios. The most important factor directly observed by the participants of the experiment was a significant increase in profitability in the analyzed period.

In order to explain the profitability ratio correctly there was a need to take advantage of the ontology describing the issue of profitability, which is presented in Figure 1.

Profitability is the most important measure of effectiveness while running a business. According to the scheme presented in Figure 1, profitability is dependent on sales revenue and total net profit earned by the company. The aim of profitability analysis is to obtain information about the amount of the surplus earned from the sale which remains at the disposal of managers. Ontology describing corporate profitability allows the manager to properly analyze the growth of profitability ratio. It is necessary to examine the increase in revenues, net income as well as changes in cash amount and accounts receivable. According to the ontology, an increase in both profitability and accounts receivable is an unfavorable symptom. A positive sign suggested by the ontology was the increase in profitability along with the increase in cash.

Rate of return on sales is one of the key measures of operational efficiency, which informs us about the margin that has been realized on sales. Increasing ratio of return on sales is a positive symptom for the company because it may confirm that the proper decisions were made with regard to cost reduction or making good business deals allowing the company to increase sales revenues in excess of costs [19, pp. 135–164].

Profit margin, on the one hand, indicates the actual part of company revenues which remains at the disposal of managers and contributes to cover operating costs. On the other hand, profit earned may be used to increase equity or be paid out to the owners as dividends. The greatest disadvantage of return on sales ratio is that it is computed on the accrual basis [20].
The most fundamental concept of accounting is accrual principle that is a requirement of both International Financial Reporting Standards and Generally Accepted Accounting Principles. This concept requires keeping a record of business transactions (such as the rise in revenues or accounts receivable) in the period in which they actually occur, not in the period in which the cash flows related to them occur.

This means that sales transactions recorded as revenues in the accounting system increase net income, which, however, due to various external factors, may never be realized in the form of actual cash inflows (e.g. due to the bankruptcy of the recipient or the initiation of legal proceedings on claims, etc.).

According to the ontology presented in Figure 1, as the profitability increases it is necessary to check whether the increase in revenues is reflected in actual cash flows which are needed in running a business on a daily basis. Increase in profitability may be also triggered off by the increase in accounts receivable, which might be perceived as an unfavorable symptom.

Cash inflows from sales are the most important components of cash flows from operating activities as, in the opinion of many scholars, the most important element of cash flow statement, because in this part information about the most common business operations has been aggregated. This is a segment which usually generates excess cash that is used to finance investment processes, and to purchase fixed assets and intangible assets, as well as to repay financial obligations [2]. The shortage of cash flows from operating activities occurring in subsequent years should be perceived as an unfavorable symptom, because that usually indicates impending bankruptcy if the appropriate remedial steps are not taken.

The problem that causes significant misinterpretations in the proper assessment of the rate of return on sales is the issue of the so-called bad debts. The most common reason for the financial problems of many small and medium-sized companies is a problem with collection of accounts receivables. In such cases credit risk is understood as a potential loss due to the lack of collection of receivables. According to legal requirements in Poland, if there are any doubts with regard to the possibility of collecting receivables, these should be regarded as uncollectable bad debts. Thus, bad debts are those whose probability of recovery is low or close to zero. These accounts are a serious problem for the company, because they require to deal with impairment as well as legal enforcement proceedings that may be problematic.

In the experiment, it was noted that the increase in profitability is due to the accrual principal, and thus virtual, because as revenues significantly increased, accounts receivable increased even more, as presented in Figure 2. The decision maker using financial reports and ontology is guided through analytical steps, which are labeled on Figure 2 with numbers from 1 to 8.

In the analyzed period, sales revenues increased from 732 thousand PLN to 813 thousand PLN. According to the ontology, it is not recommended to base analysis solely on revenue growth, because the comprehensive analysis must include the detailed examination of changes in receivables. In the analyzed period, accounts receivable in the balance sheet increased dramatically from 145 thousand PLN to 321 thousand PLN. Thus, the ontology allows to avoid a threat of misinterpretation with regard to an apparent increase in profitability.

Financial analysis of a company’s standing should be comprehensive. The example of such analysis with regard to profitability is presented in Figure 2. Based on the ontology, it is not sufficient to analyze managerial reports containing financial indicators, but it is necessary also to focus on the selected items from the financial statement. In order to properly explain the increase in profitability, the analyst is required to deal with percentage change analysis with regard to:

- revenues from sales,
- net income,
- short-term receivables,
- cash and cash equivalents.

Comprehensive analysis of the most important factors affecting the level of profitability ratio should be completed by sending a warning signal from the decision support system. As presented in Figure 2, the warning signal indicates that there is a need to take a decision to amend the sales process management. In the analysed case, in order to improve average collection of receivables it is recommended to:

- apply debt collection and enforcement techniques (in a short-term transaction),
- look for customers in different market segments, who do not have problems with paying on time (in a long-term one).

Suggestions proposed by the decision support system should be considered against the market conditions and customs of the local industry. Excessive use of debt collection activities can generate a negative signal to potential new customers who will search for suppliers among competing companies patiently waiting for payment. Such actions to be taken by managers were suggested by means of the warning signal generated by the system as it was presented in Figure 2.

Changing the segment of the target market may be feasible in the long term, thus such a decision should be preceded by insightful analysis. Moreover, it is necessary to examine the potential impact of restructuring on the future performance of the company. In addition, it is necessary to analyze the company’s ability to carry out the investment project oriented towards the company’s adjustment to new customers.

Any decision should be revised using the same techniques that helped to identify the original problem. In our experiment, we studied the financial performance demonstrated by the company that was achieved in the subsequent period. In Figure 3, we present an analysis of the research findings and their interpretation.
Analysis of the solutions applied in the previous period allows them to be considered as accurate. Figure 3 presents the performance of the company, among which the most important signal is the increase in sales revenue and the...
increase in cash flow. Simultaneously, the level of accounts receivable has stabilized. Figure 3 presents the financial performance of the case company. Similarly to Figure 2, in Figure 3 we labeled analytical steps to be performed by the decision maker with numbers from 1 to 8. Among other measures, the most important signs are the increase in revenues from 813 thousand PLN to 978 thousand PLN and an increase in cash amount from 250 thousand PLN to 311 thousand PLN while the short-term receivables amounts remained stable (not exceeding 10%).

This highlights the relevance of decisions taken by means of a decision support system based on a developed ontology. The proper interpretation of the information contained in the financial statements varies depending on the qualifications of novices and experienced managers. Novices only paid attention to the increase in revenues and profit growth, but neglected the change in accounts receivables. Most of the experienced managers focused their attention on the growth of accounts receivables. The behavioral patterns of experienced managers confirmed the usefulness and comprehensiveness of the ontology. Bad debts are a serious problem which should be analyzed first, before the revenue growth. Decision making without the use of ontology may lead to wrong conclusions, e.g. introducing sales promotion to increase sales growth. Using the ontology enabled the appropriate decisions to be made with respect to receivables management.

Comprehensive insight into both the selected managerial indicators and metrics as well as the changes in the value of chosen items from the financial statement is required for the proper interpretation of a company’s performance. This would not be possible without the use of systematic knowledge in the form of ontology. Ontology is therefore an essential element of the decision support system that allows us to make the right business decisions oriented toward company development and avoiding the threat of bankruptcy.

VI. APPROACH TO MODELLING OF MANAGERIAL KNOWLEDGE

In the construction of a new decision support system interface, an important role is played by the manager profile, in particular identifying his or her financial and economic knowledge. There are a number of methods for knowledge and reactions modelling of managers: crowdsourcing [21], testing physiological brain [22], explorations of the observation of the manager’s eye movements, otherwise called eye tracking. In the project this last test method was applied. Eye tracking provides the opportunity to obtain various results, among which may be mentioned: the raw data, the scanning path, and a heat map. Figure 4 illustrates the sequence of analysis of the Balance Sheet by a manager. The diagram shows the parts of the document which have particularly attracted the attention of the manager: the area
close to the color red. Green areas on the thermal map show other areas for attention.

The results of the experiments raised three questions: (1) how and why does the experienced manager proceed; (2) how to identify the short-comings and errors committed by inexperienced managers, and (3) how to recognize a manager’s fatigue and stress. The answers to these and other questions provided patterns of schematic perception of economic information. Using process mining methods, the preliminary rules and sequences of activities were discovered for novices and managers with experience. Raw quantitative data, collected by tracking software, can be analysed and used in the process of searching for perception patterns. As a result of the transformation of the data, it is possible to obtain a model of the analytical operations of managers. Such data, along with analytical models and ontology of financial analysis, are the basis of an intelligent decision support system. Patterns, models of financial analysis, and ontology are considered as knowledge in an intelligent financial decision support system.

VII. CONCLUSIONS AND FUTURE RESEARCH

This article presents a new attempt to create an intelligent interface for a Decision Support System. The idea was founded on the use of domain ontology and methods of patterns discovery of managerial knowledge from eye-tracking logs. The studies show that managers of small and medium-sized enterprises often have little benefit from achievements in the field of broadly understood financial analysis and IT technology, to strengthen their competitive position on the market and maintain financial credibility. The problem is often caused by the lack of the knowledge required to correctly interpret the financial reports as well as economic indicators. Also, they have difficulty with the knowledgeable use of the information systems that contain too many functions and tools that exceed their knowledge and skills. Usually, numerous ways of reporting, and the complex visualization tools, deepen the difficulties in the perception of the financial situation of an enterprise and its environment.

The use of improved visualization and access to semantic searches are primary characteristics of the BI 2.0 system. One of the main artefacts in semantic networks is the ontology of business information. A created ontology is required in which data and relationships of objects from various fields of knowledge are defined.

The experiments showed the usefulness of ontology where each concept and relationship can be considered in a multifaceted way. In the case studies, we have demonstrated that decision making without the use of ontology may lead to wrong conclusions, e.g. introducing sales promotion to increase sales growth. Analysis of indicators alone without relation to other components of financial reporting can lead to the choice of improper interpretations. Ontology is therefore an essential element in the decision support system that allows a manager to make correct business decisions oriented toward company development and avoiding the threat of bankruptcy.

The use of eye-tracking allowed us to develop preliminary patterns of analysis of financial reports and interpret the most important indicators.

The sequences of actions, discovered on the basis of the eye-tracking of experts, allows for defining of best practices to analyze financial data. However, these patterns are not sufficient to generate the interface. They must be associated with the financial ontology that help to interpret the data and provide adequate recommendations.

Preliminary results of the experiments demonstrated large differences between the experienced managers and novices in the manner of data perception and a way of analysis of financial reports. To develop a user-oriented interface, further in-depth studies on identifying the level of manager knowledge are needed. The project will be continued, especially on modeling of manager knowledge using eye-tracking. Models of patterns exploration in analytical sequences of actions will also be developed.

Acknowledgements. The authors thank the staff and the companies Bilander and Tobii for their support in developing the prototype. Thanks go also to the financial experts: Wojciech Hasik, Mariola Kotlowska and Wojciech Ostojski, and students of the Faculty of Management, Informatics and Finance of Wrocław University of Economics.

REFERENCES

[22] H. J. Hwang, K. Kwon and C. H. Im, Neurofeedback-based motor imagery training for brain-computer interface (BCI), Journal of Neuroscience Methods, Republic of Korea, 2009
Abstract—Information and communication technologies (ICTs) can enhance the knowledge sharing by lowering temporal and spatial barriers between prosumers and enterprises, and improving access to prosumers’ knowledge for enterprises. A major challenge for enterprises involves investing in the appropriate ICTs that help facilitate prosumers’ knowledge engagement and knowledge transfer. The purpose of the paper is to indicate which ICTs are currently used and expected to be used by prosumers for knowledge sharing. The reported outcomes are the result of a questionnaire survey that yielded responses from 783 Polish and 171 UK based prosumers. The results indicate the primary ICT choices for use and expected use by Poland and UK based prosumers revealing important differences between these countries. The mobile applications being favored amongst the UK respondents whereas the dedicated enterprise website is the favored ICT amongst Polish respondents. Further, the variety of ICTs provided by enterprises may be too limiting to promote the type of knowledge sharing and communications expected to reassure the prosumers.

I. INTRODUCTION

Knowledge is currently viewed as a fundamental driver for the commercial success of enterprises and is crucial to their competitive advantage [1]-[4]. Moreover, customer knowledge becomes an essential intangible asset for every line of business [5], leads to better response and respect toward customers [6], [7], makes a contribution toward new and innovative products [8], [9], contributes to the improvement of business value [10], and enhances the competitiveness of businesses [11].

Consumers who share their knowledge with enterprises with the aim of creating values and benefits for enterprises and their own consumption are known as “prosumers,” whereas the process in which they share knowledge with enterprises is consistent with the notion of “prosumption” [12]-[17]. In general, prosumption refers to situations in which prosumers share knowledge not only with enterprises, but also with other prosumers to produce things of value for enterprises, and also for themselves.

Given that advances in ICTs have made it easier to share knowledge and these ICT developments have made the world increasing interconnected, many enterprises recognize there are challenges to employ the appropriate ICTs to facilitate knowledge sharing with prosumers. In considering the complexity of prosumption, prosumers’ knowledge sharing initiatives and the variety of ICTs, enterprise must often confront these challenging tasks in deciding what type of ICTs to deploy in support of their prosumption initiatives.

The existing studies mostly examine ICTs for knowledge management in enterprises [18]-[23]. Researchers argued that ICTs play an important role in acquiring, codifying, storing, creating, sharing and applying knowledge that can be crucial for effective decision making and control at all levels. The authors of this paper, following an extensive review of the literature, did not uncover any deep studies to interpret how ICTs support prosumers’ knowledge sharing with enterprises. This reveals a need to study the ICTs that should be adopted and used by enterprises to better enable prosumers’ knowledge sharing. Therefore, conducting research among prosumers and enterprises should contribute to greater understanding of the use of ICTs for prosumers’ knowledge sharing and should help fill the gap in the existing body of knowledge.

In light of the above limitations, this paper focuses on investigating the choice of ICTs supporting prosumers’ knowledge sharing in Poland and the UK. Its aim is to indicate the ICTs that are currently used by prosumers in comparison with the preferred ICTs expected to be used by prosumers.

The paper is structured as follows. Section I is an introduction to the subject. Section II states the theoretical background of ICTs for supporting prosumers’ knowledge sharing and poses a research question. Section III describes the research methodology. Section IV presents the research findings on ICTs used and expected to be used by prosumers to facilitate knowledge sharing. Section V provides the study’s contributions and limitations, and implications for the findings and considerations for future investigative work.

II. THEORETICAL BACKGROUND AND RESEARCH QUESTION

A. Concept of prosumption and prosumer

The concept of prosumption has emerged from consumption theory. It focuses on the role that can be played by pro-active consumers willing to cooperate with enterprises.

The term ‘prosumer’ was coined by Toffler [15]. According to him, selected enterprises’ tasks (mainly manual
tasks), previously performed by enterprises’ employees, are increasingly performed by consumers in accordance with the do-it-yourself principle, and by implication consumers become co-creators of products and services. Indeed, the terms of prosumption and prosumer have evolved over the years [24], [25]. As a result, modern approaches to prosumption differ greatly from Toffler’s proposal. Table 1 presents the characteristics of two approaches to prosumption: Toffler’s approach versus the modern approach. The modern approach to prosumption emphasizes the creativity of prosumers, as well as being connected to the value of prosumers’ knowledge for enterprises. Enterprises can use their knowledge to attain business goals and, as a consequence, engage prosumers in business tasks.

B. Prosumers’ knowledge sharing with enterprises

Prosumers’ knowledge is the most important asset for most sectors engaged in contemporary business and is one of the most important contributors in improving business value and enhancing business performance [6], [27]-[30]. It is categorized into three types [31], [32]:

- **Knowledge about prosumers** represents both prosumers’ needs and requirements; it may encompass characteristics in prosumers’ behavior, their demographics and previous purchasing patterns; it may allow an understanding of prosumers’ motivation in order to adjust and personalize products’ or services’;

- **Knowledge for prosumers** is created to satisfy prosumers’ needs; it may include knowledge about enterprises, products and services; it may support prosumers in their buying cycle, impact on prosumers’ perception of enterprises and offers, and become the base of knowledge from prosumers; and

- **Knowledge from prosumers** is created through the prosumers’ experience with enterprises; it may embrace ideas, thoughts, reviews, opinions, discussions, advice and rankings that enterprises receive from their prosumers and use them to enhance their products and services.

The sharing of these various kinds of prosumers’ knowledge between the prosumers and enterprises is critical in order to produce things that are of value not only for enterprises but also for prosumers. It could be characterized as a process in which prosumers’ knowledge is exchanged among prosumers and enterprises. In this process prosumers share what they have learned and transfer what they know to enterprises that have a business interest in it and that have found this new knowledge to be useful for business improvement [33]. In this process the value of knowledge appreciates when it is shared [34].

In this study, the term “prosumers’ knowledge sharing” means providing knowledge from prosumers (prosumers’ ideas of products developments and creation, thoughts, reviews, opinions, discussions, advice and rankings) to enterprises and other prosumers. This approach is in line with the proposal of Wang and Noe, who distinguished knowledge sharing from knowledge exchange [35].

<table>
<thead>
<tr>
<th>Toffler’s approach</th>
<th>Modern approach</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prosumer’s role</strong></td>
<td></td>
</tr>
<tr>
<td>Less complex tasks, previously carried out by enterprises’ employees are performed by prosumers</td>
<td>• Sharing knowledge and experience with enterprise&lt;br&gt;• Participating in enterprise business processes</td>
</tr>
<tr>
<td><strong>Prosumer’s knowledge</strong></td>
<td></td>
</tr>
<tr>
<td>Tasks performed by prosumers were tightly connected with their manual skills</td>
<td>Prosumers’ knowledge is a source of innovative, creative business solutions, and processes improvement</td>
</tr>
<tr>
<td><strong>Prosumer’s relationship with enterprises</strong></td>
<td></td>
</tr>
<tr>
<td>Static, based on taking over of less important tasks from employees and performing them themselves</td>
<td>Active, based on collaboration, co-participation, co-design, and co-creation</td>
</tr>
<tr>
<td><strong>Prosumers’ communication with enterprises</strong></td>
<td></td>
</tr>
<tr>
<td>One-way, impeded, most often indirect</td>
<td>Two-way, multi-channel, easy and direct</td>
</tr>
<tr>
<td><strong>Main advantages for enterprises</strong></td>
<td></td>
</tr>
<tr>
<td>Delegating simple tasks and activities to prosumers</td>
<td>• Using prosumers’ knowledge for achieving business goals&lt;br&gt;• Following prosumers’ needs&lt;br&gt;• Establishing relationships with prosumers and prosumer-friendly images of enterprises&lt;br&gt;• Supporting enterprises’ business processes by prosumers’ knowledge</td>
</tr>
<tr>
<td><strong>Main advantages for prosumers</strong></td>
<td></td>
</tr>
<tr>
<td>Self-service accordance with prosumers expectations</td>
<td>• Expressing own opinions about enterprises and their products&lt;br&gt;• Adjusting products or services to own needs&lt;br&gt;• Getting various types of financial and non-financial rewards</td>
</tr>
</tbody>
</table>

Source: own elaboration on the basis of [26].
According to them, “knowledge exchange includes both knowledge sharing (or employees providing knowledge to others) and knowledge seeking (or employees searching for knowledge from others).” It should however be noted that “knowledge sharing” can be also used interchangeably with “knowledge exchange” [36].

C. ICTs supporting prosumers’ knowledge sharing

Some studies show that ICTs, especially CRM systems [37], Business Intelligence systems [38], and social media [39]-[44] can be used for knowledge management.

Additionally, researchers have examined ICT-tools for knowledge sharing [19], [45]. Jiebing, Bin, and Yongjiang [46] provided a conceptual framework to explore the linking mechanisms between customer knowledge management and ICT-based business model innovation. Studies concerned with the role of ICTs in knowledge sharing enlist such primary technologies as blogs, e-mail systems, e-collaborative systems, e-forums, knowledge repository, instant messaging, audio conferencing, podcasts, video conferencing, and wiki in the context of challenges faced by the practitioners in distributed projects [47] or in the context of Nonaka and Takeuchi's SECI model [48]. The focus of the SECI model on knowledge creation explores the cycle of generating tacit knowledge through to explicit knowledge and recreating tacit knowledge. The knowledge change in the SECI model is summarised as tacit to tacit (Socialization), tacit to explicit (Externalization), explicit to explicit (Combination), explicit to tacit (Internalization) [48], [49].

Only a few of the studies explore the application of social media for sharing customer knowledge. For example Chua and Banerjee [40] presented how Starbucks redefined the roles of its customers through the use of social media by transforming them from passive recipients of beverages to active contributors of innovation. Jalonen [50] explored the interplay between knowledge and emotion in the organisational knowledge creation process in the context of social media. Okazaki et al. [51] found a clear connection among customer engagement, prosumption, and Web 2.0 in a context of service-dominant logic. Moreover, they identified social networks created by prosumers. Based on the literature review, Zembik [52] explored various types of social media and their role as source of knowledge about, for, and from customers. Ziemba and Mullins [32] proposed the conceptual customer stratification framework which explains the stages required by a business to observe customers social media discussions.

D. Research question

After extensively searching through the literature, it was observed that there is a research gap in the existing body of knowledge related to ICTs used currently by prosumers and expected to be used by them to support prosumers’ knowledge sharing. Also there is no research focusing on comparative analysis between less developed countries (like Poland) and better developed (like the UK) in the above mentioned area. In order to bridge the gap this study examines ICTs facilitating Polish and UK based prosumers’ knowledge sharing and focuses on addressing the following research question:

RQ: Which ICTs facilitating prosumers’ knowledge sharing are currently used and expected to be used by prosumers?

III. RESEARCH METHODOLOGY

Research methods included a critical review of the literature, logical deduction, case studies, a survey questionnaire, and statistical analysis. The research process followed the following steps.

The first step. The critical review of existing studies related to “prosumption,” “prosumer,” “customer,” “consumer,” “knowledge,” “knowledge sharing,” “ICT,” “information technology” enabled to examine some ICTs supporting prosumers’ knowledge sharing. The review embraces five bibliographic databases: Ebsco, ProQuest, Emerald Management, Scopus and ISI Web of Knowledge.

The second step. Interpretation of the case studies reporting prosumers’ knowledge sharing informed the identification of the ICTs that are used by prosumers to share knowledge with enterprises.

The third step. An initial pilot survey questionnaire was designed. The questionnaire was divided into two parts. After a few demographics questions all participants were obliged to answer the question: Have you ever assessed or commented on products or companies, proposed products improvements to the companies or designed new products? This question enabled the division of respondents into consumers (not active in this area) and prosumers (active ones). The questionnaire contained questions concerning specified ICTs employed by enterprises to support prosumers’ knowledge sharing. The questions were: (1) Which ICTs offered by enterprises have you used to share your knowledge, ideas and proposals about products or enterprises? (2) If you could in a free and unlimited way share your knowledge about products or enterprises, propose ideas of products developments or design new products – please indicate which ICTs would you like to use? The former question was directed only to prosumers. The latter was directed to both – prosumers and consumers. Various kinds of ICTs were listed for those questions. For each listed ICTs the respondents could choose one of five responses, according to a 5-point Likert scale: (1) definitely not (never), (2) probably not, (3) I don’t know (no answer), (4) probably yes, (5) definitely yes (many times).

The fourth step. In November 2014 the more in-depth pilot survey was conducted in Poland. The purpose was substantive and methodological scrutiny of the questionnaire. To conduct reliability analysis, Cronbach’s coefficient alpha was used. Cronbach’s alpha for 16 analyzed items was 0.881. Hinton et al. [53] suggested four different ranges of reliability, i.e. the excellent range (0.90 and above), the high
(0.70-0.90), the high moderate (0.50-0.70) and the low (0.50 and below). Thus, it can be concluded that the scale had high reliability and it could be used in the research process. Moreover, substantive scrutiny of the questionnaire enabled the researchers to perform minor changes in order to improve the quality of the questionnaire.

The fifth step. Applying the CAWI (Computer-Assisted Web Interview) method and employing the Polish platform Ankietka.pl, and the English platform Bristol Online Survey (BOS), hosted at the University of Bristol, the survey questionnaires was uploaded to the websites. Data collection took place between the end of December 2014 and March 2015 in Poland, and between February and April 2016 in the United Kingdom. In Poland, the designed sample size was 2,500 people, comprising people of different age, gender, and ICT skills. In the UK the online survey letter and URL was initially posted to 1000 individuals comprising people of different age, gender, and ICT skills, and presented to a random sample of the target population. Using online tools permits contact with an accessible audience as the survey appears on search engine lists due to metatags and appropriate placing of keywords.

After screening the responses and excluding outliers, there was a final research sample of 783 usable, correct and complete questionnaires from Poland and 171 from the United Kingdom. The data was stored in Microsoft Excel format. The demographic analysis of the research sample is presented in Table 2.

The sixth step. As the process of collecting data was completed the reliability was calculated. The Cronbach’s alpha coefficient with all 16 items confirmed a high internal consistency (0.882). Additionally, the values of Cronbach’s alpha for each item, with the assumption that a given item was deleted, were calculated. The Cronbach’s alpha values for the items were between 0.883 and 0.845. The results showed that the removal of some items would not lead to the improvement of internal consistency among items on the scale. Overall, the original alpha scores with all 16 items show a strong internal consistency and reliability.

The seventh step. In order to answer the research questions the statistical analysis was employed. The descriptive analysis of ICTs was prepared; the mean, median, mode, and distribution of ICTs used and expected to be used by prosumers were calculated.

IV. RESEARCH FINDINGS

A. ICTs used and expected to be used by prosumers

In order to answer the research question, detailed analysis concerning ICTs used and expected to be used by prosumers, to share knowledge about products or enterprises, propose ideas of products developments or design new products, was made. The results are presented in Table 3.

“Used ICTs” reflect which ICTs are currently offered by enterprises to prosumers and used by them to share knowledge. It is noticeable that ICTs used by Polish and UK

<table>
<thead>
<tr>
<th>Demographic profile</th>
<th>Poland</th>
<th>Percentage of respondents</th>
<th>United Kingdom</th>
<th>Percentage of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>599</td>
<td>76.5%</td>
<td>98</td>
<td>57.30%</td>
</tr>
<tr>
<td>male</td>
<td>184</td>
<td>23.5%</td>
<td>73</td>
<td>42.70%</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Builders generation – over 65 years old</td>
<td>14</td>
<td>1.8%</td>
<td>8</td>
<td>4.68%</td>
</tr>
<tr>
<td>Baby-Boomers generation – 51–65 years old</td>
<td>35</td>
<td>4.5%</td>
<td>25</td>
<td>14.62%</td>
</tr>
<tr>
<td>X generation – 36–50 years old</td>
<td>108</td>
<td>13.8%</td>
<td>67</td>
<td>39.18%</td>
</tr>
<tr>
<td>Y generation – 21–35 years old</td>
<td>369</td>
<td>47.1%</td>
<td>68</td>
<td>39.77%</td>
</tr>
<tr>
<td>Z generation – less than 21 years old</td>
<td>257</td>
<td>32.8%</td>
<td>3</td>
<td>1.75%</td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>higher education</td>
<td>217</td>
<td>27.7%</td>
<td>89</td>
<td>52.05%</td>
</tr>
<tr>
<td>secondary education</td>
<td>559</td>
<td>71.4%</td>
<td>75</td>
<td>43.86%</td>
</tr>
<tr>
<td>less than secondary education</td>
<td>7</td>
<td>0.9%</td>
<td>7</td>
<td>4.09%</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>city with a population of more than 100,000</td>
<td>419</td>
<td>53.5%</td>
<td>96</td>
<td>56.14%</td>
</tr>
<tr>
<td>city with a population of less than 100,000</td>
<td>244</td>
<td>31.2%</td>
<td>53</td>
<td>30.99%</td>
</tr>
<tr>
<td>rural area</td>
<td>120</td>
<td>15.3%</td>
<td>22</td>
<td>12.87%</td>
</tr>
</tbody>
</table>

Source: own elaboration.
based prosumers varies a lot. Polish prosumers mainly use enterprises’ websites (the mean value is 3.72), e-mails (the mean value is 3.52), and Internet forums (the mean value is 3.40). UK based prosumers mainly use mobile applications (the mean value is 4.01), Facebook fanpages (the mean value is 3.78), and enterprises’ specialized applications (the mean value is 3.59). Interestingly, the Facebook fanpages result for the median and mode values are 4.00 for ‘used ICT’ for both the UK and Poland prosumers. It means that the majority of prosumers have ticked the answer ‘probably yes’, so they probably were using these ICTs to share knowledge with enterprises or other prosumers.

It is useful to underline, that differences between the mean values of a number of used ICTs are significant in both countries. The most substantial difference relates to mobile applications – the mean value is 2.56 for Poland, whereas it is 4.01 for UK. Similarly, the mean value of enterprises’ specialized applications is 2.40 for Poland, whereas it is 3.59 for the UK. It indicates that UK based prosumers use those ICTs more frequently than Polish ones. The outcomes show that Polish prosumers use only popular information websites more frequently than UK based prosumers. The mean value is 2.82 and the mode value is 4.00 for Poland, whereas the mean value is 2.33 and the mode value is 2.00 for UK. Admittedly, the differences between the mean values are not significant for mobile applications and enterprises’ specialized applications. Nonetheless, the mode values analysis shows that the majority of Polish prosumers have chosen the answer ‘probably yes’, so popular information websites are probably offered to them by enterprises; whereas the majority of UK based prosumers have chosen the answer ‘probably not’, so these websites are probably offered to them but these are not the preferred prosumer exchange choice.

The overall analysis of used ICTs shows that UK based prosumers use ICTs for knowledge sharing more frequently than Polish ones. In addition, Polish prosumers use mainly standard and well known ICTs, whereas UK based prosumers use the latest kinds of ICTs.

“Expected ICTs” reflect which ICTs are needed by prosumers to share knowledge. The research findings show that UK based prosumers mainly expect to engage using mobile applications. The mean value is 3.74. The median and mode values are 4.00. Furthermore, they expect to engage directly with enterprises’ websites and Facebook fanpages (the mean values are 3.53 in both cases). Polish

<table>
<thead>
<tr>
<th>ICTs</th>
<th>‘Used ICTs’</th>
<th>‘Expected ICTs’</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POLAND</td>
<td>UK</td>
</tr>
<tr>
<td>E-mails</td>
<td>3.52</td>
<td>4</td>
</tr>
<tr>
<td>Internet forums</td>
<td>3.40</td>
<td>4</td>
</tr>
<tr>
<td>Enterprises’ websites</td>
<td>3.72</td>
<td>4</td>
</tr>
<tr>
<td>Popular information websites</td>
<td>2.82</td>
<td>3</td>
</tr>
<tr>
<td>Industry specialized portals</td>
<td>2.87</td>
<td>3</td>
</tr>
<tr>
<td>Mobile applications</td>
<td>2.56</td>
<td>2</td>
</tr>
<tr>
<td>Enterprises’ specialized applications</td>
<td>2.40</td>
<td>2</td>
</tr>
<tr>
<td>File sharing portals</td>
<td>2.54</td>
<td>2</td>
</tr>
<tr>
<td>Facebook fanpages</td>
<td>3.11</td>
<td>4</td>
</tr>
<tr>
<td>Crowdsourcing portals</td>
<td>1.61</td>
<td>1</td>
</tr>
<tr>
<td>Business blogs</td>
<td>1.98</td>
<td>2</td>
</tr>
<tr>
<td>Private blogs</td>
<td>2.18</td>
<td>2</td>
</tr>
<tr>
<td>Online auctions</td>
<td>2.99</td>
<td>3</td>
</tr>
<tr>
<td>Price comparison websites</td>
<td>2.99</td>
<td>3</td>
</tr>
<tr>
<td>Enterprises’ helplines/ helpdesks</td>
<td>2.15</td>
<td>2</td>
</tr>
<tr>
<td>Online surveys</td>
<td>3.16</td>
<td>4</td>
</tr>
</tbody>
</table>

Source: own elaboration.
prosumers mainly expect to engage via enterprises’ websites. The mean, median and mode values are 4.00. They also choose e-mails (the mean value is 3.77) and industry specialized portals (the mean values is 3.57).

The overall analysis of ICTs presented in Table 3 shows that in the case of Poland all the mean values of “used ICTs” (except for online surveys) are lower than the mean values of “expected ICTs”. It may show that ICTs which are currently offered to Polish prosumers by enterprises may not meet their expectations. Thus, Polish prosumers would like enterprises to offer them a greater range of ICTs. It could influence their willingness to share their knowledge with enterprises. In the case of UK based prosumers the majority of the reported mean values for “expected ICTs” are slightly lower than the mean values for “used ICTs” (11 from 16). It may illustrate that ICTs which are currently offered to UK based prosumers by enterprises meet or even slightly exceed their expectations. Four ICTs are expected to be used to a higher degree than are currently used and are referred to as popular information websites, crowdsourcing portals, business blogs and private blogs. Perhaps an indication of a willingness to switch one ICT channel for another one where these ICTs may be seen to be more specific to envelop a critical mass of ‘close’ engagement and discussion which enhances the prosumers effort. Only one channel that of enterprises’ websites reported the same median for expected ICTs and used ICTs. The differences between the mean values are not significant in any case.

In order to compare ICTs used and expected to be used by prosumers of both countries two analyses are presented below. The analyses embrace only those prosumers who ticked (4) or (5) answering the questionnaire questions. It is indicating that they probably or definitely use or expect to use ICTs to share knowledge.

B. ICTs used by prosumers – distribution analysis

The research findings identify the ICTs used by Polish and UK based prosumers to enable knowledge sharing with enterprises as shown in Figure 1.

Figure 1 shows that there are no significant differences between Polish and UK based prosumers related to standard ICTs used by them, such as e-mails, Internet forums, enterprises’ websites, and price comparison websites. Nonetheless, there are significant differences concerning other ICTs used by Polish and UK based prosumers.

The biggest differences pertain to mobile applications (indicated by 88.2% of UK based prosumers in relation to 33% of Polish prosumers), enterprises’ specialized applications (indicated by 71.1% of UK based prosumers in comparison with 25.5% of Polish prosumers), and enterprises’ helplines/ helpdesks (indicated by 56.6% of UK based prosumers in relation to 18.8% of Polish prosumers). The outcomes show also that only in two cases – which are online auctions and popular information websites, Polish prosumers use them in a considerably greater range then UK. For example, online auctions were indicated by 46.6% of Polish prosumers in relation to 25% of UK based prosumers. Similarly, popular information websites were indicated by 39.7% of Polish prosumers in relation to 17.1% of UK based prosumers. Overall the analysis shows that UK based prosumers use and probably engage with UK based enterprises where the choice of ICTs for knowledge sharing is a more extensive range than the Polish enterprise ICT offer.

C. ICTs expected to be used by prosumers – distribution analysis

The research findings of ICTs expected to be used by Polish and UK based prosumers for their knowledge sharing with enterprises is shown in Figure 2.

Figure 2 shows that in eleven cases (from a total of 16) Polish prosumers more frequently expect ICTs for knowledge sharing than UK based prosumers. The biggest difference relates to popular information websites indicated by 58.2% of Polish prosumers and 24.6% of UK based prosumers. Whereas, UK based prosumers more frequently expect enterprises’ helplines/ helpdesks than Polish prosumers. This is indicated by 49.1% of UK based prosumers and 22.2% of Polish prosumers. Similarly, mobile applications are expected by 75.4% of UK based prosumers and 50.1% of Polish prosumers. The considerable difference relates also to online auctions indicated by 41.3% of Polish prosumers and 21.6% of UK based prosumers, as well as to price comparison websites indicated by 55% of Polish prosumers and 38.6% of UK based prosumers.
Generally, the prosumers’ usage and expectations of ICTs for knowledge sharing are only slightly different in the UK. It may show that enterprises offer those ICTs for knowledge sharing that are expected by enterprises. Whereas, the prosumers’ usage and expectations of ICTs for knowledge sharing are significantly different in Poland. It may show that currently the enterprises do not meet their expectation.

V. DISCUSSION OF FINDINGS

The trends identified in the demographics breakdown for the Polish and UK based respondents follow a similar pattern to those outlined in Smith [54]. Consistent with other studies females are more inclined to respond to surveys questioning the use and intended use of ICTs for knowledge sharing with enterprises as our findings show for Poland as well as the UK respondents.

There were similarities in the categorization of participants in the age categories, in the case of the builders generation the responses were 1.8% from Poland and 4.68% from the UK, and would not be unexpected given the training and technical competences of this generation and their culture of communicating more face-to-face rather than through online questionnaires. Also generation Y responses were 41.7% from Poland and 39.77% from the UK and this age category expect to use devices to communicate online and are comfortable with this mode of communication. These outcomes are consistent with research from authors [55], [56] whose goal was to elaborate critical success factors for ICTs adoption by people in Poland. The overall analysis of outcomes also shows differences between these generations. For generation Y it is self-satisfaction with e-products and e-services delivered by enterprises and public administration that is crucial, whilst for builders generation their awareness of ICTs is critical.

The differences reflected in the categorization of participants presents an interesting breakdown, where generation X reported Poland responses as 4.5% whereas 14.62% for the UK responses since this age range in the UK use technology in the workplace or home, are often self-taught in using technology and commit time to engaging in knowledge sharing. Generation X in responses from Poland was 13.8% while UK was 39.18% and this is a marked difference in responses indicating a possible culture of more accepted online communication in the UK for this age range. Finally generation Z indicated Poland at 32.8% whereas UK was only 1.75%, an interesting marked differences in responses and this needs further research to determine if the survey was more visible to this age range in Poland where their use of technology is embedded in their everyday social interactions. However, the research reported [55] indicated that for Polish generation X the most crucial success factors for ICT adoption is the need to make one’s own live easier, whilst for Polish generation Z it is the financial situation of the household. It may partially explain the difference relating to generation Z prosumers. Polish prosumers use ICTs to enhance the opportunities of financial benefits or merits.

The educational differences reported between Poland and UK respondents fit well with the categorization of age responses especially as few responses from both countries were from those who are less educated, showing educational attainment may be an indicator for participating in knowledge sharing.

The respondent’s place of residence was equally captured for both countries with half of the respondents from both countries living in a city with a population of more than 100,000, and this is interesting as the greater the chances to communicate offline in larger population centers the more likely the respondents are to use time for online communication, and this is a cultural communication shift noted in other recent studies.

The results indicated no significant differences between Polish and UK based prosumers in their use of standard ICTs, such as e-mails, Internet forums, and websites of enterprises. The most substantial difference in the ICTs used and expected by prosumers relates to mobile applications – the mean value is 2.56 for Poland (33%), whereas it is 4.01 for UK (88.2%) and this is consistent with research to support this use of mobile as an enabler of knowledge sharing.

The overall analysis of ICTs used shows that UK based prosumers use ICTs for knowledge sharing more frequently than Polish ones and this may be associated with levels of education achieved as there was almost twice as many UK (52.05%) responses than Polish respondents (27.7%) with higher education attainment.

The findings also show that mobile applications are the ‘expected ICTs’ needed by UK based prosumers to share...
knowledge, followed by use of Facebook fanpages and enterprises’ websites. Whereas, Polish prosumers mainly expect to engage with use of enterprises’ websites, followed by e-mails and industry specialized portals. Interestingly, crowdsourcing portals and blogs are those ICTs which, UK based and Polish prosumers, do not expect or cite a preference to use.

The findings also show that Polish prosumers more frequently expect to use ICTs for knowledge sharing than UK based prosumers who have an expectation to use the enterprises’ helplines/ helpdesks instead or to complement their online initiated discussions.

A recommendation is that the enterprises need to take consideration of the culture of contemporary communication choices associated with the wide age ranges of prosumers. Finally the enterprises need to embed a comprehensive choice of ICT’s particular to their prosumers needs to actively encourage knowledge sharing.

VI. CONCLUSIONS

A. Research contribution

This work contributes to existing research on prosumption, especially prosumers’ knowledge sharing with the use of ICTs by:

- Indicating the ICTs currently used by prosumers to promote knowledge sharing with enterprises;
- Indicating the ICTs expected to be used by prosumers to stimulate knowledge sharing with enterprises.

Firstly, this study indicates that mobile application use is expected to a greater degree by UK based prosumers. However, they also expect to use the enterprises’ helplines/ helpdesks indicating the diverse expectations and somewhat divergent needs of UK based prosumers and the opportunities this presents to enterprises.

Secondly, the outcomes show that ICTs which are currently offered to UK based prosumers by enterprises meet or even slightly exceed their expectations. However, the prosumers usage and expectations of ICTs for knowledge sharing are significantly different in Poland suggesting that the enterprises do not meet their expectation, and this may result in less engagement in knowledge sharing.

B. Implication for research and practice

This study can be useful for researchers. They may use this methodology and do similar analyses with different sample groups in Poland, United Kingdom, and other countries; additionally many comparisons between different groups and countries can be made. Moreover, the methodology constitutes a very comprehensive basis for identifying ICTs to support knowledge sharing, both, about prosumers, as well as for and from prosumers, but researchers may develop, verify and improve this methodology and its implementation. In addition, researchers may use these research findings and employ them in studies of enterprises. Their goal could be the analysis of ICTs and the possibilities of adjusting them to the expectations of prosumers.

Moreover, for practitioners, the results of this study can be used to improve activities aimed at prosumption adoption, especially helping them understand which ICTs should be used to support prosumers’ knowledge sharing.

C. Limitations and future research

As with many other studies, this study has its limitations. The first one was the selection of the survey respondents. Most of them were young people below 35 years old. It is advisable to extend the future research to the elderly persons, inter alia prosumers 50+

The second limitation was the relatively low number of respondents from United Kingdom in comparison with the number of respondents from Poland. Resulting from the low UK responses and timing of the survey the research will continue in the UK to ensure a higher response rate for deeper analysis. Since the initial results reveal interesting findings the research will continue with detailed analysis in further works.

As the third limitation, it is possible to specify a methodological limitation. The research sample embraced only prosumers, not enterprises. It is advisable to extend the research to enterprises. All these above issues should be carefully considered and assimilated in the future works.
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Abstract—Providing financial e-services in the all areas involves taking decisions processes. Existing systems, also multi-agent systems, usually include only one of the earlier mentioned areas, and they are closed systems, available only to a small group of users. In addition, agents’ knowledge in these systems is characterized by a certain degree of heterogeneity. Since in the decisive process one final decision is required, knowledge shall be automatically integrated. The aim of this paper is presentation of the author’s method for knowledge integration in multi-agent decision support system of financial e-services. The first part of paper presents an architecture of the developed system, functioning of selected agents and a structure of agents’ knowledge representation. Next, the developed method for integration of knowledge has been described. The last part of paper presents the results of research experiment to evaluate the effectiveness of the system and the developed method.

I. INTRODUCTION

In the era of e-economy one can observe a sudden increase in the level of offered e-services connected with finances, embracing all financial services available to clients via the Internet [1]. The Polish Agency for Enterprise Development [2] has defined financial e-services as all operations connected with finances conducted via electronic media. These types of services are provided within the following areas [2, 3, 4]:
- investment (securities, currencies),
- banking,
- insurance,
- financial consulting,
- managing one’s own finances,
- payments.

Providing financial e-services in the mentioned areas involves taking decisions processes. These processes most often need to be executed in a near-real time, and they are always characterized by a certain degree of risk. They are often supported by multi-agent decision support system [5]. Such system may generate decisions constituting hints or tips to investors, or alternatively decisions may be taken automatically (taking into account criteria specified by an investor – e.g. return rate, risk). However, existing systems usually include only one of the earlier mentioned areas, and they are closed systems, available only to a small group of users. It needs to be noticed that in multi-agent decision support system, agents use various sources of data and different methods of supporting decisions. Consequently, variants of decisions presented by individual agents may differ. Therefore, agents’ knowledge is characterized by a certain degree of heterogeneity. Since in the decisive process one final decision is required, knowledge shall be automatically integrated. The integration shall be performed in relation to a given area, and also in relation to all areas of financial e-services are provided.

Related works on the subject also mention various methods of knowledge integration, for example negotiations [6], or deduction-calculation methods [7]. Negotiations enable effective integration of knowledge by reaching a compromise, however they require exchanging a large number of communications between agents, which results in decreased efficiency of the multi-agent system. The deduction-calculation methods (e.g. ones based on the theory of games, classical mechanics, or methods of choice) enable one to obtain a great computational or calculation capacity of a system, however they do not guarantee a proper result of knowledge integration [8]. Thus, applying negotiation or deduction and calculation methods cannot guarantee an adequate level of satisfaction from taken decisions. In order to eliminate the presented problems, consensus methods may be applied which enable integration of knowledge in a real time and guarantee reaching a good compromise at a lower level of risk, which may consequently lead to selecting decisions producing profits satisfactory for a decision maker [8, 9]. In a consensus each party/side is taken into account, each party “loses” the least, and each one contributes to the consensus, and all parties accept the consensus, so the consensus constitutes a representation of all agents.

The aim of this paper is presentation of the author’s method for knowledge integration in multi-agent decision support system for financial e-services. The first part of paper presents an architecture of the developed system, functioning of selected agents and a structure of agents’ knowledge representation. Next, the developed method for integration of knowledge has been described. The last part of paper presents the results of research experiment to evaluate the effectiveness of the system and the developed method.
II. ARCHITECTURE OF SYSTEM AND DESCRIPTION OF SELECTED AGENTS

Multi-agent decision support system for financial e-services consist of following elements:

1. Collectives of agents. The purpose of the members of the collective is the analysis of information from the market, generating a decision and taking an action. Each agent in the collective running on the basis of a different method of decision support. Each collective makes decisions from a different area (for example, Collective 1 makes the banking decisions, Collective 2 makes the investment decisions, Collective 3 makes the insurance decisions). Collective members knowledge state is represented by uniform structure (described in section V).

2. Knowledge integration module, which integrate the knowledge of individual members of the collectives (by using a consensus method - integration is performed independently for each collective). One, final decision is determined (for each collective determined a separate decision). The final decision is then presented to users.

3. Users - financial investors or software agents making decisions on behalf of the investor.

In our prototype of system, agents running in order to determine decisions in the area of investment and banking use methods of technical analysis, fundamental analysis, artificial intelligence (such as genetic algorithms, artificial neural networks, expert systems), two collectives: financial investments and banking. The next part of paper describes functioning of randomly selected agents: MixedTechnical, BollingerPlus and Fundamental.

A. The MixedTechnical agent

MixedTechnical agent has been developed on the Java Agent Development Framework (JADE), which is a platform to facilitate the creation of agents and multi-agent systems in the Java programming language [10]. Agent generates buy/sell decisions on the basis of commonly used technical analysis indicators (Lento, 2008): Average Directional Index (ADX), Relative Strenth Index (RSI), Rate of Change (ROC), Commodity Channel Index (CCI), Moving Average of Oscillator (OsMA), Moving Average Convergence Divergence (MACD), Stop and Reverse (SAR), Williams %R, Moving Average (MA). Agent generates decisions depending on what the decision is suggested by a larger number of indicators used. Agent’s knowledge is represented by using three-values logic (value „1” denotes „buy” decision, value „-1” denotes „sell”, decision, value „0” denotes „do nothing”).

B. The BollingerPlus agent

The BollingerPlus agent is created on the basis of the Bollinger Bands indicator [11]. These bands are volatility constraints placed above and below a moving average. Volatility is expressed by the standard deviation, which changes as volatility increases and decreases. The bands automatically widen when volatility increases and narrow when volatility decreases. The buy decision’s probability level is calculated when the price is close to the upper Bollinger Band or breaks above it, and the sell decision is calculated when the price is close to the lower Bollinger Band or falls below it.

C. The Fundamental agent

Agent Fundamental makes decisions using fundamental analysis. For this purpose he performs the analysis of text documents containing the experts' opinions on the economic situation or the organization’s situation. The main purpose of the analysis is to determine the general sentiment of opinion, i.e. to determine whether the opinion is positive (suggesting a “buy” decision) or negative (suggesting a “sell” decision) or neutral (suggesting the “leave unchanged” decision). The analysis is done by the agent built by using The Learning Intelligent Distribution Agent (LIDA) architecture [12]. The advantage of this architecture is its emergent-symbolic character, making it possible to process both structured (numerical and symbolic) and unstructured (stored in natural language) information. This agent consists of following modules: sensory memory, perceptual memory, workspace, episodic memory, declarative memory, attentional codelets, global workspace, action selection, sensory-motor memory. The functioning of the agent is performed in the frame a cognitive cycle.

Considering the process of analysis of expert opinions, the environment of agent functioning is a set of text documents containing these opinions (opinions are placed e.g. on financial portals). Agent looking for opinions, and then stores them in a repository (system’s database). Text analysis is performed in the following way:

1. A semantic network containing terms and connections between them is created in the perceptual memory on the basis of a learning set. The perceptual memory stores also synonyms and different variations of words (thesaurus). In the perceptual memory of LIDA agents terms are represented by means of nodes, whereas connections are represented by means of links.

2. Individual text documents are added one by one into the sensory memory.

3. Opinions are analyzed by codelets, i.e. programs which search through texts according to certain criteria specified by means of configuration parameters.

4. Results of analysis, in the semantic network form, are transferred to the workspace (a current situational model is created).

5. In the next step, the situational model is passed to the global workspace and from the procedural memory the following patterns of action are automatically selected: „saving results of opinion analysis into a data base and „loading next opinion into the sensory memory”.

---

1 Text documents’ analysis, performed by LIDA agent, has been characterized in work [13] in details.
III. METHOD FOR KNOWLEDGE REPRESENTATION

Each agent running within the given collective presents its decision in the form of a specific structure of knowledge. In the considered system a structure developed by [10] has been used. The structure is defined as follows:

Definition 1
A structure for representation a decision $D$ of finite set of financial assets $E = \{e_1, e_2, \ldots, e_N\}$ is called a sequence:

$$D = \{\langle E^+ \rangle, \langle E^- \rangle, \langle E^0 \rangle, Z, SP, DT\}$$

where:

1. $E^+ = \{e_1, pe_{e_1}, e_2, pe_{e_2}, \ldots, e_N, pe_{e_N}\}$.
   
2. $E^- = \{e_1, pe_{e_1}, e_2, pe_{e_2}, \ldots, e_N, pe_{e_N}\}$.

Couple $\{e, pe\}$, where: $e \in E$ and $pe \in [0,1]$ denote a financial asset and this asset’s participation in set $E^+$.

Financial asset $e_1 \in \{e, pe\}$ is denoted by $e_1$ when $\{e_1, pe_{e_1}\} \in E^+$. The set $E^+$ is called a positive set; in other words, it is a set of financial assets with respect to which an agent has the knowledge or information that they should buy.

2. $E^- = \{e_1, pe_{e_1}, e_2, pe_{e_2}, \ldots, e_N, pe_{e_N}\}$.

Couple $\{e, pe\}$, where: $e \in E$ and $pe \in [0,1]$ denote a financial asset and this asset’s participation in set $E^-$. Financial asset $e_1 \in \{e, pe\}$ is denoted by $e_1$ when $\{e_1, pe_{e_1}\} \in E^-$. The set $E^-$ is called a negative set; in other words, it is a set of financial assets with respect to which an agent has no knowledge or information whether to buy or sell them. If these assets are held by an investor, they should not be sold, or if they are not in the possession of the investor, they should not be bought.

3. $E^0 = \{e_1, pe_{e_1}, e_2, pe_{e_2}, \ldots, e_N, pe_{e_N}\}$.

Couple $\{e, pe\}$, where: $e \in E$ and $pe \in [0,1]$, denote a financial asset and this asset’s participation in set $E^0$. Financial asset $e_1 \in \{e, pe\}$ is denoted by $e_1$ when $\{e_1, pe_{e_1}\} \in E^0$. The set $E^0$ is called a neutral set; in other words, it is a set of financial assets with respect to which an agent has the knowledge or information that they should sell.

4. $Z \in [0,1]$ - decision rate of return forecast.

5. $SP \in [0,1]$ - degree of certainty of rate $Z$. It can be calculated on the basis of the level of risk related to the decision.

6. $DT$ - date of decision.

IV. METHOD FOR KNOWLEDGE INTEGRATION

Fig 1 presents schema of the knowledge integration process.

In order to knowledge integration, a consensus algorithm is used, formally defined as follows:

**Input:** Profile (set) $A = \{A^{(1)}, A^{(2)}, \ldots, A^{(m)}\}$ consists of $M$ structures of knowledge.

**Output:** Consensus

$CON = \{CON_1, CON_2, \ldots, CON_{m}, CON_{SP}, CON_{DT}\}$ for profile $A$.

**START**

1. $CON_1, CON_2, CON_3, CON_4, CON_5, CON_6, CON_7, CON_8, CON_9, CON_{10} = 0$.

2. $CON_1 = \frac{1}{M} \sum_{i=1}^M Z_i$.

3. $CON_2 = \frac{1}{M} \sum_{i=1}^M SP_i$.

4. $CON_3 = \frac{1}{M} \sum_{i=1}^M DT_i$.

let $d = \sum_{i=1}^M \left| \left| CON_i, A^{(j)} \right| \right|$ and $j = 1$.

5. If $e_j \in CON_1$ then $CON'_1 = \{CON_1, j\}$, $CON_{SP}', CON_{DT}', CON_{SP}'$.

Go to 8.

6. If $e_j \notin CON_1$ then go to 6.

6. If $t(j) = 0$ then go to 9.
7. If \( e_j \cap \text{CON} \neq \emptyset \) and \( e_j \in \text{CON}_1 \) or \( e_j \in \text{CON}_2 \) then
\[
\text{CON} = \left\{ \text{CON}_1 \cup \{ e_j \}, \text{CON}_2 \setminus \{ e_j \}, \text{CON}_3 \setminus \{ e_j \}, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
If \( e_j \cap \text{CON} = \emptyset \) then
\[
\text{CON}' = \left\{ \text{CON}_1 \cup \{ e_j \}, \text{CON}_2, \text{CON}_3, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
8. If \( \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| < d \) then \( \text{d} := \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| \) and \( \text{CON} := \text{CON}' \). 
9. If \( e_j \in \text{CON}_1 \) then \( \text{CON}' := \left\{ \text{CON}_1, \text{CON}_2 \setminus \{ e_j \}, \text{CON}_3, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\} \). Go to: 12.
10. If \( t_{j}(j) = 0 \) then go to: 13.
11. If \( e_j \cap \text{CON} \neq \emptyset \) and \( e_j \in \text{CON} \) or \( e_j \in \text{CON}_2 \) then
\[
\text{CON}' = \left\{ \text{CON}_1 \setminus \{ e_j \}, \text{CON}_2 \cup \{ e_j \}, \text{CON}_3, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
If \( e_j \cap \text{CON} = \emptyset \) then
\[
\text{CON}' = \left\{ \text{CON}_1, \text{CON}_2, \text{CON}_3 \setminus \{ e_j \}, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
12. If \( \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| < d \) then
\[
\text{d} := \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| \) and \( \text{CON} := \text{CON}' \), go to: 13.
else go to: 16.
13. If \( e_j \in \text{CON} \) then
\[
\text{CON} = \left\{ \text{CON}_1, \text{CON}_2, \text{CON}_3 \setminus \{ e_j \}, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
go to: 16.
14. If \( t_{j}(j) = 0 \) then go to: 17.
15. If \( e_j \cap \text{CON} \neq \emptyset \) and \( e_j \in \text{CON} \) or \( e_j \in \text{CON}_2 \) then
\[
\text{CON}' = \left\{ \text{CON}_1 \setminus \{ e_j \}, \text{CON}_2 \cup \{ e_j \}, \text{CON}_3, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
If \( e_j \cap \text{CON} = \emptyset \) then
\[
\text{CON}' = \left\{ \text{CON}_1, \text{CON}_2, \text{CON}_3 \setminus \{ e_j \}, \text{CON}_4, \text{CON}_5, \text{CON}_6 \right\}
\]
16. If \( \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| < d \) then
\[
\text{d} := \sum_{i=1}^{n} \left| \psi(\text{CON}, A^{(i)}) \right| \) and \( \text{CON} := \text{CON}' \).
17. If \( j < N \) then \( j := j + 1 \). Go to: 2
else: STOP.
STOP.

V. RESEARCH EXPERIMENT

The aim of the experiment was to examine the effectiveness of the system and developed method for knowledge integration. The collective knowledge of agents on the area of investment and knowledge integration module (named Agent Supervisor), was evaluated. Data from randomly selected quotations has been used (Sygnity company). Test was conducted, which the following assumptions:

1. Quotations from randomly selected periods was used:
   - 01-02-2016 9.30 to 06-02-2016 17.00,
   - 08-02-2016 9.30 to 13-02-2016 17.00,
   - 15-02-2016 9.30 to 20-02-2016 17.00.

2. Following agents was evaluated:
   - MixedTechnical,
   - BollingerPlus,
   - Fundamental,
   - Supervisor.

3. It was assumed that the initial capital, which has an investor is 1000 PLN, and the rate of return on investment assumed difference between that amount and the amount the investor will have the last sell transactions in a given period. The rate of return is expressed in nominal units (PLN).

4. The transaction cost was not considered.

5. It was assumed that in each transaction the investor engages 100% of the capital held.

6. Analysis of the quality of collective knowledge was carried out using the following measurement (ratios):
   - rate of return (ratio \( x_1 \)),
   - the number of profitable transactions (ratio \( x_2 \)),
   - the number of unprofitable transactions (ratio \( x_3 \)),
   - the average rate of return per transaction (r. \( x_4 \)),
   - Sharpe ratio (ratio \( x_5 \)),
   - the average coefficient of variation (ratio \( x_6 \)).

In order to comparison quality of collective knowledge, the following function was used[15]:

\[
y = (a_1 x_1 + a_2 x_2 + a_3 (1 - x_3) + a_4 x_4 + a_5 x_5 + a_6 (1 - x_6))
\]

where \( x_i \) denote the normalized values of ratios mentioned in item 6 from \( x_1 \) to \( x_6 \). It was adopted in the test that coefficients \( a_1 \) to \( a_6 = 1/6 \).

7. The results obtained by the tested agents were compared with the results of the Buy-and-Hold (B&H) benchmark^1 - table 1.

Summing up the results of the evaluation of knowledge of a group of agents and the Supervisor agent one may notice that in the considered periods their decisions generated both profits as well as losses. While evaluating the efficiency of the system one needs to take into account not only the return rate but also other indicators, including the level of risk connected with an investment, which the evaluation function employed in the article enables. In the first period, BollingerPlus proved to be the best agent, and the remaining agents got a higher note than the B & H benchmark note. In the second period, the Supervisor agent received a note higher that the remaining agents and the B & H benchmark. Taking into account the third period, one may notice that the ranking of notes looks similar to the second period.

Taking into consideration all the periods one may conclude that most often (2 of 3 periods) the highest note was given to the Supervisor agent, even though the return rate achieved by the agent had not always been the highest one. The note however results from a low level of risk connected with investing on the basis of decisions generated as a result of knowledge integration. However, in all periods, the MixedTechnical agent received low notes as due to a relatively high level of risk it generated little return rates. The Fundamental agent received average level notes in all periods which may be connected with the fact that the agent generated a very small number of decisions.

---

1 benchmark is also implemented as agent’s algorithm.
On the basis of the research experiment one can draw the conclusion that integration of agents’ knowledge enables selecting decisions which produce benefits satisfactory to a user. Integration of knowledge performed by the Supervisor agent using consensus determining algorithm is performed in a near to real time. The agent selects a final decision on the basis of suggestions generated by all remaining agents, which consequently leads to a decreased level of risk.

VI. CONCLUSION

Functioning of a multi-agent decision support system for financial e-services requires continuous, automatic integration of agents’ knowledge. The process enables the elimination of decisions generated by group members whose knowledge status has been evaluated as being poor, which means that decisions taken by such agents may most of the time bring unsatisfactory results. Thanks to that, their influence on the final decision established with the use of knowledge integration module and presented to a user is eliminated. Additionally developed algorithm enables taking into account summed-up knowledge of a group as it includes knowledge of all members of a group. The issues discussed in the paper imply further research concerning, for example, implementation of agents performing behavioural analysis and developing a multistep method of integration which would include improving knowledge of agents.
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### Table I

<table>
<thead>
<tr>
<th>Agent’s name</th>
<th>Period</th>
<th>Rate of return</th>
<th>Number of transaction</th>
<th>Rate of return per transaction</th>
<th>Sharpe ratio</th>
<th>Average coefficient of variation</th>
<th>Evaluation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed/Technical</td>
<td>1</td>
<td>3.25</td>
<td>5</td>
<td>3</td>
<td>0.41</td>
<td>0.08</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-83.68</td>
<td>4</td>
<td>7</td>
<td>-7.61</td>
<td>-1.03</td>
<td>14.18</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>34.17</td>
<td>4</td>
<td>1</td>
<td>6.83</td>
<td>0.57</td>
<td>6.44</td>
</tr>
<tr>
<td>BollingerPlus</td>
<td>1</td>
<td>10.10</td>
<td>5</td>
<td>2</td>
<td>1.44</td>
<td>0.64</td>
<td>18.29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-15.14</td>
<td>3</td>
<td>5</td>
<td>-1.89</td>
<td>-0.43</td>
<td>7.83</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>25.48</td>
<td>5</td>
<td>2</td>
<td>3.64</td>
<td>0.29</td>
<td>11.87</td>
</tr>
<tr>
<td>Fundamental</td>
<td>1</td>
<td>2.43</td>
<td>4</td>
<td>2</td>
<td>0.41</td>
<td>0.78</td>
<td>8.21</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-21.75</td>
<td>1</td>
<td>3</td>
<td>-5.44</td>
<td>0.64</td>
<td>6.45</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>25.43</td>
<td>2</td>
<td>1</td>
<td>8.48</td>
<td>0.71</td>
<td>2.34</td>
</tr>
<tr>
<td>Supervisor</td>
<td>1</td>
<td>2.26</td>
<td>3</td>
<td>1</td>
<td>0.57</td>
<td>0.82</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-3.97</td>
<td>2</td>
<td>1</td>
<td>-1.32</td>
<td>0.73</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>21.30</td>
<td>3</td>
<td>0</td>
<td>7.10</td>
<td>0.94</td>
<td>2.90</td>
</tr>
<tr>
<td>B &amp; H</td>
<td>1</td>
<td>-25.41</td>
<td>0</td>
<td>1</td>
<td>-25.41</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-73.78</td>
<td>0</td>
<td>1</td>
<td>-73.78</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13.63</td>
<td>1</td>
<td>0</td>
<td>13.63</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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Abstract—This paper aims to contribute to the better understanding, and in consequence, better development and implementation of crowdfunding projects for filmmaking. This study covers two areas of analysis: project-level research and founders-level (creators-level) research. In the first area, the article presents an analysis of documentary film projects based on descriptive statistics and the clustering of the film projects. In the second area, the paper sheds light on the Polish filmmakers’ attitude to crowdfunding, and this analysis was based on a survey. This exploratory study led to the following conclusions: 1. The descriptive statistics indicate that the ‘average documentary film’ on the Polish market reaches a higher level of funding compared to non-documentary projects, and higher numbers of supporters. 2. The film projects on the Polish crowdfunding platforms can be segmented into six clusters. 3. The survey conducted among Polish filmmakers indicates that the experts strongly differed in their views about crowdfunding in general, and specifically, in the crowdfunding for documentary films. Such diversity of opinions and attitudes may be linked to the novelty of crowdfunding and therefore, the experts' difficulty of assessing the present and future role of crowdfunding for filmmaking. 4. This study shows that over 85% of experts agree with the sponsor's involvement with film production. Such a high level of expert agreement is important as nowadays ‘being a prosumer’ is one of the major trends of consumer behavior.

I. INTRODUCTION

The magnitude of crowdfunding has been steadily growing: in 2014 the global total volume of funding was about 16.2 billion US$ compared to 0.8 billion US$ in 2010 (Belleflamme, Omrani, & Peitz, 2015), the European Commission recorded the growth of crowdfunding platforms from 445 million euro in 2011 to 1 billion euro in 2013 (Borello, De Crescenzo, & Pichler, 2015), and World Bank predicts that crowdfunding will reach 93 billion US$ by 2025 (Kshetri, 2015). Although, crowdfunding covers very different kinds of projects, the cultural industries, such as film, music and video games have been taking a large share of the crowdfunding market (Boeuf, Darveau, Legoux, 2014). Major crowdfunding platforms gather thousands of artistic projects, e.g. on 1 May 2016, on Kickstarter there were over 294 thousand projects in all artistic categories, nearly 55 thousand projects in the category of video/film, and within this category over 600 ‘live’ projects (kicker-starter.com, 01.05.2016).

In Poland crowdfunding is still in the very early stages of introduction to possible adopters, both to funders (called also sponsors or backers) and founders (project creators). So far, Polish crowdfunding platforms have attracted a relatively small group of users, for example, on 2 May, 2016 the crowdfunding platform polakpotrafi.pl reported 2263 projects in all categories (polakpotrafi.pl, 02.05.2016). However, we presume that the near future would bring further expansion of crowdfunding on the Polish market due to various factors, for instance, diminishing barriers for Internet payment and growing user knowledge about crowdfunding.

The academic research of crowdfunding is still in the nascent stage, especially if we consider the research conducted in a part of a particular domain, e.g. the crowdfunding for disruptive innovations, or the crowdfunding for art and cultural events. This article aims to fill the gap in the understanding of crowdfunding in the domain of film production. In this study we particularly focus on crowdfunding projects linked to documentary films.

The paper is structured as follows: in the next section we discuss the research problem and the scope of the conducted analyses, and then we present the context of research. The third section focuses on the analysis of the documentary films on selected crowdfunding platforms (Kickstarter, polakpotrafi.pl, and wispieramkulture.pl). This overview of the film projects is followed by a presentation of the results of a survey conducted among Polish filmmakers. Finally, the last part of the article highlights the conclusions, and future research.
I. THE RESEARCH PROBLEM

A. The scope of research

Our research aims to contribute to better understanding the process of film crowdfunding, with particular focus on documentary films and the Polish filmmaking industry. In this article, we present a study conducted in the following two areas:

A. the overview of the film and documentary film projects on selected crowdfunding platforms;
B. the Polish filmmakers’ attitudes to crowdfunding;

B. Overview of film and documentary film projects on the selected crowdfunding platform

The idea of crowdfunding began from the crowdfunding of small-scale music and film projects (Hörisch, 2015). Nowadays, it seems that crowdfunding covers almost all kinds of human activities (from art, technology, medicine, scientific discovery to film production), and crowdfunding projects significantly vary in time duration (from ‘one-time’ events to projects enabling the expansion of business ventures). In literature, crowdfunding is classified into four different models (see - Ryu & Kim, 2016; Lam, & Law, 2016), although in practice crowdfunding can be based on their variations (see – Vasileiadou, Huijben, & Raven, 2015). The main crowdfunding models are: donation-based crowdfunding, lending-based crowdfunding, reward-based crowdfunding, and equity-based crowdfunding.

The majority of the film projects are based on a reward-based crowdfunding in which the funders receive different kinds of rewards as compensation for their support. In some situations, funders make a very small donation (for example, 5 zł) without even expecting a reward at all (donation-based crowdfunding). In most projects, the creator of the project (the founder) offers the film (DVD or online viewing) as a reward, therefore film crowdfunding can be perceived as pre-ordering the product by the potential audience. The creator often encourages the crowdfunding to participate and co-create the final product (e.g. playing parts in the film), and therefore the crowdfunding acts as a prosumer.

Apart from financing the project, crowdfunding can play other roles, for example being a way of promotion or a tool of validating the potential market for ideas (Hörisch, 2015). These two roles can be noticed also in film projects, as crowdfunding can bring public attention to a particular movie production (promotion role), and – if the project fails in funding – it may be a signal that the idea was not properly developed (the validation).

The knowledge of the project creator in how to develop the project, (for example, what level of financing is feasible, how to reward the backers), is crucial for enhancing the project’s probability to meet the financial goal (the requested financial support). On many reward-based crowdfunding platforms (e.g. Kickstarter.com or polakpotrafi.pl) if the project does not meet the threshold of funding, the money returns to the backers, therefore reaching the financial threshold for each project determines the project’s actual execution. Any crowdfunding must consider that many factors may constitute the success or failure of crowdfunded projects, for example: the entrepreneur’s social capital (see – Zheng et al., 2014), the entrepreneur’s network of close contacts (Mendes-Da-Silva et. al, 2016), the way in which the project demonstrates its legitimacy (Frydrych et al., 2014), or the level of required funding, the time of project duration, and its contribution frequency from sponsors (Cordova, Dolci, & Gianfrate, 2015).

This study focuses on the analysis of crowdfunding for documentary film projects on the Polish market. To what extent does the funding of these film projects vary? Do most projects aim for very high or low funding? What is the ‘average’ level of funding, or number of sponsors?

To analyze crowdfunding for filmmaking we gathered the data from two selected Polish reward-based crowdfunding platforms – polakpotrafi.pl and wspieramkulutre.pl. The analyses were based on the descriptive statistics and K-Means analysis aiming to identify the clusters of film projects. To better understand the features of Polish crowdfunding compared to global platforms, we also conducted an analysis of selected documentary film projects on Kickstarter.

C. The filmmakers’ attitudes to crowdfunding

The future of crowdfunding for films is, and will be, affected by the filmmakers’ knowledge and attitude to the crowdfunding phenomenon. How do the professional filmmakers perceive the role of crowdfunding? What kind of barriers do they perceive for film crowdfunding? Do they agree with sponsor participation and film co-creation as a possible reward? In what way do experts assess the probability of success for documentary films? We looked for the answers by conducting a survey among the professionals. In April 2016, 37 respondents - Polish film producers and students of film production – took part in the survey, and filled in a questionnaire. As film production students are more likely to seek new funding sources compared to well-known producers, the opinion of this group is especially interesting and can be an indicator of crowdfunding development in the near future.

II. THE CONTEXT OF RESEARCH

In this section of the article, we would like to point to the following aspects of crowdfunding: the type of crowdfunding platforms, the sponsors, and developing the reward options.
A. Type of crowdfunding platforms

To date, equity-based crowdfunding (in which the founders agree on sharing the profit) is much less popular and takes a much smaller part of the crowdfunding market than reward-based crowdfunding, however, its popularity may grow in future (Son Turan, 2015). With reference to filmmaking, we would like to point to the following two examples:

- British film project - The Age of Stupid - in which the profits were pledged to crowdfunders (Belleflamme, Lambert, & Schwienbacher, 2014).
- CinemaShares.com – the crowdfunding platform which allows movie fans to buy shares of film projects (see - https://cinemashares.com, 02.05.2016).

B. The sponsors

Drivers and deterrents of crowdfunding differ from the perspective of the creator, funder (sponsor) and crowdfunding platforms (see – Kuti, & Madarász, 2014/3). So far, there is little knowledge about the specific sponsors’ needs, behavior, motivation or characteristics in crowdfunding for filmmaking.

The study of Ryu, & Kim (2016) is helpful in the understanding of the film crowdfunding’s characteristics, although the study covers different kinds of projects (not only films). The authors identified four types of crowdfunding sponsors, which are named descriptively as ‘angelic backers’, ‘reward hunters’, ‘avid fans’ and ‘tasteful hermits’. These identified clusters of sponsors differ not only in their characteristics (for example, the value of philanthropic and reward motivation), but also they tend to pledge money at different stages of the project life-cycle: from project launching to project closing. Ryu, & Kim (2016) also pointed out that the project genre determines what kind of sponsor group is attracted, and the authors stated that “[a]ngelic backers tended to support films, plays, and charity projects, while reward hunters were more focused on art and design and game projects” (p. 49). The study of Galuszka, & Bystrov (2014) which refers to the music industry, showed that the sponsor’s motivation is not only connected with financial reward, but also to the willingness to support their favorite artists or the fandom.

Another important aspect is the viewer’s satisfaction. In this field, the research of Xu et al. (2016) can bring an interesting insight, although again, the study embraces different types of projects (not necessarily films). Xu et al. (2016) examined the sponsor’s satisfaction, and the ascendant factors from an asymmetrical perspective and configurational models. The authors pointed to the role of project implementation perspective, project novelty, sponsor participation, entrepreneur activeness and sponsor demographics as the important variables influencing sponsor satisfaction.

C. Developing the rewards options

Thürridl, & Kamleitner (2016) examined different types of rewards in the crowdfunding (in general, not only film), indicating their important features, such as purpose/reward type, tangibility, scarcity, geographical location, monetary value/reward tier, recognition, level of collaboration, and the core future. Their study showed that the most popular strategies of rewarding sponsors in the film category are ‘Add-On Highly Appreciated’ and ‘Top it Up’. In ‘Top it Up’ the rewards accumulate when a sponsor selects more valuable options, for example: for selecting the first tier the sponsor receives a ‘thank you e-mail’, but the second tier includes the reward from the first option, and additional benefits e.g. DVD film copy. ‘Add-On Highly Appreciated’ strategy underlines the value of the recognition of sponsor contribution to the project, for example, the filmmaker puts the name of the sponsor in the film credits.

In many cases of film crowdfunding, the crowdfunders pre-order the final product as a reward, which means that they take the risk that the film (final product) would not meet their expectations or the film would not be produced at all. Although fraud is possible in crowdfunding, the study conducted by Mollick (2014) indicates that very few projects failed to deliver the promised products, although delivery was often late. Some crowdfunding platforms, e.g. the crowdfunding platform Seed&Spark, offer the possibility to see the accepted movies on its website (https://www.seedandspark.com/, 03.05.2016), which may be a factor in enhancing the sponsor’s trust to the founder.

III. THE OVERVIEW OF THE DOCUMENTARY FILMS ON CROWDFUNDING PLATFORMS

A. Global crowdfunding platform – kickstarter.com

Kickstarter is one of the major reward-based crowdfunding platforms, at the time of writing, for creators from the US, the UK, Canada, Australia, New Zealand, the Netherlands, Denmark, Ireland, Norway, Sweden, Germany, France, Spain, Italy, Austria, Belgium, Switzerland, and Luxembourg. In order to overview the characteristics of the documentary film projects on kickstarter.com, we looked into data from two samples:

a. Sample 1 - On 13 April 2016 the search engine on kickstarter.com showed 14 920 projects classified as “documentary projects in film/video on Earth”. For further analysis, we selected 100 projects using, as the criterion, ‘the end day’ - the first listed project will end in 2 hours, the last project will end in 19 days. In the next step, from this list we selected 19 projects which had reached the level of successful funding at the moment of sampling (note – 1. as some of these 19 successful projects still had a few more
days for running, the actual funding for these projects may be higher than we captured in our sample; 2. other projects from our sample list may well reach the level of funding in the next few days, but as they were not successful at the moment of sampling we did not include them for further analysis.

b. Sample 2 - On 1 May, 2016, the search engine of the Kickstarter.com platform showed 15 014 projects categorized as ‘documentary projects in film/video on Earth’. In the next step, we entered in search the criterion of ‘the most funded’, and we sampled the 10 top projects.

The most funded documentary film project (sample 2) gathered over 1 mil US$ with support from over 8 500 backers (see Tab. I). The average funding for the top ten projects was over 476 thousand dollars with support from over 7 thousand backers. The top ten projects raised over 4.7 mil US$ altogether.

The 19 successful documentary projects analyzed from sample 1 raised US$ 240 994 altogether, with the average project receiving over 16 thousand dollars due to attracting over 160 backers. The overfunding for the 19 projects was 52% on average, meaning that the average project received more than one and a half times the funding that the founders applied for. Moreover, the ‘average project’ from the ‘top 10’ was overfunded by more than two times.

B. Polish crowdfunding platforms – polakpotrafi.pl and wspieramkulture.pl

For the analysis of Polish crowdfunding, we looked into the projects listed on two platforms: polakpotrafi.pl and wspieramkulture.pl. We gathered the data about the successful projects categorized as a film (on wspieramkulture.pl) or video/film (on polakpotrafi.pl), which were listed on these platforms in April 2016. It led to the analysis of 29 successful projects on wspieramkulture.pl and 108 successful projects on polakpotrafi.pl. In the next step of analysis, we classified 41 (38%) projects of the 108 projects as documentary films on polakpotrafi.pl, and 6 projects (21%) of the 29 projects as documentary films on wspieramkulture.pl. As the documentary films could have different features, we adopted a ‘soft’ approach for classification - taking as the main criterion to what extent the film is based on facts.

Our analysis was focused on two groups of projects in the film category: the documentary film vs non-documentary projects (for example: music video, fiction film). Tab. II presents the general overview of the documentary projects compared to the non-documentary projects on both Polish platforms. Average documentary film projects received funding of over 14 thousand złotych on the polakpotrafi platform, and nearly 16 thousand złotych on the wspieramkulure platform. The average documentary film project gathered the about 130 supporters. The statistics indicate a high level of diversification of projects, and a higher level of support for the documentary film projects compared to other film projects.

In order to identify the clusters for analyzed projects listed on polakpotrafi.pl, we used the following variables in the K-Means analysis:

- a. The type of film project: documentary or non-documentary;
- b. The level of overfunding the project received. The projects vary on the level to which the actual funding exceeded the financial threshold. We categorized the film projects into three categories based on the ratio ‘the actual

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>THE DESCRIPTIVE STATISTICS OF ANALYZED PROJECTS - KICKSTARTER.COM</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 successful projects from the 100 projects taken from ‘end day’ search</td>
<td>Top 10 documentary projects from the search ‘most funded’</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>Minimum</strong></td>
</tr>
<tr>
<td>Actual funding</td>
<td>$16 196.21</td>
</tr>
<tr>
<td>Financial goal (financial threshold)</td>
<td>$12 683.89</td>
</tr>
<tr>
<td>Ratio: actual funding/financial goal</td>
<td>1.52</td>
</tr>
<tr>
<td>Number of backers</td>
<td>164</td>
</tr>
<tr>
<td>Funding per a backer</td>
<td>$89.36</td>
</tr>
<tr>
<td>Number of new backers</td>
<td>122</td>
</tr>
<tr>
<td>Percentage of new backers</td>
<td>66%</td>
</tr>
</tbody>
</table>

Note: the currency of projects varied – there were British pounds, Australian dollars and American dollars. The data in the table is based on calculation of all the projects’ funding in American dollars.
funding/aimed financial goal for project'. Therefore, we identified three groups of projects: ‘just reach’ – ratio 100-119%, ‘medium overfunding’ – ratio 120-149%; ‘high overfunding’ – 150-199%, and ‘exceptional’ – ratio above 200%.

c. The numbers of sponsors – the project with ‘low numbers of sponsors’: 1 to 49; ‘medium number of sponsors’ – from 50 to 99 supporters; ‘high numbers of sponsors’ – from 100-199 supporters; ‘very high numbers of sponsors’ – above 200 supporters.

The K-Means analysis indicated six clusters for projects (Tab. III): three clusters for documentary films and three clusters for non-documentary projects. The three clusters of documentary projects are as follows:

- The largest cluster is the group of documentary films which ‘just reach’ the financial goal with few or relatively few supporters;
- The second cluster of documentary films is the group of projects which ‘just reach’ the financial goal, but these projects managed to engage high numbers of supporters;
- The third cluster is the group of documentary films which exceeded the level of financing on a medium level and attracted high numbers of supporters;

IV. POLISH FILMMAKERS’ VIEWS ON CROWDFUNDING

A. The methodology of conducting the survey

In the next phase of research, we asked professionals – filmmakers - about their attitude to crowdfunding. A group of 37 professionals (20 women, 17 men) - producers and the students of film production - took part in the survey which aimed to gather information about the barriers for crowdfunding film projects, the preferable structure of the rewards, and future trends on the market. We included the group of students as our respondents due to various reasons: 1. they are likely to seek funding outside the usual procedures, 2. they are likely to implement the Internet in their work, 3. their attitude will impact the development of the film industry as they soon enter (or they have just entered) the film market. In our research we used a

<table>
<thead>
<tr>
<th>Type of film project</th>
<th>Number of sponsors</th>
<th>The level of funding</th>
<th>Number of cases</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Documentary</td>
<td>LOW</td>
<td>JUST REACH</td>
<td>26</td>
<td>24.07</td>
</tr>
<tr>
<td>2 Documentary</td>
<td>HIGH</td>
<td>JUST REACH</td>
<td>7</td>
<td>6.48</td>
</tr>
<tr>
<td>3 Documentary</td>
<td>HIGH</td>
<td>MEDIUM OVERFUNDING</td>
<td>11</td>
<td>10.19</td>
</tr>
<tr>
<td>3 Non-documentary</td>
<td>LOW</td>
<td>JUST REACH</td>
<td>39</td>
<td>36.11</td>
</tr>
<tr>
<td>5 Non-documentary</td>
<td>HIGH</td>
<td>HIGH OVERFUNDING</td>
<td>8</td>
<td>7.40</td>
</tr>
<tr>
<td>6 Non-documentary</td>
<td>MEDIUM</td>
<td>JUST REACH</td>
<td>17</td>
<td>15.74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II. THE STATISTICS OF ANALYZED PROJECTS – POLAKPOTRAFI.PL AND WSPIERAMKULTURE.PL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Successful projects on polakpotrafi in film/video category</strong></td>
</tr>
<tr>
<td>All successful projects in film category N=108</td>
</tr>
<tr>
<td>Average actual funding per a project</td>
</tr>
<tr>
<td>Average – requested funding (threshold)</td>
</tr>
<tr>
<td>Minimum actual funding</td>
</tr>
<tr>
<td>Maximum actual funding</td>
</tr>
<tr>
<td>Average - number of sponsors per a project</td>
</tr>
<tr>
<td>Average funding per sponsor</td>
</tr>
</tbody>
</table>
questionnaire with closed and open questions. The survey was conducted in April, 2016.

B. The barriers for film crowdfunding

The filmmakers’ opinions about the barriers were highly diversified. The experts perceived and assessed factors which can hinder the development of crowdfunding differently (see Tab IV). To sum up the filmmakers’ responses, we point to the following conclusions:
a. An important barrier in using crowdfunding for film projects lies in the sponsors’ uncertainty of the project execution. Over 80% of experts agreed with the statement that the important barrier for financing film is the sponsors’ uncertainty in whether the money would be spent in a reasonable way. Also about 70% of experts shared the view that sponsors can be uncertain of whether the film would be produced at all.
b. There is no major crowdfunding platform developed exclusively for filmmakers on Polish market (almost 60% of experts pointed to this barrier).
c. Lack of knowledge about crowdfunding. Half of the group of experts expressed the view that Polish filmmakers lack detailed knowledge about the terms and rules of crowdfunding. Over 60% of experts claimed that Polish filmmakers do not ‘trust’ this way of financing film projects.
d. Uncertainty about the legal aspects of crowdfunding. Almost 60% of experts shared the opinion that the Polish legal regulations for crowdfunding can be perceived as ‘vague’.
e. The majority of experts do not perceive that the barriers lie in: 1) the lack of a proper schema of rewards, 2) the high cost of seeking financial support using crowdfunding, or 3) sponsors’ concerns about online privacy.

<table>
<thead>
<tr>
<th>The stated barrier</th>
<th>To what extent the experts agree with the statement (1- strongly disagree, 4 - strongly agree)</th>
<th>The percentage of experts which agree with the statement (4 or 5 points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The sponsor’s uncertainty that the money would be used in a reasonable way for film production</td>
<td>3.1</td>
<td>81%</td>
</tr>
<tr>
<td>The sponsor’s uncertainty that the film would be produced at all</td>
<td>3.1</td>
<td>68%</td>
</tr>
<tr>
<td>There is no major crowdfunding platform developed for filmmakers on Polish market</td>
<td>2.8</td>
<td>59%</td>
</tr>
<tr>
<td>Lack of filmmakers’ trust in crowdfunding</td>
<td>2.7</td>
<td>62%</td>
</tr>
<tr>
<td>Vague legal regulations for crowdfunding</td>
<td>2.8</td>
<td>59%</td>
</tr>
<tr>
<td>Lack of filmmakers’ knowledge about crowdfunding</td>
<td>2.7</td>
<td>51%</td>
</tr>
<tr>
<td>The prospective sponsors’ lack knowledge about crowdfunding</td>
<td>2.6</td>
<td>49%</td>
</tr>
<tr>
<td>High costs of crowdfunding for film projects</td>
<td>2.3</td>
<td>41%</td>
</tr>
<tr>
<td>Sponsors’ concerns about their privacy and data gathered by crowdfunding platforms</td>
<td>2.2</td>
<td>41%</td>
</tr>
<tr>
<td>Too low reward schema for sponsors offered by Polish filmmakers</td>
<td>2.1</td>
<td>30%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The reward</th>
<th>To what extent the reward is suitable for Polish film market (1 – not suitable at all, 5 – highly suitable)</th>
<th>The percentage of experts perceiving the reward schema as suitable for the Polish film market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Involving backers in events connected with the film, e.g. film premiere,</td>
<td>3.6</td>
<td>92%</td>
</tr>
<tr>
<td>thank you note on social media website</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The copy of the film on DVD as a reward</td>
<td>3.6</td>
<td>89%</td>
</tr>
<tr>
<td>The opportunity for a sponsor to be engaged in film production e.g.</td>
<td>3.4</td>
<td>86%</td>
</tr>
<tr>
<td>playing small parts in a film</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Film merchandise as rewards, e.g. T-shirts, mugs</td>
<td>3.0</td>
<td>65%</td>
</tr>
<tr>
<td>Sharing the profit earned by a film project with backers</td>
<td>2.1</td>
<td>32%</td>
</tr>
</tbody>
</table>
C. Developing a reward schema

In the next part of the survey experts were asked how they perceived different forms of rewarding backers (see Tab. V). The results are:

a. Majority of respondents perceived the following rewards as suitable for film production: involving backers in film events, offering a copy of the film DVD and engaging the supporters directly in the film production process, e.g., playing small parts in the film. The offering film merchandise was perceived as suitable by 65% of experts.

b. The experts do not agree with the idea of sharing the film profit with backers. Only one third of the experts consider the reward schema based on sharing the film profit with sponsors as a suitable solution on the Polish market.

D. The experts’ views about their involvement in crowdfunding and future trends

We asked experts the question based on the following scenario: “Imagine that today you are planning the process of film production. To what extent do you consider crowdfunding as a way of funding for your film project?”.

a. Over 90% of experts – 34 of the 37 respondents – stated that they consider crowdfunding as a supplementary way of funding the film project.

b. Three respondents stated that they would not consider crowdfunding at all.

c. None of respondents aimed to fund the film project mainly with crowdfunding.

The filmmakers also perceived the future role of crowdfunding differently. The group of experts was split almost in half in their assessment.

a. 51% of respondents agreed with the opinion that during the next five years the importance of crowdfunding for film projects would be growing significantly;

b. 49% of respondents expressed the opinion that during the next five years crowdfunding still remains only an ‘additional’ – not significant – way of funding film projects.

The experts also estimated the probability of success of the documentary film project differently.

a. Almost half of respondents (46%) stated that documentary films would probably be less successful than other film projects.

b. 24% of experts estimated the chances of success for documentary films as being similar to other film projects.

c. Almost 30% of experts perceived the documentary films as being probably more successful than other film projects.

V. CONCLUSIONS

This exploratory study, based on the analysis of selected film projects on crowdfunding platforms and the results of a survey conducted among Polish filmmakers, led to the following conclusions:

A. The statistical data indicates that the ‘average documentary film’ on the Polish market reaches a higher level of funding compared to non-documentary projects, and higher numbers of supporters.

B. The analysis indicates six different clusters of film projects on Polish crowdfunding platforms. Three clusters include documentary film projects:

- first cluster: documentary films ‘just reaching’ the threshold of funding, with relatively few sponsors;
- second cluster: documentary films ‘just reaching’ the threshold with a high number of sponsors;
- third cluster: documentary films reaching ‘medium level of overfunding’ with a high number of sponsors.

Although overfunding may seem be the indicator of film success and, at first glance, has only a positive effect on movie projects, the overfunding of film projects is also linked with possible problems connected with the growing scale of the project (for example, it can change the scale of producing and delivering the film merchandise).

C. The filmmakers taking part in the survey strongly differed in their views about crowdfunding in general, and specifically, the crowdfunding for documentary films. Such diversity of opinions and attitudes may be linked to the novelty of crowdfunding and therefore, the experts’ difficulty of assessing the present and future state of crowdfunding.

D. As the majority of film projects are reward-based crowdfunding, it is important for project creators to develop properly working reward options. This study shows that over 85% of experts agree with the sponsor’s involvement with film production. Such high level of expert agreement for sponsor-filmmaker cooperation is important, as one of the major trends of consumer behavior is based on the ‘being a prosumer’ attitude.

This study is as an exploratory study; therefore, the obtained result is difficult to generalize. However, this exploratory study gives the background for future research, particularly in such areas as:

- building trust between sponsors and founders in crowdfunding for filmmaking;
- the promotional role of crowdfunding and its incorporation in the promotion of a film project;
- the role of crowdfunding in marketing research for the film industry.
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Abstract — The increasing digitalization of business and society leads to drastic changes within companies. Nearly all enterprises have to face enormous challenges when dealing with topics such as Industry 4.0/Industrial Internet. One of these challenges represents the realistic classification of the company’s own IT infrastructure. In this paper we present a maturity model (SIMMI 4.0 – System Integration Maturity Model Industry 4.0) that enables a company to classify its IT system landscape with focus on Industry 4.0 requirements. SIMMI 4.0 consists of 5 stages. Each describes several characteristics of digitization, which allows a company to assess itself. Additionally, recommended activities are presented for each stage of digitization, which can enable a company to reach the next stage of maturity. We also present several possible topics for future research to improve and refine the developed maturity model.

I. MOTIVATION

One of the most important challenges that companies currently face is the digitization of business processes and the enterprise itself. They have to join in global digital networking, improve automation of individual or even all business processes, and reengineer existing business models to gain momentum in digital innovation. It has never been more important for enterprises to be able to rely on IT-enabled capabilities, as well as to count on a deep understanding of information technology in general and in digital innovation in particular. Without a doubt, nearly all enterprises have to undergo an increasing digital transformation to remain competitive in global markets. In these efforts, the specific challenge for companies is to realize the increasing integration of virtual, digital programs with real objects or products in their everyday business in order to subsequently adapt, enhance, or optimize the processes [1]–[4].

For a while, trends such as Industry 4.0/Industrial Internet affected mainly large companies, especially since small- and medium-sized enterprises (SMEs) often judged such topics as too complex and expensive and partially classified them as not relevant. However, digitization is no longer limited to large companies and does not only concern separate functional areas such as the IT department. Rather, it takes place throughout the entire value chain of all companies [5]. Overall, together with this increasing digitalization of companies, the definitions of value-adding and supportive processes become vague, whereby the traditional supply chain of a company with its downstream processes develops into a holistic supply/value network. Thus, also SMEs open themselves for the complex topic of Industry 4.0 and try to reshape their business processes and business models in this direction. To face up to this development the use of adequate information and communication technology (ICT) is essential. However, what is missing at this point is the companies’ level of knowledge concerning their own digitization. A number of studies already exist applying to this topic (e.g., [6], [7]). By using various interrogation techniques, the authors figure out which information and enterprise systems are used in business (especially in SMEs) and in what shape the IT-infrastructure of the company appears. There is, however, the question of how an IT landscape must be designed so that a company can “move” in the field of Industry 4.0. Recognizing and evaluating what systems are needed, and in which way and for what purpose, still embodies a challenge for companies.

This is where the present paper comes and this results in the main research question for our research:

What should a maturity model look like to assess a company’s IT system landscape in the context of Industry 4.0?

Industry 4.0, as the fourth stage of the industrial revolution is entitled, consists of an increasing digitization of products and systems, together with their interconnectedness. Thereby, the physical world is connected to the virtual world. The characteristics of Industry 4.0 are: e.g., horizontal integration across whole value networks, strong vertical integration within the company, and a digital
transparency of the engineering across the entire value chain [8], [9]. However, a universal definition for the term “Industry 4.0” does not exist. From the aforementioned descriptions and further characteristics of Industry 4.0 we deduce a working definition as the foundation for our research:

Industry 4.0 describes the transition from centralized production towards one that is very flexible and self-controlled. Within this production the products and all affected systems, as well as all process steps of the engineering, are digitized and interconnected to share and pass information and to distribute this along the vertical and horizontal value chains, and even beyond that in extensive value networks.

To answer the research question we present a tool (a maturity model) that enables companies to classify their own provided IT system landscape in the needs of an Industry 4.0 system landscape. This is also the core of our paper. We describe the components (dimensions and stages) of “SIMMI 4.0” (System Integration Maturity Model Industry 4.0) necessary to fulfill the requirements of an Industry 4.0 environment. Afterwards we finish with a short summary and an outlook for future research in this field.

Furthermore, related work with detailed insight into the field of Industry 4.0, as well as in the field of existing maturity models and into the development of our maturity model “SIMMI 4.0” are given in [10].

II. SIMMI 4.0 – SYSTEM INTEGRATION MATURITY MODEL INDUSTRY 4.0

As a starting point for model development, a further literature analysis was conducted. Contrary to the related work literature analysis in [10], the aim of this analysis was to gain an understanding about the existing level of knowledge about Industry 4.0, and, therefore, to deduce the essential requirements for IT systems in the context of Industry 4.0. Several databases (e.g., EBSCO, ScienceDirect, SpringerLink, and Google Scholar) were searched using the following terms and combinations of these terms: Information systems, Industry 4.0, Maturity models, Integration, Digitization, Internet of things and services, Cyber-physical systems, Value networks, IT systems, Enterprise systems, and Business information systems. Some of the resulting requirements from this literature analysis are presented as follows.

A. Requirements for IT systems in the context of Industry 4.0

In their final report about Industry 4.0, [8] highlighted three key requirements fostered by Industry 4.0 and thus should be supported by the enterprise application system landscape:

Vertical integration along the hierarchical levels of a company: While the different enterprise systems support their own tasks very well, the data of the respective systems, such as Enterprise Resource Planning (ERP) systems, Supply Chain Management (SCM) systems, Management Information Systems (MIS), Product Life cycle Management (PLM) systems, etc., is often stored in separate databases (sometimes data interfaces are provided) and partly stored in different formats. This sub-optimal level of integration must be improved for implementing Industry 4.0 business processes and activities.

Horizontal integration across value networks: For the implementation and use of different enterprise systems, failures and leakages throughout the flow of information must be avoided. In fact, the information must be accessible and usable at the right time in the right “place” along the entire supply chain and therefore for all business partners. Furthermore, the exchange of such information flows must be (completely) automatized.

Digital continuity of engineering: This means supporting a product’s engineering consistently and continuously along the entire supply chain by using adequate and appropriate enterprise systems and includes the production system development process as well.

Also, stemming from the literature review (especially from analyzed study results), cross-sectional technologies were identifiable as an important part of the enterprise systems. These technologies are defined below and their relevance to Industry 4.0 will be explained:

Service-oriented architecture: For example, the project “Platform Industry 4.0” has published a whitepaper that names the development of a reference architecture based on a Service-oriented architecture (SOA) as an important prerequisite for the implementation of Industry 4.0 [11].

Cloud Computing: Industry 4.0 not only leads to a digitization of separate production facilities, but also that of the enterprise’s information technology at the production plant(s) as well as all companies digitally interconnected along the supply chain. Considering cloud computing, these aspects are provided as different services; therefore, this could help enterprises operate in the field of Industry 4.0 effectively and efficiently.

Information aggregation and processing: In this context, aggregation of information implies that data can be easily identified from various integrated enterprise systems through different ways of treatment, such as clustering, filtering, and correlation. In a next step, this data is made available to every user or machine that needs it. This illustrates not only that the data of the production floor of the production systems (e.g., various interconnected machines, (semi-) products, sensors etc.) is aggregated and transferred towards the company’s higher levels and enterprise systems (e.g., ERP systems, SCM systems), but also that the data needs to be transferred in the opposite direction to the production floor [12].

IT security: In Industry 4.0, the company will be connected with/to the internet not just at an operational or higher level.
As part of the Internet of things and services, the production level/production floor, maybe even the control level of several machines themselves, as well as all levels up to the strategic level of companies will be connected through a continuous link to the internet. For this reason, IT security will be a major challenge for establishing different kinds of IT systems. Here, IT security is defined as adequate protection of all information available in form of electronic data. In addition, it must be ensured that the IT systems themselves and their services are available at all times for the users and work properly [13], [14].

**B. Components of SIMMI 4.0**

Depending on its aims and strategic positions as well as on its arrangements in terms of Industry 4.0, not every company needs to fully implement all the dimensions of SIMMI 4.0. There are several gradations per dimension, which in turn result in different stages within the maturity model. These dimensions can have different characteristics in terms of scope and intensity for each company. Therefore, Table I in the Appendix gives a summary of our proposal for SIMMI 4.0. In the following chapters, the dimensions and stages of SIMMI 4.0 are described in detail.

**B.1 Dimensions of SIMMI 4.0**

Several dimensions of the development of SIMMI 4.0 are deduced from the requirements from our literature analysis. With these dimensions, SIMMI 4.0 can enable a company to assess its IT system landscape.

**Dimension – Vertical integration:** This dimension focuses on the components of the lowest level of an enterprise, where different physical things ((semi-) products, machines, etc.) need to exchange information throughout the level itself and with the levels above. The most important criterion here is that this exchange is possible in both directions.

**Dimension – Horizontal integration:** Industry 4.0 requires horizontal integration across the different value networks. Accordingly, an essential criterion has emerged from the requirements above. An automated and integrated information flow is necessary along the horizontal enterprise level as well as beyond the enterprise borders. Without this information flow, a business-wide value network is not realizable, meaning that the various enterprise systems of the different partners in the value networks require interoperability at the data level. Therefore, a continuous and consistent information flow is needed [15], [16].

**Dimension – Digital product development:** For the engineering’s digital continuity it is especially important that each process step is represented digitally. For this purpose, at least one enterprise system should be integrated into each respective process step. In addition, the resulting data and information of each step must be forwarded to the next and previous step/enterprise system.

**Dimension – Cross-sectional technology criteria:** This dimension focuses on assessing the extent to which technologies are used across all different fields of Industry 4.0. Based on the requirements, the respective fields are: Service-oriented architecture, Cloud computing, Big Data, and IT Security. In addition, the level of support that enterprise systems can provide for these fields should be evaluated in this dimension.

**B.2 Stages of SIMMI 4.0**

SIMMI 4.0 is divided into five stages. Additionally, key activities for each stage, which must be conducted in order to be able to achieve a higher stage, are briefly specified. This five-stage division is justified by the fact that in the middle of this stage-model, in the third stage, the implementation of an intelligent factory (Smart factory) is completed. This foundation for Industry 4.0 should be and must be implemented in each company before stable, robust, and versatile value networks can be realized. By implementing an intelligent factory, a company can gain operating experience before the company and its systems are connected to other companies [15].

**Stage 1 – Basic digitization level:**

The company has not addressed Industry 4.0. Requirements are not or only partially met. The enterprise systems along the enterprise’s value chain support only their respective fields of activity. When integration is achieved, it is with specially implemented and complex interfaces. In addition, the processes are not or are only partially digitized. Product prototypes are designed in a costly way because of product development activities are not digitized. The company does not pursue service-oriented and cloud-based approaches. The data of the enterprise systems are aggregated only for strategic decisions. In addition, the confidentiality of the data is not provided. The company’s data is not protected against industrial espionage for example, incurring enormous damage annually. Anytime and continuous availability of data is not ensured. Sometimes, users cannot receive the data when they request it or access is not provided.

**Activities:**
- Start of engagement with focus on Industry 4.0
- First explorations of service-oriented approaches

**Stage 2 – Cross-departmental digitization:**

The company is actively engaged with Industry 4.0 topics. Digitization has been implemented across departments, and the first Industry 4.0 requirements have been implemented throughout the company. Information can be (partially) exchanged automatically among different departments and business areas. This level of integration no longer contains data islands within the company. In addition, several production plants are connected but instead through cloud solutions they are
connected through the exchange of information in other ways (paper-based, email, FTP, etc.). Production and product development is supported by several enterprise systems. However, data and information exchange is not automatized. Therefore, the previous and following steps are not optimized. The company starts to implement an SOA. Legacy systems are broken down, and their functionalities are encapsulated into services. New systems are implemented directly following the SOA principles. Thus, initial processes can be built as services. In addition, an enterprise service bus (ESB) is implemented to replace enterprise application integration principles and to enable direct connection between new systems.

Activities:
- Implementing an SOA
- Achieving cross-departmental integration
- First approaches for an IT security model
- First developments of mobile applications

Stage 3 – Horizontal and vertical digitization:
The company is horizontally and vertically digitized. The requirements of Industry 4.0 have been implemented within the company, and information flows have been automatized. The product development is consistently supported by enterprise systems. Information from the respective process steps can be forwarded to the next or previous process step.

The company has established an SOA. All the functionalities of the integrated systems are provided as services. The (semi-) products are part of this SOA and provide services themselves. To exchange information within the enterprise, cloud principles are applied. Services are available company-wide and can be accessed anywhere. Employees are able to retrieve information everywhere through mobile devices. In addition, machines and (semi-) products are displayed on the mobile devices as soon as they come into the device’s range. With this feature, the devices can display additional information about the machines (e.g., current processing step, maintenance status, etc.). Various data from the production plants will be aggregated and processed together. Using this data and information gained from production, production itself can be optimized in real time and can be adapted to prevailing or changing conditions when necessary.

IT security is increased through the use of an advanced security model. Access to data is continuously protected, and data is transmitted in an encrypted state within the enterprise. The data’s confidentiality, availability, and integrity are completely guaranteed.

Activities:
- Connection with other companies to build value networks
- Development of a cloud-based platform to offer services across the company border

Stage 4 – Full digitization:
The company has been completely digitized, even beyond corporate borders, and integrated into value networks. Industry 4.0 approaches are actively followed and anchored within the corporate strategy. Consequently, the level of integration can be described as enterprise-wide and cross-corporate horizontal and vertical integration. In order to optimize processes, the product development steps automatically pass information to previous and following production steps. The company has established a service-oriented and cloud-based platform that offers services in the value network in order to exchange information along the supply chain in real time. Machines can be maintained globally, regardless of their location (in terms of their software). Data is aggregated and processed company-wide as well as provided via entire value networks. The production floor in general is at a highly optimized level.

In addition to enterprise-wide data encryption, encryption is also used within the value networks. Users can access data anywhere by using established authentication measures.

Activities:
- Beginning collaborations with companies within the value networks for end-to-end solutions and the optimization of information flows

Stage 5 – Optimized full digitization:
The company is a showcase for Industry 4.0 activities. It collaborates strongly with its business partners and therefore optimizes its value networks. Through these collaborations, new business models and new end-to-end solutions are developed and enabled. During this development process each step inside and outside the company is digitized. Within the value networks physical value and information flows can also be represented digitally, so the entire added value can be simulated in real time. Thus, it is possible to automatically perform necessary adjustments for all companies of the value network. Furthermore, the IT security adjusts promptly to new risks. Occurring security problems are immediately solved. Encryption is optimized in cooperation with the partners along the value networks.

III. SUMMARY AND FUTURE ASPECTS

The aim of our research is to provide a maturity model for the classification of a company’s IT system landscape in the context of the Industry 4.0 requirements. Through a systematic literature review [10], we could demonstrate that no maturity model currently exists that meets the needs of Industry 4.0 in terms of a company-wide and even a cross-corporate IT system landscape. However, due to the drastic changes produced by the digitalization of businesses and society itself, it becomes necessary for enterprises to assess their IT system landscape in a realistic way. Therefore, an
easy-to-handle tool could provide adequate support for assessment.

With this in mind, we designed a new maturity model (SIMMI 4.0 – System Integration Maturity Model Industry 4.0) for assessing the readiness of a company’s IT system landscape in terms of Industry 4.0. However, this design process is not described in detail in this paper but can be found in [10].

Within this paper we present the first version of our maturity model SIMMI 4.0. Thus, the model’s development is not yet fully complete. The next steps include: (1) conducting several expert interviews and model adjustments based on the interviews if necessary (2nd iteration); (2) group interviews with companies to test the model’s practicability (3rd iteration). After these steps, evaluation of the maturity model will follow. This should be based on the above application of the model within several companies. The resulting design decisions based on the iteration steps, the transfer and evaluation in terms of the model’s dimensions and stages, more detailed evaluation steps, and the model’s scientific as well as practical contributions will be addressed in subsequent papers.

Beyond the development of SIMMI 4.0 (here primarily based on the literature review in [10], the comparison of existing maturity models), we identified additional links and needs for further research. For example, some maturity models already exist for the field of Industry 4.0 that deal with organizational aspects or system-specific aspects in detail. A mapping of these maturity models would be necessary to combine their different points of view. For example, different maturity level assignments and dimensions between these models should be developed to enable companies to fully classify themselves in terms of Industry 4.0 requirements in all levels of their enterprise. With this work, companies would be able to determine their overall maturity in the field of Industry 4.0.

A further aspect to investigate in the future is the data quality within various enterprise systems along the supply chain. Since companies in an Industry 4.0 environment must exchange data in large amounts and on an automated basis, a certain data quality is necessary to ensure efficient company-wide and cross-corporate business processes. Therefore, those companies should implement adequate master data management and data quality management. On this topic, two questions arise: (1) What design elements and components should be part of master data management and data quality management in the context of Industry 4.0? (2) How can master data management be integrated in maturity models addressing the IT systems landscape of Industry 4.0 companies? We will address those two questions in further research projects.

To conclude this contribution, some limitations must be recognized. Currently, SIMMI 4.0 has not been evaluated or tested. It is a maturity model that was derived from the literature by combining aspects of IT-related maturity models with Industry 4.0 requirements. In this respect, the development process of SIMMI 4.0 must continue. In the next iteration steps, we will clarify and review the model’s components based on expert and company assessment. Additionally, SIMMI 4.0 must prove its practicability and usefulness in an enterprise environment. We will address both aspects of the model’s limitations in our research project’s future steps focusing the field of Industry 4.0.

### IV. References


## TABLE I. OVERVIEW OF SIMMI 4.0

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Vertical Integration</th>
<th>Horizontal Integration</th>
<th>Digital Product Development</th>
<th>Cross-sectional technology criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stage 5 – Optimized full digitization:</strong></td>
<td>Continuous cross-corporate integration that is constantly optimized.</td>
<td>Continuous cross-corporate integration and collaboration in value networks.</td>
<td>Product development is processed digitally inside and outside the company (digitized end-to-end solution).</td>
<td>Simulation and optimization of value and information flows in real-time within the value network. IT security adjusts promptly to new risks. Occurring security problems are immediately solved. Encryption is optimized along the value networks.</td>
</tr>
<tr>
<td><strong>Stage 4 – Full digitization:</strong></td>
<td>Continuous cross-corporate integration.</td>
<td>Continuous cross-corporate integration in value networks.</td>
<td>Product development information are digitally forwarded.</td>
<td>Service-oriented cloud-based platform. Services are offered for the partners in the value networks. Information and data are exchanged in real-time along the supply chain. Optimization of the entire production through Big Data solutions. Access to data is protected. Cross-corporate encryption of data and authentication for global access.</td>
</tr>
<tr>
<td><strong>Stage 3 – Horizontal and vertical digitization:</strong></td>
<td>Complete internal/enterprise-wide integration of all enterprise systems and machines.</td>
<td>Complete internal/enterprise-wide integration of all enterprise systems and machines.</td>
<td>Product development is continuously digitally supported.</td>
<td>SOA has been established. All functions are provided as services. (Semi-) products and their functionalities are available as services. To exchange information within the enterprise, cloud principles are applied. Production is adjusted and optimized in real-time. IT security is increased through the use of an advanced security model. Access to data is continuously protected, and data is transmitted in an encrypted state within the enterprise.</td>
</tr>
<tr>
<td><strong>Stage 2 – Cross-departmental digitization:</strong></td>
<td>Cross-departmental integration</td>
<td>Cross-departmental integration</td>
<td>Production and product development is supported by several enterprise systems. Data and information exchange is not automated.</td>
<td>Implementation of first services (SOA with an enterprise service bus (ESB)). First experience with Big Data and its applications. Development of the first IT security models.</td>
</tr>
<tr>
<td><strong>Stage 1 – Basic digitization level:</strong></td>
<td>Integration of enterprise systems only departmental-specific. The enterprise systems along the enterprise’s value chain support only their respective fields of activity</td>
<td>Integration of enterprise systems only departmental-specific. The enterprise systems along the enterprise’s value chain support only their respective fields of activity</td>
<td>Product development is not digitally supported</td>
<td>No service-oriented or cloud-based approaches. Data and information flows are not used for product improvement/optimization. Confidentiality, availability and integrity of the data are not guaranteed.</td>
</tr>
</tbody>
</table>
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Abstract—The aim of this paper is to analyze available maturity models in the context of assessment of the maturity of IT systems that support communication processes in HCM. The paper presents theoretical issues connected with the evolution of information systems in context of support Human Capital Management (HCM) in a modern organization. Selected problems connected with assessment of maturity were presented, and examples of models for maturity assessment were analyzed in the context of their use for evaluation of HCM Information Systems. As a conclusion, the paper indicates necessity to create a new dedicated method for assessing maturity of the systems analyzed.

I. INTRODUCTION

MODERN organizations still search for tools that would be able to ensure them advantage over their competitors. A necessary condition for an efficient functioning of an organization is the use of all kinds of solutions that will enable optimization and improvement of processes taking place in an organization. In the context of the development of an organization, it is especially important to support basic processes aimed at knowledge acquisition and processing as well as its skilful use in practice.

Employees of an organization may turn out to be the basic factor guaranteeing its development and achievement of advantage. For performance of tasks assigned by managers, employees use available knowledge. Knowledge can be acquired, processed and distributed as a result of creation and maintenance of efficient communication channels, both within an organization and between an organization and its environment. The use of mature IT systems supporting the performance of communication processes makes it easier to fulfill this task. As a result of these changes, traditional organizations turn into knowledge-based organizations and concentrate their activities on human resources, that are the most important of immaterial resources at the disposal of an organization.

The first part of the paper will discuss the evolution of the role fulfilled by employees in a modern organization, from human resources to emergence of human capital. Further, the paper will discuss tools supporting the performance of communication processes in HCM in an organization, with particular reference to IT systems.

Next, it will analyze preliminary results of research on IT systems designed to support processes of human capital management in Polish organizations. Next part will feature a review of several models in the context of evaluation of the maturity of IT systems designed to support communication processes in HCM.

II. EVOLUTION OF THE ROLE OF EMPLOYEES IN A MODERN ORGANIZATION

Not so long ago, employees were treated as one of the resources that an organization acquired and had at its disposal. For those managing an organization, it was important that the individual resources, including human ones, were at a specified level [1]. Management of human resources was concentrated mainly on the quantitative and economic aspect of managing staff - the so-called "hard HRM" [2]. HR managers mainly dealt with administration of remuneration, handled all the issues connected with labour law, management of an organization and working time [3]. Attention was paid to employees' skills - including even the definition of the level of competencies required for employment at a specific - but their use was optimized by managers by means of traditional methods and techniques covering acquisition, development and use [4], [5].

Most modern theories of HR management definitely depart from treating employees like objects. This new approach is based on the concept of the so-called soft HRM proposed in work [3]. The soft HRM makes employees committed to their work by encouraging them to identify with the objectives and mission of the organization and by involving them in defining further tasks [1]. A HR strategy more and more often recognizes and takes into account employees' talents, becoming the foundation of a modern view of the role of people in an organization. Human capital plays a key role in every organization, determining the differences between organizations and constituting the actual basis for competitive advantage [6]. Appropriate people can be the fundamental success factor, but inappropriate ones may contribute to failure of an organization. Summing up: human capital mainly involves...
the knowledge of an organization's members, their skills, experience, ability to solve problems, willingness to create and introduce innovations [7], qualifications, creativity and loyalty towards an organization. The human capital at the disposal of an organization should be efficiently managed, which requires the use of reliable tools supporting the basic processes related with this task. Human capital management (HCM) is a set of practices related to people resource management. These practices are focused on the organizational need to provide specific competencies and are implemented in three categories: workforce acquisition, workforce management and workforce optimization.

III. TOOLS DESIGNED TO SUPPORT THE PERFORMANCE OF COMMUNICATION PROCESSES IN HCM IN AN ORGANIZATION

In the free-market economy, the impact of the external environment and conditions of operation are similar for all organizations. Basically, all organizations competing on the market have free access to employees and supporting technology. In such a situation, the main factor determining an organization's competitive advantage is acquisition, creation and appropriate use of its human capital. In order to be able to fully use employees' potential, it is necessary to not only ensure their development, but also to try to make the most valuable of them stay in the organization. We should, however, bear in mind that all organizations can support employees using generally available solutions for that purpose.

Efficient performance of basic processes connected with human capital management requires the use of various available solutions and technologies. Particular emphasis should be placed on systems designed to support broadly understood communication processes. As a response to this demand, more and more IT solutions are created to support the performance of processes connected with human capital management. The use of the latest IT technologies supports learning processes, and the traditional HR processes implemented by an organization are transformed into knowledge-based HCM processes, which leads to the emergence of a new model of an employee, the so-called knowledge worker. Employees' knowledge, skills, abilities, motivation and values are becoming increasingly important and constitute the basic element determining the role of people and related human capital in a modern organization [8]. Without IT support, process improvement may take too long to perform traditional activities connected with administration of a large amount of paper documentation, training materials, instructions describing the performance of assigned tasks, reports or current HR and payroll documents. Implemented IT systems are expected to unify HR processes, systematize the work of the HR department, and support managers in managing subordinate teams. [9]

Employees of an organization more and more often have basic or extended knowledge of modern IT technologies. This knowledge is necessary to fully take advantage of the potential offered by the different technologies. Although there is growing awareness of the role fulfilled by these technologies in supporting communication processes connected with HCM, organizations should take actions aimed at improvement of their employees' competencies connected with the use of such technologies.

This thesis is confirmed e.g. by results of a survey concerning applications of selected modern IT technologies in the different processes connected with acquisition, creation and maintenance of human capital in a knowledge-based organization. The quantitative studies were conducted at the beginning of 2015 by the technique of paper questionnaire interviews (PAPI), on a randomly selected sample of 196 people at different ages, with different place of residence, education and employment relationship. The group consisted of students and graduates of I degree and II degree full-studies and post-graduate studies. Although the studies were conducted mainly in the territory of Silesia, the respondents came from or lived in different regions of the country and abroad.

Results of the studies show that the use of solutions designed to support communication processes is quite widespread in Poland. Of 196 respondents, 121 people (61.73% of the sample) were employed at the moment the survey was conducted. Of those employed, as many as 117 (96.69% of all those employed) declared that their employer had a corporate website or a different service supporting information exchange. Slightly fewer, i.e. 92 employers (76%) used a computer network or advanced IT systems. 56 respondents (46.28% of all employees) declared that their organization had mechanisms in place to enable exchange of knowledge with its environment. 32 of them (62.75% of all employees) claimed that their employer had or planned to implement in the near future procedures or agreements the subject of which was acquisition, creation or exchange of knowledge with other enterprises or external institutions. 51 respondents (42.15% of all employees) declared that their organization acquired, shared and exchanged knowledge with its environment apart from performing basic business processes. Of this group, 28 people (23.14% of all employees) definitely declared that their organization was focused on knowledge management processes, noticing at the same time the need to use IT solutions to support these activities.

The same studies also revealed which of the IT systems had the largest potential in supporting processes connected with HCM. Processes connected with HCM in an organization were divided into three areas:

- acquisition of human capital
- creation, development and improvement of human capital
- maintenance of human capital.

The studies conducted confirmed the dominating role of solutions supporting processes connected with internal and external communication in all three areas of HCM.
In processes connected with acquisition of human capital, local and wide area computer networks as well as solutions whose operation is directly based on them (Internet) (77.78%) are most significant according to respondents. Business social networks such as Goldenline or Linked in, as well as discussion groups (77.78%) were rated as the most important. Slightly less useful (75.56) are, according to respondents, traditional recruitment portals and social networks (Facebook, Twitter,...) as well as interface agents which are often encountered on various services in the form of virtual advisers. Respondents were equally interested in agent solutions used to search for information (62.22%) and agent solutions used to search the Internet (66.67%).

In processes connected with creation of human capital, a particularly important role was played by IT systems that used computer networks (82.22%). Of similar importance are traditional social networks, followed by discussion groups (77.78%), which in this context enable exchange of knowledge between their users, and interface agents that support training processes.

In the third area, significant importance of social networks, or virtual advisers (71.11%) was highlighted in processes connected with maintenance of human capital. Social networks facilitate knowledge distribution and exchange with the environment, whereas interface agents support users using knowledge possessed by an organization. Respondents showed slightly lower trust in discussion groups supporting information exchange (68.89%).

Currently, the situation on the market of IT solutions designed to support the performance of processes connected with HCM is increasingly better. Producers deliver an increasing number of less or more advanced IT systems that use all available IT technologies. However, only "the best", most tailored IT systems can meet an organization's expectations. It is thus very important to possess reliable tools for evaluation of applied software to identify its strengths and weaknesses. Well adjusted tools can fully support processes connected with HCM.

IV. EVALUATION OF THE ADEQUACY OF IT SYSTEMS USED TO SUPPORT COMMUNICATION PROCESSES IN HCM

The key to achievement of effective HCM is to ensure efficient knowledge distribution; it is necessary to make communication channels available and to involve employees in cooperation using these channels. Recognizing the necessity to improve the performance of the different processes connected with reliable communication channels for information exchange as part of HCM processes, companies often allocate large budgets for implementation of IT systems, but are unable to find out whether the solutions used actually support the performance of processes to a sufficient extent. A lot of money is spent on training courses, but managers are unable to determine the actual increase in competencies of employees that participated in them. Thus, it is often argued that investments in IT systems that support communication processes and in training courses do not result in the improvement of their performance, and training courses completed by employees do not lead to acquisition of competencies relevant to a company.

In order to achieve the expected performance and the quality of the functioning of the new methods of software development organizations it is necessary to apply new tools offering the ability to manage this process. One of such methods of evaluation is to examine the maturity level. The term of maturity is defined in the Dictionary of the Polish Language as: "...the state of having taken on the final form, achievement of the final stage of the development or process of shaping... " [10]. The concept of maturity was initially used in psychology to refer to "achievement by an individual of a certain desired mental or emotional state" [11]. In management studies, it appeared in the 1970s. [12]. It was accepted in the theory of management that apart from the extreme states of immaturity and maturity, there is also a certain number of intermediate states [13]. In the broadest sense, the concept of maturity can be examined in relation to an organization as a whole. In the context of management of processes performed within an organization, maturity can be viewed as managerial maturity, process maturity in the area of technology, quality, knowledge or culture as well as praxeology. Integrated maturity of an organization includes responsibility, reliance on trust in the business activity and striving after perfection. Specialized maturity takes into account process and technical approaches, quality, culture, management of knowledge, intellectual capital and, above all, management of human capital [14]. In the context of IT systems, the concept of maturity is usually associated with the field of software engineering [15].

In practice, this concept is most often examined in the following contexts:
- process maturity [16] [17], [18],
- project maturity [19],
- quality maturity,
- implementation maturity,
- different combinations, e.g. process and project maturity

As was already mentioned, in a modern organization, the performance of processes of HCM is inseparably connected with the use of appropriate IT systems that support communication processes, enable efficient management, automation, monitoring and optimization of these processes, allowing thereby higher levels of process maturity to be achieved. At the same time, IT systems, the process of their creation and degree of their use in an organization may also be evaluated [12].

For maturity assessment, flexible tailor-made models are used. Models designed to evaluate the level of maturity allow an organization to assess its methods and processes in accordance with the best practices of management and based on clearly defined external reference values. There is a range
Maturity modelling for the purpose of management and control of processes taking place in an organization is based on the method of evaluation of an organization. Its level of maturity can be evaluated on a scale from 0 (lack) to 5 (optimal). This approach is based on the maturity model developed in 1991 by Software Engineering Institute (SEI) - a model for assessing maturity of development processes and potential (capability) of IT system (software) development (Capability Maturity Model for Software) CMM [22], [23].

HCM is a specific area, as it deals with processes connected with the most spontaneous and unpredictable of the resources at the disposal of an organization - its employees. The dynamics accompanying processes taking place in the HR sphere justifies creation of detailed models designed to assess the maturity level of IT systems connected with acquisition, creation and maintenance of human capital. Although there are no models that directly refer to maturity of such systems, there is a range of models that focus on the one hand on assessment of the maturity of IT systems, while on the other hand - on assessment of process maturity. There are also models designed to measure maturity of skills offered to an organization by its employees [24].

An example of such a model in the area of human capital management is PCMM. The model was developed to support processes connected with improvement of employees' skills which are one of the most important premises for creation of an organization's human capital and are regarded as key factors leading to success achieved by knowledge-based organizations. PCMM allows an organization to identify necessary activities to support employees' development depending on the current level of an organization. The model indicates competencies that are of key importance for proper operation of an organization in a changing environment, increasing effectiveness of HCM [25].

In available sources, researchers and practitioners give a lot of attention to the problem of maturity of IT systems. There are also a few models designed to assess maturity of systems connected with HCM in an organization.

One of more interesting examples is HCM applications implementation maturity model proposed by K. Jones [25] describing five levels of progressively more mature HCM applications implementation capability.

Presented model describes four levels of progressively more mature HCM applications implementation capability

V. CONCLUSION

The aim of the paper was to indicate tools that would enable organizations, an assessment of the adequacy of IT systems used to support communication processes in HCM. IT systems are a necessary element required to support processes connected with information exchange in HCM (e.g. knowledge distribution). Only the use of reliable solutions will allow an organization to create human capital which will give it a chance to gain competitive advantage. For an organization to be able to use appropriate solutions, it
needs a reliable method for their assessment. The paper was an attempt to relate known methodologies for examining a system maturity to IT systems designed to support communication processes. It analyzed three selected models supporting assessment of maturity in three aspects connected with the selected research subject. This, however, does not exhaust the subject, although their use at a further stage of research creates significant chances in this aspect. My research shows that such systems function in almost every organization, with many organizations attaching great importance to them. However, given the lack of direct references in the academic literature to the issue of maturity of IT systems used to support communication processes in HCM, a few initial assumptions have to be made. The area of using IT systems to support HCM is nowadays intensively explored both in research and practice. There are already applications that support the different HCM processes, and over time they will fulfill an increasingly important role. Therefore, it is very important to ensure tools that will allow the usefulness of such solutions to be verified.

Given the volume of knowledge and literature, it is difficult to discuss all the aspects impacting the use the model to assess the maturity of HCMIS. None of the available maturity models takes into account all the conditions accompanying the introduction of modern communication technologies into HCM. It is thus necessary to create a new model that is based on the models available on the market, but, above all, takes into account all the conditions connected with implementation of HCMIS in an organization. Despite a large number of available models, not a single one that would enable a comprehensive assessment could be indicated. Necessary features were shown by a few models. It is thus justified to conduct appropriate research and propose a new model that would enable such assessment, defining maturity levels based on e.g. the level of knowledge representation. Although research is conducted, unexplored areas still exist. For instance, there are no solutions designed to assess maturity of IT systems that support communication processes and assist employees in their careers. However, with increasing availability of necessary tools, the possibilities to assess IT systems in their support of communication processes will increase, and the number of their successful applications in the area of HCM will undoubtedly grow.

An article is a background for my future researches focused on bridging the gap in methodology and creating new model that enable assessment of maturity of IT systems supporting communication processes in HCM.
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Abstract—This paper describes a framework designed to establish vital conditions of information security for ubiquitous services (U-Government) both in district and province municipalities (departments’ capitals) within the Peruvian electronic (e-government) government structures. The framework contains current regulations concerning information security, data privacy, business continuity, and natural disasters management based on good international practices, including but not limited, ISO 27001, ISO 27002, ISO 22301 standards. The aim is to help implement security controls in the use of mobile services which are part of the e-government services catalogue. The framework structure is closely related to the COBIT 5.0 process model.

I. INTRODUCTION

At present, electronic government structures include a solid component of services oriented to the use of devices and mobile solutions [1]. These services are intended to take advantage of the widespread use of this type of devices by citizens and their knowledge of mobile applications [2]. Most local (municipalities) electronic government initiatives in Peru are focused on this type of services rather than web services as displayed in Figure 1:

New technological developments and innovations are setting the stage for a higher demand of U-government services. This will lead, in turn, to new services for the government which will be forced to increase their number and take into account pertinent restrictions, e.g., information security for regulatory compliance [3], [4], [5], [23].

As there are doubts about the information security in the mobile applications (apps) and due to the huge amount of information to be protected by governmental institutions rendering services through them [6], [22], it is mandatory to develop a framework that facilitates the implementation of controls and the follow-up of good international practices on information security both in the implementation projects of U-Services (ubiquitous services) in Peruvian local governments and the assurance of the already existing apps.

The proposed framework must comply with current domestic regulatory framework.

This paper discusses the general structure of a security framework based on COBIT 5.0 and above all its process reference model (PRM) [7] in ISO 27001, ISO 27002 and ISO 31000 standards.

Likewise, the current Peruvian regulations including the Personal Information Protection Law7 and Peruvian Technical Standards on security will be referred to.

II. UBIQUITOUS GOVERNMENT

A. Ubiquitous computing

Ubiquitous technology (ubicomp, English acronym ubiquitous computing) is an extension of mobile informatics based on access technologies through mobile or handheld devices [8]. It consists of re-orienting ITs to propose mobile technology-based solutions for access, consumption and exploitation of information in an effort to render services as a support to business processes; thus paving the road on which companies and organizations would modify their strategies to meet the needs of clients and stakeholders.

1 Local label represents a Peruvian public institution

2 Personal Data Protection Law N°29733

3 NTP ISO/IEC 17799 and NTP ISO/IEC 27001
B. U-Government

Ubiquitous computing has been closely linked to the electronic government on the premise that it will assure availability and multichannel connections to electronic services offered by the government to the citizen by means of mobile or web-based solutions. Ubiquitous government or u-government mirrors the new manner of interaction and transaction between the government and citizens and other stakeholders in such a way that access to these services is available through entry points (multi-purpose single windows) anywhere and anytime, from different types of mobile electronic devices [9], [13]. Precisely, the main concern of U-services implementation relates to security around the involved transactions and sending of information.

C. Information Security requirements in U-services

Most e-government implementations entail the design of web pages and services offered to citizens from these portals [10]. There are three types of said services: statics information, data consultation (mild interaction that may not imply personal data entry) and transactions (advanced interaction encompassing business transactions such as payments and personal data entry) [11], [20].

Below are the chief considerations on the security related regulatory compliance [14], [21]:

- Is there personal data involved in the service?
- Are digital signatures and certificates being used to authenticate the citizens for transactions?
- Are transactions encrypted? [12]
- Are there VPN infrastructures between local government (Website) and citizens to conduct the transactions involved in the services?
- Do services require the intervention of a payment gateway?
- Do services require the intervention of external payment methods (e.g. PayPal)?

D. Regulatory Requirements of Peruvian Local Governments

Peruvian local governments (province and district municipalities) set forth the following regulations with respect to information security, e-government, and data privacy:

- Compliance of the Electronic Government Domestic Politics 2013 – 2017
- Personal Data Protection Law N° 29733
- Digital Signatures and Certificates Law N° 27269
- Law N° 29985 of Electronic Money as a financial inclusion tool

Local governments are bound by the current regulations to:

- Formulate the electronic government plan
- Establish the e-government structures needed to render U-services
- Implement the controls needed for U-services that require digital signatures and certificates for citizen authentication.
- Identify personal data sources held and managed by local governments, and comply with data privacy regulations.
- Set up an information security management system (ISMS) in accordance with ISO 27001 and ISO 27002 standards.

E. Applications involved in U-government in Peru

The nature of mobile applications involved in local government U-services in Peru is basically intended to load and report tax information, property tax, and information about traffic offenses. Only a few are focused on payment transaction of taxes, local duties, traffic offenses and the like. However, there exist regulations aimed at gradually increasing transactions by using, for example, electronic money in which mobile devices will serve as payment wallets for these procedures.

All these mobile services imply use, storage, handling and traffic of data of a personal nature, all of them regulated in Peru since 2013. Personal data-handling organizations are responsible for implementing – and stating their status as such – a series of ISO 27002 security controls, whereas governmental organizations must establish ISMS based on ISO 27001.

Nevertheless, the methodological gap identified shows lack of a suitable implementation guide for controls and good information security practices required for said cases [15], [16].

The proposed framework intends to fill this gap for U-services, which are part of more complex e-government organizational structures.

III. PROPOSED FRAMEWORK

A. Framework’s General Structure

The framework has been divided into four parts:

- Stakeholders’ needs
- Alignment matrix between business goals and information security goals for U-services supporting business goals.
- Information Security Process reference model (ISPRM) containing the relevant information security domains for the applications included in the U-services, and for the respective compliance, in light of the previous regulations.
Current process implementation guide in the ISPRM.

The following paragraphs detail each of these components.

B. Stakeholders’ Needs

In this case, by making an analogy with the COBIT 5.0 presentation, we can establish up to five related business objectives:

i. Optimize investments
ii. Optimize risks
iii. Comply with current and competent regulations
iv. Optimize resources
v. Satisfy citizens

Corporate and information security goals will be added to the above objectives in the following alignment matrix.

C. Alignment Matrix

The alignment matrix is introduced in two tables whose dimensions are those of the Balance Score Card. Table 1 shows the framework’s corporate goals, whereas Table 2 lists the information security goals regarding development and delivery of U-services, which are in line with the business objectives. Letters P and S within the cells containing objectives mean that the goal is directly related to such objective.

Table I provides the 11 corporate goals related to e-Government and, intrinsically, to delivery of U-services. These goals have been adapted from [7]:

1. Value for stakeholders from the investments in e-Government
2. Portfolio of U-services
3. Risks of managed business
4. Compliance of laws and external rules with regard to e-Government
5. Orientation towards citizens
6. Continuity of U-services
7. Optimization of costs in delivery of U-services
8. Optimization of business processes involved in delivery of e-Government services
9. Compliance of internal policies and procedures related to delivery of e-Government services
10. Trained and motivated staff
11. Innovation culture in e-Government services, especially in the U-services

On the other hand, Table II shows the 12 proposed security goals, which have been adapted from [17]:

1. Alignment of the information security towards the business.
2. Contribution of information security to the compliance of e-government related regulations

4. Top Management’s commitment to decision-making related to information security of U-services.
5. Delivery of secure U-services according to business requirements
6. Adequate use of applications and information and other technologies for U-services development.
7. Design of appropriate U-services to citizens’ needs
8. Optimization in the use of information, resources and capabilities of ITs in e-government services, especially U-services.
9. Adequate delivery of U-services to meet citizens’ needs and compliance of the business requirements.
10. Compliance of security policies and current regulations in U-services
11. Skilled and motivated staff responsible for information security.
12. Knowledge, awareness and training in information security as part of the innovation process in delivery of e-government services.

The so-called goals cascade proposed by COBIT in order to conduct the respective alignment between business and security [18] will depend on each particular company and on their services provided as a part of its e-government. The goal cascade is not included in our research for an organization, however we do recommend it.

D. Information Security Process reference model (ISPRM)

As the next component, our research has put forward a series of processes both for government and information security management specific for development, acquisition, and maintenance of U-services.

After a first division by government processes and management processes, four domains of security management have been determined: planning and organization, acquisition and implementation of U-government, delivery of U-services and monitoring of U-services. Below are the definitive processes listed in Table II.

Government Processes:

1. Establish and maintain over time government structures for information security
2. Make sure risk optimization includes information security risks in e-government services
3. Secure resources optimization needed for establishing the information security government and its continuity over time

Management processes of U-Services’ information security:

Planning and organization domain:

4. Manage and maintain the information security management framework

5. Prepare and maintain the information security strategy
6. Define the Ubiquitous architecture for services corresponding to e-government.
### Table I

**CORPORATE GOALS IN EUPRAME SECURITY**

<table>
<thead>
<tr>
<th>Balance Score Card Dim.</th>
<th>Corporate Goal</th>
<th>Obj 1</th>
<th>Obj 2</th>
<th>Obj 3</th>
<th>Obj 4</th>
<th>Obj v.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial</td>
<td>1. Value for stakeholders from e-Government Investments</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. U-services portfolio</td>
<td>S</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Managed risks</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Compliance with laws and regulations related to e-Government</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client</td>
<td>5. Citizen orientation</td>
<td>S</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. U-services continuity</td>
<td>S</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7. Cost optimization, providing U-3:0:0:0:0:0:0:0</td>
<td>F</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9. Compliance with internal policies and procedures related to provision of e-Government</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning and knowledge</td>
<td>10. Personnel prepared and motivated</td>
<td>P</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11. Culture of innovation in e-Government services and in particular in the U-services</td>
<td>P</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table II

**GOALS RELATED TO INFORMATION SECURITY IN EUPRAME SECURITY**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial</td>
<td>1. Alignment of the information security towards the business</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. Contribution of information security to the compliance of e-government related regulations</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Business rules regarding information security and compliance managed</td>
<td>P</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Top management commitment to information security related to information security of U-services</td>
<td>S</td>
<td></td>
<td>P</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>Client</td>
<td>5. Delivery of secure U-services according to business requirements</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. Adequate use of applications and information and other technologies for U-services development</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal</td>
<td>7. Design of appropriate U-services to citizens’ needs</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8. Optimization in the use of information, resources, and capabilities of IT in e-government services, especially U-services</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9. Adequate delivery of U-services to meet citizens’ needs and compliance of business requirements</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10. Compliance of security policies and current regulations in U-services</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning and knowledge</td>
<td>11. Skilled and motivated staff responsible for information security</td>
<td>P</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12. Knowledge, awareness and training in information security as part of the innovation process in delivery of e-government services</td>
<td>P</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7. Manage U-services portfolio
8. Manage service level agreements (SLA) of U-services
9. Manage information security risks in U-services
10. Manage risks of non-compliance in U-services
11. Manage information security in the process of designing, developing, acquiring, and maintaining U-services within the e-government.

---

**TABLE III**

**INFORMATION SECURITY PROCESS REFERENCE MODEL (ISPRM)**

<table>
<thead>
<tr>
<th>Government</th>
<th>Monitoring U-services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Alignment of the information security towards the business</strong></td>
<td>9. Assess performance of U-services</td>
</tr>
<tr>
<td>2. <strong>Contribution of the information security to the compliance of the e-government related regulations</strong></td>
<td>10. Assess compliance of information security regulations of U-services</td>
</tr>
<tr>
<td>3. Business risks regarding information security and compliance managed</td>
<td></td>
</tr>
<tr>
<td>Planning and Organization</td>
<td></td>
</tr>
<tr>
<td>4. Manage and maintain the information security management framework</td>
<td>Acquisition and implementation of U-government</td>
</tr>
<tr>
<td>5. Prepare and maintain the information security strategy</td>
<td></td>
</tr>
<tr>
<td>6. Define the Ubiquitous architecture for the services corresponding to the e-government</td>
<td></td>
</tr>
<tr>
<td>7. Manage U-services portfolio</td>
<td></td>
</tr>
<tr>
<td>8. Manage service level agreements (SLA) of U-services</td>
<td></td>
</tr>
<tr>
<td>9. Manage information security risks in U-services</td>
<td></td>
</tr>
<tr>
<td>10. Manage risks of non-compliance in U-services</td>
<td></td>
</tr>
<tr>
<td>11. Manage information security in the process of designing, developing, acquiring, and maintaining U-services within the e-government</td>
<td></td>
</tr>
<tr>
<td>12. Manage U-services implementation projects</td>
<td></td>
</tr>
<tr>
<td>13. Define information security requirements at e-government structure level with emphasis on U-services</td>
<td></td>
</tr>
<tr>
<td>14. Manage availability and capacity of U-services</td>
<td></td>
</tr>
<tr>
<td>15. Manage information assets taking part in U-services</td>
<td></td>
</tr>
<tr>
<td>16. Manage appropriate operation of U-services</td>
<td></td>
</tr>
<tr>
<td>17. Manage problems and incidents of security with U-services</td>
<td></td>
</tr>
<tr>
<td>18. Manage continuity of U-services operations</td>
<td></td>
</tr>
</tbody>
</table>

---

Acquisition and implementation of U-government domain:
12. Manage U-services implementation projects
13. Define information security requirements at e-government structure level with emphasis on U-services
14. Manage availability and capacity of U-services
15. Manage information assets taking part in U-services

Delivery of U-services Domain:
16. Manage appropriate operation of U-services
17. Manage problems and incidents of security with U-services
18. Manage continuity of U-services operations

Monitoring of U-services Domain
19. Assess performance of U-services
20. Assess compliance of information security regulations of U-services.

---

**E. Implementacion Guide**

The guide provides a series of procedures to implement the above listed processes. Our proposal focuses on transaction mobile applications dealing with information of a personal nature (Personally identifiable information – PII or Sensitive Personal Information – SPI), that is why proposed procedures lay emphasis on security and compliance of services based on this type of applications. The list of procedures is as follows:

- Define information security policies
- Determine the people responsible for the information security across all the organization
- Conduct a risk management methodology at an organizational level, including information security risks.
- Determine the people in charge of conducting the risk analysis including information security risk analysis.
- Incorporate the resources deemed necessary into the budget to establish and maintain the information security government
- Prepare the electronic government plan
- Define e-government structures necessary for delivery of U-services

Below are the procedures for management processes within the security Planning and Organization domain:
- Define a framework for the information security management within the e-government structures.
- In the business strategy and information technology plans define information security

---

4 Each procedure may include a series of related projects to be executed and in doing so achieve a complete related process(s)
strategies for e-government structures and services.

- Define U-services as a part of the e-government plan.
- Set up a management mechanism for IT services including U-services.
- Conduct the risk analysis including information security risks of U-services.
- Define Peru’s Open Government Action Plan (Open Data Plan AGA) for 2015-2016

Below are the procedures for management processes within the Acquisition and Implementation of U-government domain:

- Define a framework for projects management of acquisition, implementation, and deployment of U-services.
- Define information security requirements for outsourcing, which supply service assets of U-services or complete delivery.
- Identify personal data sources held and managed, and comply with data privacy regulations.
- Define security requirements and those responsible for compliance of Personal Data Protection Law N° 29733.
- Implement security controls needed for U-services requiring use of signatures and digital certificates for citizen’s authentication.
- Define security requirements and those responsible for compliance of Digital Signatures and Certificates Law N° 27269.
- Define security requirements and those responsible for compliance of Law N° 29985 of Electronic Money as a financial inclusion tool.
- Maintain service level related to availability and capacity of U-services.
- Maintain service assets involved in delivery of U-services.

Below are the following procedures for management processes within the Delivery of U-services domain:

- Deliver U-services.
- Set up a help desk for incidents and problems management of the information security of e-government services, including U-services.
- In the business continuity plans and information technologies continuity plans include procedures to maintain continuity of U-services deemed critical.

Finally, below are the procedures for management processes within the domain Monitor U-services:

- Set up and maintain an internal control system.
- Define metrics and performance indicators of U-services.
- Define metrics and satisfaction indicators of citizens in the use of U-services.
- Conduct measurements of all metrics and indicators of U-services.
- Identify non-compliance of information security within U-services.

F. Good Practices in the Implementation Guide

The guide is based on a series of good practices in which ISO 27000 standards are the most important ones. Table 4 shows the mapping among the above proposed procedures for each domain in line with clauses of the ISO 27002 standard [19].

IV. CONCLUSIONS

The lack of frameworks for the implementation of information security governments results in non-compliance of relevant regulations by local and municipal governments, above all in data privacy matters.

The proposed eUframe-security framework provides a basic guide for consolidating the information security government, thus filling the procedural gap to address the U-government needs.

Next step (which is part of the future work of this paper) is to establish a testing mechanism to validate the model.

Table IV

Mapping ISPRM procedures versus ISO 27002

<table>
<thead>
<tr>
<th>Domains</th>
<th>Implementación Guide Procedures</th>
<th>Clauses ISO 27002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government</td>
<td>Define information security policies.</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Determine the people responsible for the information security across all the organization.</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Conduct a risk management methodology at an organizational level, including information security risks.</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Define the people in charge of conducting the risk analysis including information security risk analysis.</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Incorporate the resources deemed necessary into the budget to establish and maintain the information security government</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td></td>
<td>Prepare the electronic government plan</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Define e-government structures necessary for delivery of U-services</td>
<td>6</td>
</tr>
<tr>
<td>Planning and Organization</td>
<td>5, 6</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>Adjust e-government structures to comply with the Peruvian National Police of the 2013 – 2017 Electronic Government.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Define a framework for information security management within e-government structures.</td>
<td>5, 6</td>
<td></td>
</tr>
<tr>
<td>In the business strategy and information technology plans define the information security strategies for e-government structures and services.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Define U-services as a part of the e-government plan.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Set up a management mechanism for IT services including U-services.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Conduct the risk analysis including information security risks of U-services.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Define Peru’s Open Government Action Plan (Open Data Plan AGA) for 2015-2016.</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Design an information security management system (ISMS) in accordance with ISO 27001 and ISO 27002 standards in order to comply with the mandatory use of the Peruvian Technical Standard &quot;ISO NTP/IEC 27001:2014&quot;.</td>
<td>5-18</td>
<td></td>
</tr>
<tr>
<td>Identify personal data sources held and managed, and comply with the data privacy regulations.</td>
<td>7, 14, 15</td>
<td></td>
</tr>
<tr>
<td>Define security requirements and those responsible for compliance of Personal Data Protection Law N° 29733.</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Implement security controls needed for U-services requiring use of signatures and digital certificates for the citizen’s authentication.</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Define security requirements and those responsible for the compliance of Digital Signatures and Certificates Law N° 27269.</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Define security requirements and those responsible for compliance of Law N° 29985 of Electronic Money as a financial inclusion tool.</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Maintain service level related to availability and capacity of U-services.</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Maintain service assets involved in delivery of U-services.</td>
<td>8, 12</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acquisition and Implementation</th>
<th>8, 14, 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define a framework for projects management of acquisition, implementation and deployment of U-services.</td>
<td>8, 14, 15</td>
</tr>
<tr>
<td>Define information security requirements for outsourcing which supply service assets of U-services or complete delivery.</td>
<td>7, 14, 15</td>
</tr>
<tr>
<td>Define security requirements and those responsible for compliance of Personal Data Protection Law N° 29733.</td>
<td>18</td>
</tr>
<tr>
<td>Implement security controls needed for U-services requiring use of signatures and digital certificates for the citizen’s authentication.</td>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Delivery</th>
<th>8, 12, 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deliver U-services.</td>
<td>12</td>
</tr>
<tr>
<td>Set up a help desk for incidents and problems management of the information security of e-government services, including the U-services.</td>
<td>12, 16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Monitoring</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the business continuity plans and information technologies continuity plans include the procedures to maintain continuity of the U-services deemed critical.</td>
<td>17</td>
</tr>
<tr>
<td>Set up and maintain an internal control system.</td>
<td>18</td>
</tr>
<tr>
<td>Define metrics and performance indicators of U-services.</td>
<td>18</td>
</tr>
<tr>
<td>Define metrics and satisfaction indicators of citizens in the use of U-services.</td>
<td>18</td>
</tr>
<tr>
<td>Conduct measurements of all metrics and indicators of U-services.</td>
<td>18</td>
</tr>
<tr>
<td>Identify non-compliance of information security within U-services.</td>
<td>18</td>
</tr>
</tbody>
</table>
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Abstract — Website quality evaluation is an important research task. Evolution and a growing set of available methods are observed. The article presents the authors’ evaluation methodology of the quality of websites named PEQUAL. The formal foundation of the proposed methodology is the broadening of the classical EQUAL method with aspects of preference modelling and evaluation aggregation used in Multi-Criteria Decision Analysis (MCDA). Its empirical verification has been carried out for top e-commerce websites. The conducted research has revealed significant practical possibilities of analysis and interpretation of obtained final rankings.

I. INTRODUCTION

ELECTRONIC commerce is one of the most prominent areas of e-business with increasing sales year by year and estimated 28.3 trillion dollars of worldwide retail sales in 2018 [1]. Estimation of digital buyers shows that 47.3 percent of global Internet users will purchase products online in 2018 what creates an increasing interest in this area [2]. E-commerce is dependent on the development of new technologies and with the growth of infrastructure, improvements of hardware and software accessibility and has changed its character since first applications [3]. The dynamic development of online sales platforms [4] and dedicated user interfaces [5] together with supporting technologies like personalization engines [6], recommending systems [7], online payment systems [8] and online marketing systems dedicated to electronic commerce [9] is observed.

The constant growth of a number of Internet stores intensifies competition between entities that offer goods and services online [10]. To improve results and maximize profits entrepreneurs use sophisticated analytic software [11], web mining techniques [12] or conversion maximization systems [13]. Together with the market growth more and more important is identification of factors affecting the performance of electronic commerce systems and customer loyalty [14]. Key elements of strategies are based on building trust [15], improving the quality of the systems [16], levels of security and privacy [17], their accessibility [18], development of international versions [19], solving cultural issues [20] and implementing new features towards consumer satisfaction and web usability [21].

II. LITERATURE REVIEW

A. Website evaluation methods

Website evaluation methods described in the literature employ different quality models, consequently, they differ in criteria used as well their quantity and structure [23]. In order to obtain an opinion on websites, they most often use questionnaires, and grades are expressed on an n-degree Likert scale [24]. Among website quality evaluation methods one can distinguish presented with references and key characteristics in the Table I: eQual, Web Portal Site Quality, Ahn method, SiteQual, Website Evaluation Questionnaire, Website Quality Model, E-S-QUAL and E-RecS- Qual, WAES.
The eQual method was constructed on the basis of Quality Function Deployment which is a structured process ensuring means of identification and providing users’ opinion on the quality of a product on subsequent stages of its manufacturing process [25]. The eQual method was successfully used to evaluate: e-commerce [26], e-government [25] [27] [28], university [29] and WAP [30] websites.

Web Portal Site Quality came into existence on the basis of a Technology Acceptance Model. The TAM is to explain the influence of perceiving, by the user, information system characteristics on his or her acceptance of the given system. It is based on two quality dimensions, that is, perceived usefulness and perceived ease of use [31]. The Model of Information Systems Success by DeLone and McLean includes information quality and system quality [32][33]. The WPSQ method is used in evaluating portals delivering broadly defined information and services [34].

The Ahn method, similarly to Web Portal Site Quality, was devised with the use of Technology Acceptance Model [35]. The first version of the Ahn method was to study the influence of trust to bank websites on the acceptance by users [36]. When working on the method, the original TAM model was extended with subsequent elements which were important from the perspective of the Internet: information quality, system quality and service quality. These elements were borrowed from an extended Model of Information Systems Success of DeLone and McLean [37][38]. Also, quality characteristics regarding trade: the quality of a product and its delivery were added [39].

The SiteQual method [40] came into being as a combination of the SERVQUAL [41] and Data Quality [42] models. The SERVQUAL model was to reflect service quality, whereas Data Quality was to be responsible for information quality. This model was constructed on the basis of questionnaires concerning music e-commerce websites [43].

When preparing the Website Evaluation Questionnaire method, criteria used in the Website User Satisfaction (WUS) model were used [44]. As in WUS, in every characteristic there is one negative criterion, which is used to verify reliability evaluation [45]. This method came into existence in order to examine e-government websites, but it can also be employed to assess other types of websites which are to provide their users with knowledge and information [46].

The E-S-QUAL and E-RecS-Qual methods stem from the SERVQUAL method used for studying and evaluating service quality [47]. They are a result of adjusting the SERVQUAL scale to the needs of service quality assessment on the Internet. Here, some evaluation criteria in the SERVQUAL model were kept and new criteria essential for determining e-service quality were introduced. The E-S-QUAL method contains the core of the e-SERVQUAL scale, that is criteria perceived by customers who do not have questions and problems related to e-services. On the other hand, the E-RecS-QUAL method comprises additional criteria which are vital when the user encounters problems when using services. These methods were used to evaluate service quality on bank websites [48] as well as e-commerce [49] websites.

While preparing the Website Quality Model method [50], Kano’s quality model was used, in which there are defined three levels of customers’ expectations with regard to the quality of a product or a service: basic, performance, and exciting [51]. The evaluation of news websites, among other things, CNN.com [52], was carried out by means of this method.

The WAES (Website Attribute Evaluation System) methodology is designed for assessing office and administration websites. It consists of two groups of characteristics describing transparency and interactivity of a website. An expert’s evaluation on a binary scale is employed in the method [53].

In Table 1 one can see characterized individual quality evaluation methods of websites. For methods using questionnaires it is assumed that the number of users evaluating a website should at least amount to 30 [54].

The most interesting method, out of all analyzed ones, seems to be eQual, which is characterized by the highest formalization level and which in many cases proved to be highly universal. The method is based on 22 criteria in the form of questionnaire questions. When evaluating, a Linkert scale, which ranges from 1 to 7, is used. Weights of individual criteria are determined in the same way. Apart from criterial evaluation, respondents also provide overall evaluation of a website. On the basis of this assessment, the reliability of partial opinions of every user is verified [27]. When a collection of questionnaire results has been gathered, an analysis of the questionnaires is conducted with regard to reliability and internal cohesion. To determine the reliability of results of a questionnaire in the eQual method, Cronbach’s alpha is employed. It is assumed that the reliability of results is appropriate, if the value of coefficient alpha amounts to at least 0.6 [28]. In the method the result of evaluation is the European Quality of Government Index (EQI) calculated on the basis of the formulas (1), (2), (3) and (4):

$$EQI = \sum_{k=1}^{m} EQI_k / m \quad (1)$$

$$EQI_k = (Score_k / Max_k) \cdot 100\% \quad (2)$$

$$Score_k = \sum_{i=1}^{n} (o_i(k) \cdot w_i(k)) / n \quad (3)$$

$$Max_k = \sum_{i=1}^{n} (7 \cdot w_i(k)) / n \quad (4)$$

where: \( m \) – the number of criteria, \( n \) – the number of polled users, \( o_i(k) \) – the evaluation of a website with regard to the n-th criterion, given by the i-th user, \( w_i(k) \) – the weight of the k-th criterion given by the i-th user.

The problem related to a practical use of the method is to gain weights of criteria by means of questionnaires, because explicit declaration of users’ preference may generate errors in the research [55]. This is also confirmed by the authors’ research, in which it was demonstrated that weights of crite-
At the end of the questionnaires, incorrect solutions were obtained by means of questionnaires lead to incorrect decision solutions [56][57].

B. Evaluation of websites with the use of MCDA methods

Apart from “classical” methods, discussed in part A, in the literature there are also attempts at employing MCDA methods for evaluation. It is justified since assessment of websites is a multi-criteria problem, in which one needs to take into consideration many dimensions of quality [58]. For instance, Lee and Kozar [59] used the AHP method to evaluate e-tourist and e-commerce websites. Chmielarz widely uses his original scoring method to assess a wide range of websites, i. a. e-commerce as well as e-banking [60][61][62]. Sun and Lin [63] evaluated e-commerce websites with the use of the fuzzy TOPSIS method. Del Vasto-Terrientes et al. [64] evaluated tourist destination websites by means of a new ELECTRE-III-H method. Furthermore, in the works of Lin [65] as well as Kong and Liu [66] in the fuzzy AHP method was used to determine the significance of quality evaluation criteria of e-learning and e-commerce websites. To assess websites, hybrids of various MCDA methods are also used. In the paper by Bilsel et al. [67] determining the weights of criteria was conducted by means of the AHP method, whereas a ranking of hospital websites was constructed with the use of the fuzzy Promethee method. Similarly, Kaya [68] employed the fuzzy AHP method to define weights of criteria, and used the fuzzy TOPSIS method to construct an e-commerce website ranking. A combination of MCDA methods was also used by Huang et al. [69], where solutions were compared with the use of, among other things, Simple Additive Weighting, Multiplicative Exponent Weighting, TOPSIS, concordance and discordance analysis methods. Weights of criteria in above-mentioned were determined by means of the OWA method.

The analysis of application of MCDA methods in website evaluation indicates that most of them used questionnaires to collect assessments of websites. As for determining weights of criteria, pairwise comparison matrices and the AHP method are most often used for this purpose. Since a significant number of such comparisons might be problematic, a limited number of criteria are usually used. It should be emphasized that for constructing a model of criteria only a few papers used theoretical bases identifying the need for presenting both specific quality measures and criteria. Moreover, only in some papers the sensitivity/robustness analysis of results were carried out. However, applying MCDA methods to evaluate websites has a greater potential than just constructing a ranking. This can be proved by a model of a decision process defined by Guitouni [70] wherein critical steps are exploitation and recommendation stages. On the operation stage, one can conduct the analysis of an obtained solution, such as examining its stability [77] [78] or the analysis of decision-makers’ preference.

<table>
<thead>
<tr>
<th>Method</th>
<th>Application</th>
<th>No of criteria</th>
<th>Method determining weights of criteria</th>
<th>Assess scale</th>
<th>Method of examining websites</th>
<th>No of evaluators</th>
<th>Theoretical basis of method</th>
<th>Verification of solution</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>eQual</td>
<td>e-commerce, e-government, university websites, WAP websites</td>
<td>22</td>
<td>Questionnaires</td>
<td>1-7</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>Quality Function Deployment</td>
<td>Consistency reliability of questionnaires (Cronbach’s Alpha)</td>
<td>[26], [25], [29], [27], [28], [30]</td>
</tr>
<tr>
<td>Ahn</td>
<td>e-banking, e-commerce</td>
<td>54</td>
<td>-</td>
<td>1-7</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>Technology Acceptance Model, Model of Information Systems Success</td>
<td>Consistency reliability of questionnaires (Cronbach’s Alpha)</td>
<td>[39]</td>
</tr>
<tr>
<td>SiteQual</td>
<td>e-commerce</td>
<td>28</td>
<td>-</td>
<td>1-9</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>SERVQUAL, Data Quality</td>
<td>Consistency reliability of questionnaires (Cronbach’s Alpha)</td>
<td>[40], [43]</td>
</tr>
<tr>
<td>WEQ</td>
<td>e-government</td>
<td>18+8 (negative)</td>
<td>-</td>
<td>1-5</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>Website User Satisfaction</td>
<td>Negative criteria</td>
<td>[45], [46]</td>
</tr>
<tr>
<td>WPSQ</td>
<td>information services</td>
<td>19</td>
<td>-</td>
<td>1-5</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>Technology Acceptance Model, Model of Information Systems Success</td>
<td>Complex reliability tests (i.a. convergence evaluation, discriminant analysis)</td>
<td>[34]</td>
</tr>
<tr>
<td>WQM</td>
<td>information services</td>
<td>32</td>
<td>Questionnaires</td>
<td>1-3</td>
<td>-</td>
<td>-</td>
<td>Kano quality model (levels of customers’ expectations)</td>
<td>-</td>
<td>[52], [51]</td>
</tr>
<tr>
<td>E-SQUAL/RecS-Qual</td>
<td>e-banking, e-commerce</td>
<td>22+11</td>
<td>-</td>
<td>1-5</td>
<td>Questionnaires</td>
<td>min. 30</td>
<td>SERVQUAL</td>
<td>-</td>
<td>[49], [48]</td>
</tr>
<tr>
<td>WAES</td>
<td>e-government</td>
<td>40</td>
<td>-</td>
<td>0-1</td>
<td>Expert evaluation</td>
<td>min. 1</td>
<td>-</td>
<td>-</td>
<td>[53]</td>
</tr>
</tbody>
</table>
III. PEQUAL METHODOLOGICAL FRAMEWORK

A. Selection of an MCDA method for evaluating websites

Every decision problem can be attributed to the problematic the decision problem deals with. The problematics result from the aim which is expected from the decision process [79]. In the problematics of description (P.d), preparing a description of potential actions and the identification of a criterion or a family of criteria pose a problem. In the problematics of choice (P.a), supporting the decision-maker is concentrated on selecting a small number of “good” variants. The problematics of sorting (P.β) is concentrated on attributing a variant to one of classes available. Finally, in the problematics of ranking (P.γ), a ranking of decision variants according to defined criteria is prepared [80].

The MCDA method, which is used in evaluating websites, should especially take into consideration indifference and preference relations, which will make it possible to differentiate the quality of evaluated websites. Moreover, it should not allow an indifference relation to appear, since it is essential that the website ranking is total. Taking into account acceptable compensation criteria, it is reasonable to assume that certain website elements can convince users to use it, even though in some respects it falls short of expectations. Therefore, compensation of low-marked criteria by high-marked ones seems to be legitimate. Measuring data, on which the method will work, cannot be determined as reliable, since these are subjective users’ opinions expressed in questionnaires on a quantitative scale. Nevertheless, such data unreliability may be expressed by defining a proper value of an indifference threshold. The problematics considered by individual MCDA methods is of importance, because a method ought to consider, first of all, the problematics of a ranking. It allows putting websites in order according to their synthesized quality, expressed on a quantitative scale. What is more, one can consider methods comprising also the problematics of description, what allows analyzing the obtained solution in a broader way. For the reason that quality is assessed by many users, a method should also offer a group evaluation mechanism. The analysis of characteristics and abilities of individual MCDA methods [71][72][73] with relation to the requirements discussed points out to the fact that the Promethee II [88] method along with its group development, i.e. Promethee GDSS, can be used in evaluating websites.

B. Framework of website evaluation

The authors’ methodology of website quality evaluation named PEQUAL (Promethee - eQual) is based on the eQual method, which has its foundations in Quality Function Deployment. To do empirical research at first, questionnaires were collected from 41 users. In the research sample, there were computer literate users who are experienced in doing the shopping online. All of them evaluated 10 e-commerce websites: Alibaba, Amazon, Apple, BestBuy, eBay, Macy’s, Rakuten, Staples, Target, and Walmart. The reason for selecting the e-commerce websites was the result of analysis of valid rankings of top e-commerce websites presented, among other things, in [81], [82], [83], [84], [85]. Thus, 410 questionnaires were collected which then were verified in terms of consistency reliability and Cronbach’s alfa was determined. Questionnaire evaluation was conducted with the use of criteria and an evaluation scale of the eQual method and the results of the questionnaires were aggregated with the use of the Promethee method. Also, on the basis of this method, the broad analysis of the obtained solution was carried out. The research took into consideration two scenarios of aggregation of partial evaluations in an overall ranking. The input data had been obtained in the questionnaires. In the first scenario, partial evaluations were averaged, and next, the aggregation of mean criterial evaluations into an overall evaluation, with the use of the Promethee II method, was conducted. The second scenario consisted in determining individual rankings by means of the Promethee II meth-
od on the basis of partial evaluations and then aggregating individual rankings in a group ranking by means of the method Promethee GDSS. After generating rankings, the analysis of the solution obtained was carried out in every scenario with the use of the GAIA method and the analysis of ranking robustness to the changes of weights of criteria, which are an integral part of the Promethee method. On the grounds of the transparency of the conducted analysis, it was assumed that the weights of all criteria are equal. Moreover, it was assumed that the partial evaluations obtained in the questionnaires can be characterized by some degree of uncertainty. Therefore, an application of various indifference variants was considered, and consequently the influence of minor errors in partial evaluations on the obtained results was eliminated. The presented practical approach is depicted in Figure 1. What is more, at first, the aggregation of questionnaire results into a final evaluation with the use of the eQual method was carried out. This was aimed at conducting a comparative analysis of obtained results with reference to the results of eQual.

IV. RESULTS

A. Empirical research

After gathering the results of the questionnaires, their consistency reliability analysis was carried out. The value of Cronbach’s alpha obtained in the research amounted to 0.95. All scores of the consistency reliability analysis, including the value of Cronbach’s alpha for individual groups of criteria, are presented in Table II. The values of Cronbach’s alpha indicate high reliability of the conducted questionnaire, since it exceeds the boundary value of 0.6 [28].

Next, in accordance with the eQual method a overall value of eQual Index and values obtained for individual criteria and their groups were determined. The scores of the total value and groups of criteria are depicted in Table III.

In another research the scores of questionnaires were averaged and calculations were made with the use of the Promethee II method. Average criterion evaluations of questionnaire scores, which constitute a performance table, are depicted in Table IV (average values are in accordance with values used for the eQual method). In the Promethee II method for each criterion a preference model with a preference V-shape function, for which an indifference threshold \( q=0 \) and a preference threshold \( p=7 \), was used. A preference direction was maximized. The selected preference model was assumed in order to reflect, as accurately as possible, the model used in the eQual method. A website ranking obtained according to the Promethee II method, with the use of the given preference model, is presented in Table V. The sequence of variants in the obtained ranking is in accordance with the sequence in the eQual method.

B. Graphical analysis of Promethee solution

After determining the ranking, its analysis, based on the GAIA methodology, was done. Figures 2-4 depict the scores of this analysis separate for: clusters (Figure 4), groups (Figure 3) and individual criteria (Figure 2).

### Table II. Cronbach’s alpha scores

<table>
<thead>
<tr>
<th>Cluster of criteria</th>
<th>Group of criteria</th>
<th>Criterion</th>
<th>( \alpha ) if item deleted</th>
<th>( \alpha ) for group of criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>Usability</td>
<td>C1</td>
<td>0.9454</td>
<td>0.9379</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>0.9453</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3</td>
<td>0.9449</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C4</td>
<td>0.9453</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Site design</td>
<td>C5</td>
<td>0.9461</td>
<td>0.8722</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6</td>
<td>0.9454</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C7</td>
<td>0.9459</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C8</td>
<td>0.9451</td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>Information quality</td>
<td>C9</td>
<td>0.9455</td>
<td>0.8854</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C10</td>
<td>0.9455</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C11</td>
<td>0.9521</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C12</td>
<td>0.9452</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C13</td>
<td>0.9450</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C14</td>
<td>0.9456</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C15</td>
<td>0.9449</td>
<td></td>
</tr>
<tr>
<td>Service interaction</td>
<td>Trust</td>
<td>C16</td>
<td>0.9447</td>
<td>0.9038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C17</td>
<td>0.9445</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C18</td>
<td>0.9455</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C22</td>
<td>0.9464</td>
<td></td>
</tr>
<tr>
<td>Empathy</td>
<td></td>
<td>C19</td>
<td>0.9465</td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C20</td>
<td>0.9473</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C21</td>
<td>0.9472</td>
<td></td>
</tr>
</tbody>
</table>

### Table III. Assessment results of websites according to eQual method

<table>
<thead>
<tr>
<th>Website</th>
<th>Evaluation Quality Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alibaba</td>
</tr>
<tr>
<td>Usability</td>
<td>70.30%</td>
</tr>
<tr>
<td>Site design</td>
<td>69.25%</td>
</tr>
<tr>
<td>Information quality</td>
<td>71.33%</td>
</tr>
<tr>
<td>Trust</td>
<td>68.12%</td>
</tr>
<tr>
<td>Empathy</td>
<td>60.05%</td>
</tr>
<tr>
<td>Overall</td>
<td>68.64%</td>
</tr>
<tr>
<td>Rank</td>
<td>4</td>
</tr>
</tbody>
</table>
TABLE IV.
PERFORMANCE TABLE FOR PROMETHEE II BASED ON MEAN VALUES OF CRITERION EVALUATIONS

<table>
<thead>
<tr>
<th>Group of criteria</th>
<th>Criterion</th>
<th>Website</th>
<th>Alibaba</th>
<th>Amazon</th>
<th>Apple</th>
<th>BestBuy</th>
<th>eBay</th>
<th>Macy’s</th>
<th>Rakuten</th>
<th>Staples</th>
<th>Target</th>
<th>Walmart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>C1</td>
<td></td>
<td>4.902</td>
<td>5.610</td>
<td>5.683</td>
<td>5.000</td>
<td>6.024</td>
<td>5.049</td>
<td>4.976</td>
<td>4.927</td>
<td>4.854</td>
<td>5.049</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td></td>
<td>5.000</td>
<td>5.317</td>
<td>5.610</td>
<td>5.000</td>
<td>5.610</td>
<td>4.854</td>
<td>4.805</td>
<td>4.829</td>
<td>4.683</td>
<td>4.829</td>
</tr>
<tr>
<td>Information quality</td>
<td>C9</td>
<td></td>
<td>5.000</td>
<td>5.537</td>
<td>5.049</td>
<td>5.073</td>
<td>5.634</td>
<td>4.780</td>
<td>4.805</td>
<td>4.780</td>
<td>4.756</td>
<td>4.537</td>
</tr>
<tr>
<td></td>
<td>C10</td>
<td></td>
<td>4.902</td>
<td>5.537</td>
<td>5.902</td>
<td>5.098</td>
<td>5.683</td>
<td>4.902</td>
<td>5.024</td>
<td>4.805</td>
<td>4.902</td>
<td>4.805</td>
</tr>
<tr>
<td></td>
<td>C11</td>
<td></td>
<td>5.585</td>
<td>5.268</td>
<td>5.488</td>
<td>5.122</td>
<td>5.415</td>
<td>5.512</td>
<td>5.488</td>
<td>5.146</td>
<td>5.561</td>
<td>5.317</td>
</tr>
</tbody>
</table>

The analysis of Figure 2 demonstrates that almost all criteria, except C11, support three leading variants in the ranking, i.e. Apple, Amazon and eBay. This observation is confirmed by a detailed analysis of numbers contained in Table IV. Moreover, a criterion C11 is in conflict with C9, C12, C14, C1, C2, C13 and also partially with subsequent criteria placed in the first quarter of the system of coordinates. It means that variants which are highly evaluated with regard to the criterion C11 get lower evaluation in terms of other criteria mentioned. Furthermore, the length of C11 vector points out that this criterion has the least influence on the final website ranking.

An analysis of Figure 3 allows finding out that users evaluate Usability and Information Quality of individual websites in a similar way. In other words, if an examined website gets high marks for criteria in the Usability group, it is usually highly marked with regard to criteria in the Information Quality group. However, evaluations of criteria in the Usability and Site Design groups are independent of each other. This piece of information is important, because criteria in the groups belong to one cluster of criteria, therefore, their evaluations should usually be similar to one another. Similarly, criteria evaluations of Empathy and Trust, which also belong to one cluster, are independent of each other. Moreover, one can state that the most significant influence on the final ranking have criteria belonging to the Site Design and Usability groups, since their vectors are longest. Furthermore, the final ranking of websites most strongly overlaps with the criterial evaluations of the Trust group.

The presentation of clusters of criteria (Figure 4) on the GAIA plain indicates that evaluations of variants with regard to criteria belonging to the Usability and Service Interaction clusters and they are independent of the Information Quality cluster. It may seem contradictory to the conclusion drawn from the GAIA analysis.
when analyzing Figure 3 which expresses the similarity of evaluations with regard to the Usability and Information Quality criteria groups. However, one needs to bear in mind that the Usability cluster contains the Usability and Site Design criteria groups. When considering the impact of individual criteria clusters on the final ranking, it should be noted that this ranking is, to the highest degree, dependent on the criteria belonging to the Information Quality and later Service Interaction clusters. The criteria belonging to the Usability cluster have the lowest influence on the ranking.

C. Robustness analysis of solution

Apart from the GAIA analysis, also, the robustness analysis, taking into consideration changes in weights of criteria, of the ranking was carried out. Figure 5 depicts, one by one, the scores of the analysis for weight changes of subsequent criteria clusters, i.e. Usability, Information Quality and Service Interaction. Also, Figure 5 presents the robustness analysis of the ranking for changes of weights of criteria belonging to the Usability cluster. It must be explained that the weight changes regarded all clusters, for instance, when a weight of Usability was 0, the criteria in other clusters obtained a weight of 7.14%, whereas when a weight of Usability was 100%, all of its criteria obtained a weight of 12.5%. Analogically, weights for the robustness analysis of the Information Quality and Service Interaction clusters were determined. The results of the robustness analysis indicate that three top positions in the ranking are very stable, because only increasing weights of criteria in the Information Quality cluster above 80% (that is over 11.5 for each criteria of the cluster) may cause changes on these positions. Therefore, one can assume with the high level of probability that, independent of weights of criteria, the obtained ranking is correct.

D. Uncertainty analysis

The next step in the conducted analysis was to verify the influence of uncertainty of partial evaluations on the sequence of variants in the ranking. Therefore, a new ranking of variants was determined on the basis of a modified preference model, in which a preference function V-shape with an indifference area, where the indifference q=1 and preference p=7 thresholds were used, was applied. Using the indifference threshold was to eliminate the influence of potential mistakes in users’ evaluation, which consists in considering one website slightly better than another one. It should be noted that the threshold q=1 for averaged values provides a

<table>
<thead>
<tr>
<th>Website</th>
<th>Alibaba</th>
<th>Amazon</th>
<th>Apple</th>
<th>BestBuy</th>
<th>eBay</th>
<th>Macy's</th>
<th>Rakuten</th>
<th>Staples</th>
<th>Target</th>
<th>Walmart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 3 GAIA analysis for clusters of criteria

Fig. 4 GAIA analysis for clusters of criteria

### Table V.

**RANKING OF WEBSITES BASED ON PROMETHEE II AND AVERAGED CRITERIA EVALUATIONS**
significant error of margin, and with regard to many criteria almost all variants are considered indifferent. However, the ranking obtained has variant shifts only on further positions. To be more specific, there was a change of websites on positions 4 and 5 (Alibaba a Walmart) as well as 7 and 8 (Staples and BestBuy). Therefore, it can be assumed that the basic ranking which was obtained with the use of the Promethee II method is reliable. The ranking obtained with the use of the described preference model is depicted in Table VI.

E. Comparison of averaged ranking with group ranking

Another part of the conducted research consisted in conducting, by means of the Promethee II method, an aggregation of partial evaluations for individual questionnaires and determining individual rankings. They were generated next to the preference model, which had been used for averaged evaluations, i.e. with the preference function V-shape and thresholds \(q=0, p=7\). Later, the individual rankings were aggregated into a group ranking with the use of the Promethee GDSS method. The ranking is presented in Table VII and its analysis indicates that the obtained sequence of websites is the same as in the ranking obtained before, which was based on averaged evaluations, presented in Table V. The values of evaluations \(\phi_{net}\) are also similar.

The next step was to conduct a GAIA analysis for the group ranking. For the reason of clarity, Figure 6 depicts the GAIA plane for 10 respondents. The projection of decision-makers’ preferences on the plane shows that everybody, except DM6, supports to some extent five best websites in the ranking. However, it should be noted that evaluations of users DM7 and DM8 are contradictory, similarly to users DM4 and DM6. Moreover, the highest influence on the final ranking, out of 10 presented users, have DM8, DM9 and DM10, whose vectors are longest. As far as the respondents’ individual rankings are concerned, their analysis was carried out analogically to the analysis conducted for averaged evaluations.

**TABLE VI.**

<table>
<thead>
<tr>
<th>Website</th>
<th>Alibaba</th>
<th>Amazon</th>
<th>Apple</th>
<th>BestBuy</th>
<th>eBay</th>
<th>Macy’s</th>
<th>Rakuten</th>
<th>Staples</th>
<th>Target</th>
<th>Walmart</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi_{net})</td>
<td>-0.001</td>
<td>0.0076</td>
<td>0.0175</td>
<td>-0.0054</td>
<td>0.0038</td>
<td>-0.0027</td>
<td>-0.0069</td>
<td>-0.0028</td>
<td>-0.0093</td>
<td>-0.0008</td>
</tr>
<tr>
<td>Rank</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

![Fig. 5 Robustness analysis of criteria clusters](image1)

![Fig. 6 GAIA analysis for clusters of criteria](image2)
V. CONCLUSION

In the proposed approach the multi-stage construction of the model was realized with regard to the criteria taken from the eQual method with the use of the Promethee method (PEQUAL). It extends earlier approaches by introducing MCDA based multi stage evaluation and analyses. In the article, 10 most popular world e-commerce websites were evaluated. On the basis of the presented research, one can state that e-commerce websites most highly valued by users are: Apple, Amazon and eBay. The conclusions were confirmed by verifying the obtained ranking with the use of the analysis of robustness to changes of weights of criteria and examining the influence of evaluations on the final ranking.

Furthermore, the use of the Promethee GDSS method and the GAIA analysis, which is an integral part of the Promethee method, made it possible to indicate users’ individual preferences. Also, the GAIA analysis allowed examining mutual dependences between individual groups and clusters of criteria on the basis of graphic data. The interpretation of the GAIA plane is less time-consuming and easier than the analysis of number values of evaluations, and the conclusions drawn on its basis are equally essential [86] [87].

The research framework of the quality of websites presented in the article can be the basis for their evaluation along with the correctness verification of obtained evaluations and preferences of the respondents. As it has been demonstrated in the presented research, this solution is functionally richer than classical MCDA-based methods of website evaluation methods which have been used in the literature to date.
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Abstract—The main aim of this article is to analyze the use of marketing mechanisms on the Internet. To meet this objective, the authors conducted a study limited to a selected group of individual users - students of the University of Warsaw. The paper presents the characteristics of the application of marketing tools as well as the users’ opinion on the usefulness of these tools in broadly defined e-commerce. The article also presents the discussion and the findings of the present study.

I. INTRODUCTION

The main objective of this paper is to analyze the possibilities of using the Internet on mobile and desktop devices for marketing purposes, under the circumstances of the dynamic development of both mobile devices and mobile applications running on them. This article aims to examine the situation where basic marketing tools are used by clients on the desktop (PC) or portable equipment (e.g. a laptop) as well as the devices combining the advantages of a phone and a computer, i.e. smartphones and tablets.

There are numerous definitions of e-marketing presented by scholars and academics. They are as follows: electronic marketing may be defined as activities of an organization which through applying new technologies, in particular the Internet, uses the potential of the market (Meng X., 2009). Internet marketing is a combination of communication efforts undertaken by organizations, operating both in the physical and virtual markets, to satisfy individual and collective needs in the electronic space, with the application of information technologies, especially the Internet, in order to make a profit (Chmielarz, 2007). It encompasses among other things: the study of the behavior of Internet users, the development of new products as well as e-promotions, e-distribution and e-service.

In addition, the definition of e-marketing may be extended to include also the approach which states that it comprises all marketing activities aimed at fulfilling the operational goals via the Internet. From a theoretical point of view, it is a result of a combination of modern marketing, management and risk management theories as well as the application of modern communication technologies (Sun, 2011; Hasan, 2011).

Mobile marketing may be defined as a part of electronic marketing, one of the methods of direct marketing, practiced via mobile devices such as e.g.: cell phones, smartphones, tablets, PDA, MDA and notebooks. In m-marketing the messages with commercial or non-commercial content are communicated with the application of such technologies as SMS, MMS, NFC and others (Hovancakowa, 2011; Bernauer, 2008). It includes also advertising activities taking advantage of mobile phones’ functionalities (Wikipedia, 2016). The Mobile Marketing Association defines mobile marketing as any marketing, advertising or promotional activity, targeted at clients and transmitted using a mobile channel (Salo J., Sinisalo J., Jarjaluto, 2008).

The phenomena of e-marketing and m-marketing have been examined in numerous studies (AówierczyżDska-Kaczor, 2012; Wielki, 2012; Kiba-Janiak M., 2014; Gao T., Sultan F., Rohm A. J., 2010; Roach G., 2009), including those carried out on a large scale (IAB, 2015; InternetStandard, 2015). Nevertheless, the majority of them took place before the most rapid development of smartphone and tablet applications or not takes into account this phenomenon. Fast, or rather rapidly growing, market of new mobile devices and the increasing pace of eliminating older devices from the market results in the fact that for the purpose of this article the authors have applied an additional division between traditional electronic marketing via the devices such as PC and laptop and a new mobile marketing, operated on smartphones and tablets. Unfortunately, in the present research the authors were not able to make a distinction between the traditional electronic marketing on the devices such as personal computers or laptops and mobile marketing used via these devices in browsers (browser marketing) and mobile marketing employed in applications (app-based marketing), because respondents are not always even aware of the distinction. Nevertheless, it allowed evaluating both forms of marketing used on smartphones and tablets.

The authors of the article hoped to indicate certain basic implications concerning the new phenomena impacting the directions of development of mobile marketing. Thus, they undertook a study whose main aim was to analyze the use of e-marketing and m-marketing among the users of different kinds of computer devices providing Internet access. The findings presented in the article constitute a summary report of the research examining a selected group of users in Poland at the beginning of 2016.
II. RESEARCH METHODOLOGY

Due to few and fragmentary studies concerning the sphere of e-marketing and m-marketing applications as perceived by an individual client in national and foreign literature, the present research was based on the authors’ own approach (Chmielarz, 2015) consisting of the following stages:

- analysis of a selected group of users on the basis of a quantitative and qualitative survey (CAWI (Computer Associated Web Interview method)),
- making an online version of a questionnaire available on the servers of the Faculty of Management at the University of Warsaw, and subsequent testing and verifying it,
- conducting user surveys,
- analysis and discussion of findings,
- drawing conclusions from the obtained findings on the current state of e-marketing and m-marketing and future directions of their development, based on the opinions of users.

The detailed scope of the survey, which consists of twenty-five questions, divided into five sections, is presented below:

- the place and role of the Internet in marketing,
- the assessment of e-marketing as a source of information about products/services,
- the assessment of the effectiveness of e-marketing media and their acceptance by the client,
- the assessment of the utility of e-marketing from the point of view of a client,
- assessment of m-marketing.

The article presents the findings of the analysis of completed questionnaires. The survey was carried out in March-April in 2016. The selection of the group was not quite random; it was the case of convenience sampling: the respondents were students of part-time and full-time BA and MA studies at the University of Warsaw. The choice of students groups were random. The surveys were distributed electronically, the level of responsiveness slightly exceeded 80%, despite the fact that students constitute a group which is particularly open to all kinds of innovations, especially those related to mobile devices. This group in Poland is the most active buyers in Internet.

A limitation in this sort of selection was an expected high participation of people owning smartphones, tablets, laptops and cell phones - not necessarily of high quality, but with a high usage time. The survey was completed by 130 people, with 106 respondents (81.54% of the sample) who completed the questionnaire correctly in its full form. Among the respondents, there were 65.09% women and 34.91% men. An average age of the respondent was 23.08 years, and the median value was 19 years of age. It is the typical age for the students of first years of part-time and full-time BA studies and the first years of MA studies, the interviewees who were asked to fill in the questionnaire. The oldest of the respondents was 51. Among the respondents, there were 65.09% of only students, 32.08% of working students and 23.89% professionals. Respectively, 66.98% declared having secondary education, and 27.36% of the respondents completed BA studies. Higher education and post-graduate studies were indicated by only 5.66% of the interviewees. Almost 36% of the respondents stated that they reside in cities of more than 500,000 inhabitants, over 12% came from cities of 100-500,000 inhabitants, more than 11% from cities with 50-100,000 residents, almost 21% of the sample were from towns with 50,000 inhabitants, and 19.81% from rural areas. The simplicity of the survey did not cause many distortions in the process of its completion.

III. DATA ANALYSIS AND DISCUSSION OF FINDINGS

Respondents provided answers to twenty-five substantive questions. Here we concentrate on aspect of m-marketing in the frames of e-marketing, but survey had more wide context. The most important findings are listed below.

The first group of questions concerned generally the place and role of the Internet in marketing. Over 95% of respondents said that they use the Internet several times a day, 3.77% at least once a day, and only one respondent stated that he/she seldom uses the Internet.

The most popular device used by the respondents when accessing the Internet is a smartphone (33%), or a smartphone interchangeably with the laptop (32%). The laptop is used by slightly over 11% of students. Almost 8.5% of the survey participants use a personal computer for this purpose. This indicates a significant reorientation of Internet users towards the device which they have learned to use relatively early in life and use it for the longest time, that is, handheld mobile devices, especially a smartphone (the tablet itself is used by only by 3.77% of respondents).

Generally, the Internet is seen as a very good marketing medium by 52% of the respondents, or as a good marketing medium by 33% of the sample. Only 15% of the interviewees perceive the Internet as average or sufficient. Nobody has rated it as unsatisfactory. What lies at the core of such discrepancy between the level of using the Internet, making online purchases and a very good or good opinion on internet marketing? It appears that it stems not only from the specific shift of emphasis towards communication (as it is the main purpose of using smartphones) but also from the fact that the Internet has become the basic source of information on the reality, not only an economic one. The obtained information on products and services can also lead to making purchases in a traditional way, not only via websites. Also, one needs to consider the fact that the Internet, apart from its communication and information function plays a more and more important role as a means for providing entertainment (films, music, e-books, computer games, etc.). The last question in this section of the survey concerns the statement whether internet marketing is - in the opinion of the Internet users - better than traditional marketing. The majority of responses - i.e. 53% claimed that the best option is a combination of traditional and internet marketing (marketing mix). Interestingly, almost 40% of responses show that internet marketing is better than traditional marketing, and only 7.5% of the responses point out that it is just the opposite. The first thing which comes to the fore is the question why
internet marketing might be seen as better than its traditional form. The opinions concerning the reasons were divided. In almost 25% of responses of participants of the survey, they paid attention to its continuous accessibility and 23% to the possibility of gathering information about a particular product or service. The third place with the score of 22% was taken by the opportunity to use internet comparison engines, directly supporting the purchase process with special software. The fourth position was taken by the possibility of direct purchase after clicking on the link (19%). It should be noted that the difference between the evenly distributed attributes, in total, amounts to only six percentage points. Information about products and services on the Internet are mainly collected through search engines (almost 49% responses). Social media take the second position with the score of 28%, which is nearly 20 percentage points higher than the source which is in the first position. The blog entries and links to banners were at the level of 10% of responses. At the same time in order to verify the importance of the above information, the authors examined the percentage of people who perceive the Internet as the main source of information. Actually, in the examined group of respondents the Internet undoubtedly gained considerable recognition as a source of knowledge about products and services - 33% of responses. The next, second position was taken by information provided by friends (28% - word-of-mouth advertising). As the survey shows, television still enjoys a strong position (16% responses). The press and advertising materials in shops reached a similar level of about 8% of responses. However, the role of the radio and leaflets is markedly depreciated. The research also pointed to the low score of the opinions of the industry experts in the ranking.

Interestingly, information about the products and services is mainly used by the participants of the survey to make purchases in traditional stores (47% of responses), which would confirm the thesis concerning the importance of the Internet with regard to its informative function. Nevertheless, an almost equally large group of users (42% of responses) use the information to buy items in online shops and 10% on online auctions. This partly justifies the low percentage of Internet users declaring shopping in the electronic sphere - a considerable group use the information available on the Internet to make purchases in traditional stores.

The next section concerns the evaluation of the usage and the success of e-marketing from the point of view of a client. The ranking of marketing media inducing customers to make purchases corresponds with the previous results. In the last six months, the clients were most inclined to buy goods when attracted by the clarity and graphic design of the website (over 16%) and the presence in social media. The economic factor is not without significance - the third position with the score of 11% of responses was taken by the discounts offered when customers exceeded a specific value of the purchases. The worst in the ranking are brandmark and e-mailing (spam), running an internet forum and pop-up/under windows. Among other factors affecting purchases, the respondents indicated: discount codes/coupons available on the Internet.

The fourth section of the survey concerns the evaluation of the usage and the success of e-marketing from the point of view of a client. The ranking of marketing media inducing customers to make purchases corresponds with the previous results. In the last six months, the clients were most inclined to buy goods when attracted by the clarity and graphic design of the website (over 16%) and the presence in social media. The economic factor is not without significance - the third position with the score of 11% of responses was taken by the discounts offered when customers exceeded a specific value of the purchases. The worst in the ranking are brandmark and e-mailing (spam), running an internet forum and pop-up/under windows. Among other factors affecting purchases, the respondents indicated: discount codes/coupons available on the Internet.

The next element of the survey is the specification of a technical element - the tool which draws clients’ attention to e-marketing to the greatest extent. Here the elements which are clearly visible on the screen, such as video - 27% of responses, or billboards - 23% of responses were decisively advantageous. Static and dynamic banners seem to be of lesser importance - 20% of responses. The respondents pay the least attention to buttons or pop-up/under windows.

The last, most comprehensive section of the survey examined m-marketing functioning on mobile devices such as a smartphone or a tablet. The questions concerned people who simultaneously use traditional devices (PC/laptop) and modern mobile equipment (smartphone/tablet). Generally speaking, if we consider the respondents’ approach to electronic marketing it is nearly in one-third of responses (31%) negative. It appears that they prefer internet marketing on traditional hardware (40%). Only 15% answers of respondents indicated the preference for marketing on modern devices, and 14% of survey participants’ responses claim that they like both types of marketing.

Over 65% answers of respondents claim that marketing on traditional hardware and modern mobile devices is different, in 28% of responses - have no opinion on the subject, and only in 7% answers - think that such differences do not actually exist.

Among the factors which are most disliked by customers in the manifestations of mobile marketing, the frequent comments concern greater problems with closing them (25% of responses) and their taking proportionally larger space on the screen (24%). Nevertheless, the statements related to problems encountered when communicating with the device are almost at the same level (23%). A half answers of the respondents still draws attention to the fact that displaying ads on mobile devices extends the time needed to roll the screens. Further positions are taken by the worse level of readability, connected with lower resolution, or excessive conciseness. Among other problems, the survey participants paid attention to the fact that older devices may be overloaded, and they tend to crash (see Fig.1).

Among the advantages of m-marketing, the respondents indicate the concise content (61% of responses), lower level of
Intrusiveness of the tools (25%) and the fact that, in general, they are easier to use (14%). The responses show that the feature which is indicated by some users as a disadvantage (e.g., excessive conciseness), may be seen as an advantage by others (content which is limited to the minimum, i.e., brevity).

Detailed analysis of the above responses was conducted through the prism of the most important features of mobile marketing. In over 27% of responses it was indicated the facts that m-marketing is always available, and it guarantees the precise and fast way to reach out to the target group (18%) are its most important features. The third position is taken by easy, dynamic and flexible interaction with the recipient (17% of responses). The high level of effectiveness of this type of marketing raises serious doubts (see Fig. 2).

The next question concerned the types of m-marketing tools which are most frequently used by the respondents. The greatest number of users indicated the use of mobile applications (28% of responses). The next positions are taken by SMS marketing - 26% of responses - and the use of geolocation and mobile navigation - 16%. The lowest scores are assigned to designing mobile websites and the use of NFC technology and QR codes (about 9% of responses). It appears that among the respondents few people used railway tickets (QR codes) or maps and guides (e.g., Tatrzański Park Narodowy). With regard to the question concerning the most visible forms of m-marketing the respondents pay the greatest attention to graphic advertising (73% of responses), next to application ads 12% and text ads 10%. In less than 5% answers of survey participants believe that the advertisements designed with the application of Google Web Designer technology prove to be most effective. Among m-marketing technologies operated on smartphones or tablets, the most efficient are graphic ads (43% of responses), then graphic application ads and the application ads (about 17% each). True View ads used to promote applications (about 1% of responses) and text ads (nearly 8%) are seen as less effective.

The last question concerned the form of mobile marketing, which the respondents used most frequently in the last six months. The most popular forms were mobile applications (e.g., product placement or display ads), which amounted to 28% of responses. SMS marketing took the next position. The use of other forms of m-marketing was 5-6 percentage points lower in the ranking. The least popular forms were NFC (Near Field Communication) technology or QR (Quick Response) codes - generally at the level of 9% of responses.

IV. CONCLUSIONS

The conducted and presented studies point to the following conclusions:

- In the present study, all respondents of the survey were students, which was clearly indicated in the obtained findings. The higher the year of study, the less interest in completing the survey and its conclusions. It is probably caused by the greater effort required not only for the studies but also students' involvement with temporary or regular jobs (working students constitute more than 32% of the sample). On the other hand working students are very often used e-commers and have to do with e-marketing.

- The frequency of the use of the Internet in the examined sample was high - over 95% of respondents replied that they use the Internet several times a day, and nearly 4% at least once a day; they were connecting to the Internet only via their smartphone (1/3 of the sample), the second most popular option was laptop. It is the generation that has learned how to use a mobile phone/mobile device relatively early in their life and later on switched to smartphones or tablets; the change has been fairly easy and natural for them. The transition was supported by a relatively low price, in comparison to a laptop, and a large number of free applications available on all three operational systems (Android, iOS, Windows) running on smartphones.

- In the examined group fewer than 50% of respondents do their shopping on the Internet several times a month, up to a few times a day, which indicates a specific shift of the role played by the Internet from the economic role to a more communicative-informative one, i.e., the change in the main function of mobile phones at present is no longer focusing on business relations (only 6% of the sample use the Internet at work). The core aspect of the mobile sphere starts to prevail over the desktop one.
• At the same time, the Internet is generally perceived as a good and very good marketing medium - 85%. As far as the high level of internet purchases is concerned, the users declare that purchases made outside the Internet may be seen as the outlet for marketing activity,
• Simultaneously respondents claim that internet marketing is better than a traditional one due to its: continuous availability, a quick way to broaden the knowledge about a product or service and a possibility to use comparison engines - including mobile tools,
• Information about goods and services continue to be gathered by means of browsers (almost 49% of responses); social media take the second position, and the role of blog entries is gaining in importance, other sources of information are marginalized,
• Among the elements which respondents pay the greatest attention to with regard to e-marketing, we may list general graphic design and an advertised product or service,
• Among the technical elements of marketing, the Internet users see the advantage of the elements which clearly stand out on the screen: video (short film), or billboards. Static or dynamic billboards seem to be slightly less important,
• Marketing tools are positively perceived mainly in social media, on corporate blogs, on websites and in online shops. It emerges that in social media and on websites they are seen as both eagerly viewed and irritating - apparently to equal degree,
• A third of the “mobile generation” sees electronic marketing as a negative phenomenon, more people prefer to see it applied on traditional hardware rather than mobile devices,
• Over 65% of respondents believe that marketing via traditional equipment (PC, laptop) and modern devices (smartphone, tablet) are different,
• Among negative factors concerning m-marketing we experience greater problems with removing the ads from the screen, taking proportionally greater space and interfering in operating the device,
• Among the positive factors in m-marketing, the respondents mainly paid attention to concise contents, limited to a minimum, lower intrusiveness of the tool and the consequent greater comfort in using it,
• The most important feature of m-marketing is common availability, the guarantee of precise and fast access to the target group and easy, dynamic interaction with the recipient. However, there emerge certain doubts concerning the effectiveness of this form of marketing,
• The most popular type of m-marketing tool among the respondents were the ads available through mobile apps, SMS marketing as well as using geolocation and mobile navigation,
• The most noticeable forms of m-marketing are banners and much less (6 times less) noticeable app ads and text ads, and here lies, in the opinion of users, their greatest effectiveness,
• Most recently the respondents most frequently used the app-embedded ads (e.g. product placement and display) and SMS marketing.

The above conclusions constitute a proper basis for the continuation of the research as well as extending it to include the effects, consequences and results of using m-marketing in business activity.
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Abstract— During the last years the number of innovative ICT systems, applications and tools has been growing still to support intelligent business performance. However, advanced ICT solutions are only means to the end of better process performance, not a substitute for it. Intelligent enterprises running their activity in increasingly more dynamic, complex and uncertain environment. The aim of paper is the discussion about the wide spectrum of ICT solutions used by the intelligent enterprise and their meaning in the management of intelligent organization. This is the first approach in this case that the author is going to continue in the advanced research.

I. INTRODUCTION

There are many definitions of an intelligent enterprise. Undoubtedly, it has a high abilities to learn from experience, adapt to new situations, understand and handle abstract concepts, and use knowledge to manipulate the business environment. Problem solving, comprehending complex ideas, learning quickly, and learning from experience are crucial for the intelligent enterprise. Companies today are looking to boost operational productivity and performance while addressing the full range of information requirements throughout the extended enterprise. In this case, the intelligence in the enterprise management is more than just delivering reports from a data warehouse. It's about providing large numbers of people – executives, analysts, customers, partners, and everyone else – secure and simple access to the right information so they can satisfy their unique reporting or analysis requirements, then share that information accordingly.

The intelligent enterprise provides information for service-oriented purposes and for optimizing operational systems. The enterprise can be intelligent in two ways:

✓ It can behave intelligently or/ and can „utilize” intelligence;
✓ For the enterprise to be intelligent, it needs to maximize the extend and utility of its intellectual capital;
✓ The intelligent enterprise is an organization which acts effectively in the present and is capable of dealing effectively with the challenges of the future. It meets its objectives both of the enterprise itself and those of its stakeholders and makes trade – offs between them.

Because, the role of ICT in business management is crucial and modern enterprises run their activity using advanced IT systems, applications, tools – the question concerning the differences between intelligent and traditional enterprise appears.

The aim of paper is the discussion about the wide spectrum of ICT solutions used in the intelligent enterprise and their meaning in the management of intelligent organization. This is the first approach in this case that the author is going to continue in the advanced research.

II. THE INTELLIGENT ENTERPRISE

Nowadays, the concept of an intelligent enterprise has its source particularly in the following ideas: an organisation based on knowledge and information management, a learning organization, an organisation based on the intellectual capital. On the other hand, from the ICT point of view, the intelligent enterprise is correlated with following terms: business intelligence, artificial intelligence, enterprise intelligence systems. The results of a literature surveys conduct that a discussion about the intelligent organisation has been started in 90. of the 20'th century. The concept of the “intelligent enterprise” was first articulated by J. B. Quinn as follows “the self-sufficient enterprise is becoming anachronistic. Each organization is part of a matrix of merging and evolving ideas and opportunities. Leading companies focus less on positioning and more on patterns of people and institutions they work with – or against” [1] and now it has a special meaning because of the use of advanced tools based on ICT.

Ming & Feng [2], Hopkins Lavalle, Balboni [3], Kruschwitz & Shockley [4], Dayani [5], Quinn [6], Stubbs [7], Tan & Cao [8,9] note that the knowledge management, wireless networking technologies, mobile devices has prompted many modern enterprises to look for management information systems to remotely monitor and control of their company operations in order to increase their flexibility and competitiveness in the market. In other words, the intelligent enterprise operates with knowledge-
based technologies, especially on-line systems for remote work and activities improving the effectiveness of business processes and has important role in creating competitive advantage.

Szczerbiński [10] notices that a modern intelligent enterprise is able to convert intellectual resources using ICT solutions to the end product with a high level of added value.

One should be pointed that now intelligent enterprises use in their business a hybrid approach rather than using a single intelligent system or application to do activities and to make decisions. Modern IT environment includes various interfaces and components completely Web-based and uses XML extensively which can work like shared platform to be accessed by multiple users and decision makers [11]. Enterprises operate on B2B platforms with ‘in built’ EDI technologies that integrate ERP systems and special applications of business partners, use the workflow, CRM, All of them provide a lot of data and information in the integrated way. Thus, they act like knowledge management systems [12], [13]. Nowadays the main problem for the intelligent enterprise is not the access to information but the ability to verify it and then to transform it into a useful operational and strategic resource.

Managing of the enterprises that function in uncertain ‘information-rich’ environment requires greater understanding of the role of information and in systems operation. To gain this understanding, the knowledge is required [14]. In the intelligent enterprise, employees know that ICT tools enable the knowledge sharing, not only fosters collaboration but also facilitates experience and knowledge discovery. Thannhuber emphasizes that IT systems supported by knowledge and intelligence paired together allow to adapt dynamically the enterprise to its environment, provide the framework for making optimal decisions [15]. Moreover, the intelligent enterprise applies automated analytics on data generated by systems and applications to better understand what resources are being used, how well they should be used to support the business processes. The intelligent enterprises create the high ability to measure past performance for the future purposes. ICT solutions deliver knowledge to the right people when and where it is needed, and keep in mind that timeliness is an issue. The issue is that not everybody needs all information, they need just the right information for themselves. In the intelligent enterprise, there is a situation when delivering reports from a data warehouse is an operational action. The intelligence of this organization is about providing large numbers of people – executives, analysts, customers, partners, and everyone else – secure and simple access to the right information so they can satisfy their unique reporting or analysis requirements, then share that information accordingly to the logic of business processes.

According to Dayal [16] the intelligent enterprise is characterized by being able to adapt quickly to changes in its operating environment. It monitors not only its own business processes but its interactions with customers, partners, suppliers and collaborators, as well. The intelligent enterprise understands how the exchange of information among all business participants relates to its business objectives and it acts to control and optimize its operations to meet its business objectives. In this enterprise decisions are made quickly and accurately to modify business processes on the fly, dynamically allocate resources, or change business partners (e.g., suppliers, service providers) and partnerships (e.g., establish new service level agreements).

III. BUSINESS MODELS OF THE INTELLIGENT ENTERPRISE

The results of literature surveys conduct that there are very little discussion about business models of the intelligent enterprise. Most of the conceptions are related to business intelligence (BI) or knowledge management(KM) models. There are a few concepts presented as white papers or presentations exposed at IT conferences.

Professor Larry Lucardie from Knowledge Value Institute defines the intelligent enterprise as lean, agile and learning, which a business model is based on the knowledge value (Fig. 1).

Andrew Coleman from IBM notices that the business model of intelligent enterprise is based on prediction. The intelligent organisation is able to compare what is happening right now with past experience to predict the future so that it can anticipate the changes needed to proactively optimize the business. Therefore, the intelligent enterprise is a market game changer (Fig. 2).
The research conducted by IBM in a group of 225 business leaders worldwide, show that enterprises are operating with bigger blind spots and that they are making important decisions without access to the right information. They recognize that new analytics, coupled with advanced business process management capabilities, signal a major opportunity to close gaps and create new business advantage. Those who have the vision to apply new approaches are building intelligent enterprises and will be ready to outperform their peers [17]. IBM have pointed the essential characteristics that describe an enterprise ready to exploit advanced analytics and optimized performance (Fig. 3).

Intelligent enterprises operate in increasingly complex IT systems what is the result of business processes complexity. Autonomous subsystems are still be interrelated and embedded in larger systems. Intelligent enterprises opposite to traditional organizations are able to integrate their strategy and the knowledge management with IT systems, applications and tools (Fig. 4).
Building the business model of the intelligent enterprise provides for a strategy and technology infrastructure that ensures that accurate and timely information is effectively incorporated into the decision making process so that the organizations can exploit this information through process, knowledge and visualization based technologies to manage their business effectively.

IV. THE RESEARCH OF INTELLIGENT ENTERPRISE

The study showed that there is a lack of advanced surveys devoted to the intelligent enterprises. Up to date, in Poland the only research concerning intelligent enterprises was carried out by Polish Agency for Enterprise Development (PARP) in 2010 on a group of 300 small and medium-sized enterprises (SMEs). One of the purpose of the research was finding an answer to a question what are the characteristics of the intelligent enterprise in Poland and whether they use ICT solutions more effectively than other organisations.

In the research carried out by PARP it was assumed that an intelligent organisation has following features:
- it has a long term strategy of development to achieve goals;
- it has an advanced human resources management (HRM) policy;
- it has a company website and intra network as well as it uses specialised ICT management tools;
- it uses the knowledge management.

Surveys have shown that 26.5% of SMEs had a long term strategy, 31.6% had the HRM policy, 47% used developed ICT tools and 38% used the knowledge management. In contrast, 63% of big companies had both the strategy and the personnel management policy well developed. Therefore, the bigger organisations meet the criteria of intelligent organisation to a larger extent than SMEs.

In Poland, intelligent organizations do not have a clear innovative profile yet established. Now, when the Operational Programme Intelligent Development 2014-2020 started, it is known that a type of innovation is not a factor differentiating companies in terms of their willingness to implement solutions typical for intelligent organizations. More often are process innovations (28%), organizational innovations (24%) and product innovations (21%). The tendency to introduce the solutions adequate for intelligent organizations to the business practice increases with the size of company turnover. From the business sector point of view, intelligent organisations have the biggest share among industrial companies (14%), as well as trade and service companies.

The research indicate then a stronger focus on technological development among intelligent organizations, their better adaptation to the challenges of the knowledge based economy, the speed of access to knowledge and the possibility of its use are key competitive factors.

Intelligent organizations in Poland more often use ICT solutions to support management processes in comparison with other organizations. The most popular are e-workflow, databases and data warehouses management (83%), as well as Intranet (76%). The further are Customer Relationship Management (twice more often than organizations that do not meet criteria for intelligent organizations) and solutions supporting a team working, every fifth - HRM and every sixth - Business Intelligence (three times more often than other organizations).

The last problem concerning ICT solutions that support the management of intelligent organizations is their effectiveness assessment. The few critical comments were focused on low efficiency of databases and data warehouses. Very positively were evaluated Supply Chain Management (78%) and Customer Relationship Management (70%). As far as the effectiveness of various ICT tools by intelligent organizations is concerned, it is worth to emphasize that generally ICT tools are assessed as less effective by small businesses than by middle sized and large. This is due to the specific nature of these tools, which do not necessarily have to be effective in organizations with a low developed organizational structure and very complicated business processes [18].

In 2010 MIT Sloan Management Review and the IBM Institute for Business Value conducted a research among nearly 3,000 executives, managers and analysts working across more than 30 industries and involved intelligent organizations of various sizes in more than 100 countries. There were also interviewed academic experts and subject matter experts from a number of industries and disciplines to understand the practical issues facing intelligent organizations [19].

As a result, there are following results:
- Intelligent enterprise is focused on the highest value uses each business opportunity, starting with questions, not data opposite to traditional organizations. It should first define the insights and questions needed to meet the big business objective and then identify data needed for targets. They can target specific subject areas, and use readily available data in the initial analytic models;
- Intelligent enterprise drives actions and delivers value. This means that new methods and tools to embed information into business processes, ICT analytics solutions, optimization, workflows and simulations are making insights more understandable and actionable;
- Intelligent enterprise develops existing capabilities adding new ones. To do this, they use sophisticated modelling and visualization tools based on ICT, but that does not mean that spreadsheets and charts should go away. On the contrary, new tools should supplement earlier ones, or continue to be used side by side, as needed;
Intelligent enterprise uses an information agenda to do plan for the future. Big data is getting bigger. Information is coming from interconnected supply chains today. Strategic information arrives through unstructured digital channels: social media, smart phone applications and an ever-increasing stream of emerging Internet-based gadgets. The information agenda identifies foundational information practices and tools while aligning IT and business goals through enterprise information plans and financially justified deployment road maps. This agenda helps establish necessary links between those who drive the priorities of the organization by line of business and set the strategy, and those who manage data and information. A comprehensive agenda also enables managers to keep pace with changing business goals. It provides a vision and high-level road map for information that aligns business needs to growth. [3]

Summing up, intelligent enterprises are combining the new systems and tools based on ICT with expertise in business process management. They are able to extract the precise information they need – highly relevant and contextualized – and predict the most likely outcomes of key decisions and events. They are able to shape their own futures.

V. ICT DRIVERS EMPOWERING THE INTELLIGENT ENTERPRISE

The results of theoretical study and the research conducted by PARP and MIT Sloan Management Review and the IBM Institute for Business Value became the background to develop a scientific discussion about the intelligent enterprise and the role of ICT in this organization. Taking into account the wide spectrum of ICT solutions used in the intelligent enterprise management, there are some areas to analyse.

5.1 Mobile workforce integration

The access to professional knowledge is critical in the intelligent enterprises and mobile connections to operating systems, applications, platforms are important, especially in the fast-paced business environment. Mobile technologies drive technical innovation to improve networks, ensure employees remain fully integrated with their company and clients wherever they are. Thus, in the intelligent organization its coherency is determined by the intelligence of its network that becomes the organization with wireless tentacles spreading from it to embrace location-aware services.

5.2 Smart virtual workplace

As the approaches to virtualization of IT infrastructure, networks and storage devices continue to mature, infrastructures become software-driven. Smart virtual workplace provides end to end desktop virtualization allowing employees to access applications, data safely over any network from the device of any choice. New trends show that business will increasingly turn to hybrid cloud solutions to enable scalable business processes. Hybrid clouds can quickly scale to a company’s needs and services can be paid for as needed. They combine the best of two worlds, offering true benefits to intelligent enterprises aiming to stay ahead in their markets.

5.3 E-Collaboration

E-collaboration is the standard for business communication today, nearly eliminating the need to meet face to face. While knowledge sharing increases, formal and informal groups become e-collaborative communities to reach organizational goals. Intelligent enterprises continue to integrate these into their business processes and reinvent their customer engagement models.

In the intelligent enterprise ICT tools allow disparate teams to work together in real-time, enabling multiple individuals to interact as efficiently and effectively with coworkers, clients, and suppliers.

5.4 Business flexibility

The intelligent enterprise can be called as the designer of changes where the business flexibility is crucial. ICT solutions are very helpful in this case. They must now be highly flexible and resilient in order to seamlessly communicate and interoperate with disparate technologies and systems. The IaaS model becomes very useful. It makes it easier the internetworking and deploying servers and endpoints from multiple sources.

5.5 Scalability and customization

Intelligent enterprises align their IT infrastructure capabilities with business requirements. Modularity of systems, applications allow companies to have only what is needed at present, trimming up-front costs and leaving open the possibility of expanding or incorporating new technologies in the future. With the increase of consolidation, intensive virtualization, the traditional data center will transform to the ‘hyperscale’ data center. It requires a fundamentally different approach than that taken with typical enterprise IT systems. Rather than building ‘monolithic’ platforms, distributed architecture design is implemented around distributed processing frameworks. That requires software and ICT tools that automate node deployment, recover from failure (rerouting of workloads), and other management and monitoring tools.

5.6 Business continuity

It is obvious that intelligent companies need to have 24 hours a day access to their data. Data digitalization and rapidity of their processing require more accurate, reliable
and sophisticated ICT tools converting all data into intelligence for better business outcomes. On the other hand, managers need them to be not complicated in their use. Moreover, for a high level of operational uptime, infrastructure components must be fault tolerant with the ability to recover from complex failures and data storage must be secure.

5.7 Converting data into business intelligence

Advanced ICT solutions enable extracting from huge amounts of data collected from the real cyberspace. Intelligent enterprises are able to manage Big Data to drive better business processes, product development, and customer service. The important is the fact that they enable to use effectively unstructured data captured from different systems, mobile devices, social media, log files, emails to perform real-time context analytics to understand received information, its content to make right decisions in the right time.

Therefore, intelligent enterprises are not only the users of advanced tools based on ICT technologies to optimize business practices, drive workforce engagement and create a competitive edge, but they are also able to leverage and to create value from the date and information generating by ICT solutions.

VI. CONCLUSIONS

The discussion about intelligent enterprise is at the beginning stage. There are more theoretical disputes then surveys in this case. There are no in depth research devoted business models of these organizations or effectiveness, strategy or management in this organizations, especially with use of ICT solutions.

In the paper, there were presented two surveys that can be the good start for the future research about intelligent enterprises. Poland is at the stage of an intensive investing in the research and development, therefore Polish companies are still learning how to create the intelligence and how to be intelligent organizations. This is especially a challenge for companies from the SMEs sector.

The research conducted by MIT Sloan Management Review and the IBM Institute for Business Value show that for the intelligent enterprise, the new reality is this: personal experience and insight are no longer sufficient. New analytics capabilities are needed to make better decisions.

The above premises encourage the author to continue the scientific discussion about intelligent enterprise with a special attention to ICT solutions. The advanced research will be continued.
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Abstract—What is exactly ‘Big Data’, and for what purpose and application is it really efficient? Between the commercial promises made by the industrial actors and the Cassandra’s cautions from some whistle-blowers, we propose a singular Big Data field to investigate with Inductive Data-Driven Algorithms: developing collections. Last but not least, we investigate the innovative possibility to curate ‘figural’ collections, characterized by Jean Piaget as follows: “A figural collection composes a figure, through the spatial relationships between its elements, whereas non-figural collections and classes are free of any figure”. Thus, we incidentally disclose some important Abstract Truth of Big Data.

Index Term—predictive analysis; inductive data-driven algorithms; big data; figural collections; digital societies; search by similarity.

I. INTRODUCTION

THE classical processes of Information Technology (IT) – including Artificial Intelligence approaches – were traditionally based on deductive knowledge modelling and simulation, so that explanation and theory, based on validations or refutations [13], were never far from engineering.

Things turn different within Inductive Data-Driven Algorithms and Big Data, because practitioners do not need anymore domain theories and explanation-based processes to succeed in providing useful results.

Those new features and paradigmatic evolutions introduce some important epistemological breakthrough in the IT classical environment, with important consequences.

At least, our digital societies are about to revisit an old utopia a human dream, close to our day live: the management of our overabundant and oversized collections, as lighten by contemporary art.

II. PREDICTIVE ANALYSIS THROUGH BIG DATA: A TSUNAMI IN IT

A. What changes has the arrival of Inductive Data-Driven Algorithms and Big Data made in the data ecosystem?
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In the world of computing, we are currently living through a period in which the epistemological nature of data is being thoroughly changed, as Big Data seems to be revolutionizing most of the methods and approaches of digital decision-making tools and processes. Indeed it is as if the Curse of Dimensionality and the pitfall of the Combinatorial Explosion that limited computer science in the 20th century have been left behind us. Natural allies of Data Mining and Machine Learning, the tendency is now towards Big Data and Data-Driven Intelligent Predictive Systems (DDIPS).

These systems are called Data-Driven because they mobilize Big Data to make connections or analogies, aiming to create certain configurations or to anticipate situations that might cause delays or predictive challenges. They are called Predictive because, unlike 20th century computer systems, their performances are measured more by their ability to predict or to discover rather than to understand, explain or theorize.

They are called Intelligent because they frequently make use of input from supervised or unsupervised automatic learning techniques, data mining, and even Deep Learning based on Convolutional Neural Networks, which contribute to performances that far outstrip the preceding generation’s.

Because of this epistemological turnaround, and with the help of DDIPS, a flood of predictive data are being added to the usual data, although this new type of data has never been directly input or calculated by determinist or classically deductive methods [6], [19]. Thus Predictive-Data – to be distinguished henceforward from other types of data – are considered an additional raw material to be exploited, even if their reliability must be closely scrutinized.

B. What about the current positions and statements made by main actors?

IT professional and industrial companies, but also startups working in that domain, are putting forward on promising business and marketing opportunities, furnishing and putting tool and technical solutions on market places1.

But in parallel observers and researchers, often coming from social sciences fields, forewarn potential users from a new calculus order that could mean their end of autonomy. To mention only a few of them:

1) The end of Theory

Following George Box saying: “All models are wrong, and increasingly you can succeed without them”, Chris Anderson [1], after he has been the editor-in-chief of WIRED magazine, puts forward that: “The Data Deluge Makes the Scientific Method Obsolete”.

He claimed that: “Petabytes allow us to say: Correlation is enough. We can stop looking for models. We can analyse

the data without hypotheses about what it might show. We can throw the numbers into the biggest computing clusters the world has ever seen and let statistical algorithms find patterns where science cannot”.

2) “Technological Solutionism”

In one of his recent bestseller books Evgeny Morozov [6], the Byelorussian expert analyst Evgeny Morozov explained: “There is something, to me, that is very worrying about the idea of replacing causality with correlation, because if you do want to engage in reform, you do need to understand the causal factors that you will be reforming. If you just focus on correlations, all you’ll be doing is basically adjusting the behaviour of the system without understanding the root causes that are driving it”.

And also: “So the proliferation of big data and the ability to track things that we do is good only if we can actually understand why we engage in those behaviours. The ability to understand why I think is fundamental to understanding what it is that needs to be changed”.

3) “Algorithmic Governmentality”

The European researcher Antoinette Rouvroy says [17]: “La rationalité post-moderne [engendrée par le Big Data] est fondée sur la découverte de corrélations émanant des données recueillies avec des intentions et dans des contextes extrêmement divers, hétérogènes les uns aux autres, et qui ne sont reliés entre eux par aucun lien de causalité. C’est le renoncement au savoir causal, la dévaluation de l’expérience sensible elle-même au profit du calcul”.

And also [16]: “Operations of collection, processing and structuration of data for purposes of data mining and profiling, helping individuals and organizations to cope with circumstances of uncertainty or relieving them from the burden of interpreting events and taking decision in routine. Trivial situations have become crucial to public and private sectors’ activities in domains as various as crime prevention, health management, marketing or even entertainment. The availability of new ICT interfaces running on algorithmically produced and refined profiles, indiscriminately allowing for both personalization (and the useful, safe and comfortable immersion of users in the digital world) and pre-emption (rather than regulation) of individual and collective behaviours and trajectories appears providential to cope with the complexities of a world of massive flows of persons, objects and information, and to compensate for the difficulties of governing by the law in a complex, globalized world. The implicit belief accompanying the growth of ‘big data’ is that, provided one has access to massive amounts of raw data (and the world is actually submerged by astronomical amounts of digital data), one might become able to anticipate most phenomena (including human behaviours) of the physical and the digital worlds, thanks to relatively simple algorithms allowing, on a purely inductive statistic basis, to build models of behaviours or patterns, without having to consider either causes or intentions. I will call ‘data behaviourism’ this new way of producing knowledge about future preferences attitudes, behaviours or events without considering the subject’s psychological motivations, speeches or narratives, but rather relying on data. The ‘real time operationality’ of devices functioning on such algorithmic logic spares human actors the burden and responsibility to transcribe, interpret and evaluate the events of world. It spares them the meaning-making processes of transcription or representation, institutionalization, convention and symbolization”.

C. Our point: Towards a scientific study of opportunity

Many of our modern computerized activities, may they be personal, professional or even artistic, involve searching, classifying and browsing large numbers of digital objects.

Until recently, the usual tools we had at hand, however, were poorly adapted as they were often too formal, because the current models for information search often assume that the function and variables defining the categorization are known in advance.

In practice, however, when searching for information, experimentation plays a good part in the activity, not due to technological limits, but because the searcher does not know all the parameters of the class he wants to create. He has hints, but these evolve as he sees the results of his search. The procedure is dynamic, but not totally random.

The collector’s experimentation is always carried out by placing objects in temporary and metastable space/time. Here, the intension of the future category has an extensive figure in space/time. And this system of extension gives as many ideas as it does constraints. What is remarkable is that when we collect something, we always have the choice between two systems of constraints, irreducible one to the other. This artificial ‘undifferentiation’ for similarity/contiguity is the only possible kind of freedom allowing us to categorize by experimentation.

Nowadays, our software design could strongly become backed up by both artistic and psychological knowledge concerning the ancient human activity of collecting, which can be described as a metaphor for categorization in which two irreducible cognitive modes are at play: aspectual similarity and spatiotemporal proximity.

Inductive Data-Driven Algorithms and Big Data could help, definitely, to allow the creation of a new operational space, in between formal classes/categories and radical singularity.

III. The need for computer-aided collections management tools

A. An illustrative example

Let us illustrate this situation. First, let us suggest that looking for new material and classifying are two important processes involved in collecting. Indeed, when someone decides to start building a collection he usually already possesses a few items. Then, to extend this collection, new items must be added. In order to do so, the collector goes into the world and looks for these new items. Then as the collection builds up, the need to arrange the items into categories will become clearer, as the collection cannot simply remain a messy stack of unordered items [14].

Let us describe a particular example: the music collector. This collector will surely possess some initial items; these
may be some CDs or vinyl records. His first action involved extending his collection could be a visit to the record shop for example. Here, the music is classified conformingly to the record companies’ desires, which can sometimes be confusing for our collector, who is a fan of Jimi Hendrix, and just does not know where to look for his albums: in the blues section? Rock section? Is there a ‘sixties’ section? Anyway, despite finding them rather practical at first sight, our collector didn’t create these labels, and finds it difficult adapting to them. However, as he browses through the shop, he also notices some nicely illustrated records, and discovers new artists he is interested in because their records are sitting next to Jimi’s. Finally, when he has bought enough music records, and come back home, he will be able to start arranging his collection in a very personal and satisfying manner, which will be pleasing to the eyes, and also allow him to retrieve items quickly.

If he had decided to collect digital music, and go online to find new items for his collection, the process would have been rather similar. Commercial music download sites allow the user to browse through predefined music categories, thus implementing a kind of virtual record shop with the same problems mentioned earlier. The search tool however can come in handy, and allow the user to search for the name of an artist, a song, an album or even musical genre. All these are still editorial information, which aren’t necessarily the most useful to the collector. Then, when the music is downloaded, the album consists of a group of compressed audio files, containing preset meta-tags, again storing editorial information. When browsing these files in his audio player, the songs are defined and classified automatically, not always according to the collector’s desires. His final attempt is then to create a set of folders on his disk, and arrange his items in these folders. But how does he name these folders? What if he wants to arrange and browse the items in multiple ways? What if a particular item doesn’t fit in any folder, or could be placed in two or three different categories?

As we see from this example, the tools that the everyday user has at hand are too formal, and are poorly adapted to the growing activity of collecting multimedia contents. Indeed, what we have said for music can also be said for the other kinds of media, and can also be said for information research, file sharing, etc.

Attempts have been made at putting the human user back in control of the collecting process, rather than relying purely on predefined categories and automated research algorithms.

However, it has become obvious that the other extreme of handing complete control over to the user isn’t optimal either. Let us take a look at online content sharing sites, such as the famous Flickr. There is no categorization here, but there are three main strategies when looking for photos: date, location, and tags. The first two are self-explanatory, but the tags are more interesting here. When someone uploads a photo to the website, they can link a certain number of keywords, called tags, to this photo. Then, we can either browse through the most popular tags, or type a tag into a textbox for a more precise search. The users then have complete freedom on the way they choose to define their photos. But the problem is that many photos aren’t tagged, and the photos that are, often have poorly named tags, making them difficult to retrieve. Therefore, we believe that an optimal solution to the problem of digital collections could lie somewhere between these two polarities: predefined categories and total user creativity.

**B. Artists and philosophers’ fascination for collection regimes**

As a matter of fact, artists and philosophers have always been fascinated by the rebellious nature of collections and have demonstrated this in their own way ([2], [20]).

Here, for example, is the analysis of [20] on the status of excess in a collection: “Excess in a collection does not mean disordered accumulation; it is a fundamental principle: for a collection to exist as such-in the collector’s eyes the number of objects must exceed the physical possibilities of exposing and storing the entire collection at home. Therefore, someone who lives in a studio can have a collection: it is only necessary for him to have at least one work he cannot hang in his studio. That is why the reserve is an integral part of collections. Excess also applies to the capacity of memorization: for the collection to exist, it is necessary for the collector not to be able to remember all the works he owns. In fact, the number of objects he owns must be so important that it becomes too important, so that the collector can forget one of them or leave a part of his collection outside of his home. To say it differently, for a collection to exist, the collector must not have full control over his collection anymore”.

And also: “The scene of a collector is not his own apartment, it’s the world. The main part of his collection is not at his place — his collection is to be, still scattered across the world, and every gallery and every fair is a way for him to go and find his future collection”.

As far as [2] was concerned, he had a very personal view on the subject: “The art of collecting is a form of practical recollection, and, of all the profane manifestations of proximity, it is the most convincing. Everything that is present to memory, to thought, to consciousness, becomes a base, a frame, a pedestal, a casket for the object possessed”.

And also: “What is decisive, in the art of collecting, is to free each object from its primitive functions, in order to establish a relationship as close as possible with similar objects. This relationship is diametrically opposed to usefulness, and belongs to the remarkable category of completeness. What is that completeness? An imposing attempt to go beyond the absolutely irrational nature of the simple presence of the object in the world, by integrating it in a new historical system, especially created, that is the collection”.

Thus, collections strongly differ from class, series, set, group, heaps, cluster, juxtaposition, accumulation, but also from organic whole/family.

**C. Collections, between order and disorder**

Until recently, a trend was mobilizing computers for the organization of our collections, considered like a group of
objects waiting to be organized in ad hoc classes that must be created simultaneously ([4], [9], [10]).

Because our collections seem to be nearer to order than disorder, attempting to assimilate them in classes is not so surprising. At least, collections look like they are waiting for their completion within a classification order, with the aim of turning into canonic achieved structures made of objects and classes. But something is also resisting this assimilation, as artists and philosophers have always noticed.

Undoubtedly impressed by artists and philosophers who considered the strange status of collections, computer program designers understood that computer modeling of object collections would necessarily involve the creation of hybrid structures including private characteristics – by which the collected objects are usually referred to – but also including characteristics that come from the activities in which these objects collectively engage.

Often, the approach implicitly chosen to characterize a collection is parsimonious and consists of over-determining the private referencing of the collected objects through a minimal description of the collective activity’s context, even if it means predicting that the collection shall become a class or set of classes.

This practice presents the unquestionable advantage of not fundamentally opposing the traditional modeling of objects. However, it does not always live up to the collectors’ high standards.

Here it is important to distinguish between figural and non-figural collections. This subtle distinction, introduced in the 1970s by Piaget and his research teams of child psychologists [12], brings more light to the situation. If it is certain that (non-figural) collections that adapt well to the aforementioned parsimonious approach exist, it is because they are completely independent of their spatial configuration. In that, they are already close to classification, of which they can only envy the formal completeness. On the other hand, there are collections we can label as figural because both their arrangement in space and the private properties of the collected objects determine their meaning.

D. Collections versus classes

In their book *La genèse des structures logiques élémentaires*, Jean Piaget and Bärbel Inhelder ([11], page 25) provide a precise distinction between figural and non-figural collections, which are still called classes or categorical collections. For the authors, a class requires only two categories or relationships, both necessary and sufficient, for its actual definition as a class:

1. The qualities common to its members and to those of the classes it belongs to, as well as the specific differences that distinguish its own members from the members of other classes (comprehension);
2. The relationship of a part to the whole (membership and inclusion) determined by the quantifiers "all", "some" (including "one") and "none" applied to the members of the class in question and to other members of the classes it belongs to, defined as extensions of that class.

For example, cats share in common several qualities owned by all cats, some being specific and some others belonging also to other animals. But no spatial considerations ever enter into such a definition: cats may be grouped or not in the space without any change concerning their class definition and properties (1) and (2).

Piaget then introduces figural collections, in which meaning defined by properties (1) and (2) is linked to the spatial arrangement of its elements. He claimed that: "A figural collection composes a figure, through the spatial relationships between its elements, whereas non-figural collections and classes are free of any figure".

E. Figural versus non-figural collections

It is precisely these figural collections that computing is promising more and more an effective modeling of, pushed by an ever-growing social demand for on-line digital media browsing and information research amongst multiple sources.

But as we now understand, figural collections adapt poorly to their assimilation into non-figural collections or classes. Although according to Piaget, collections are destined to become classes, in the same way as subjects will grow psychologically so as to improve their cognitive capacity to classify. Still referring to [11]: "It is a radical lack of differentiation that nudges figural collections out of the classical modeling field".

So classical IT approaches were unable to address and tackle the target of figural collections modeling.

On that particular point, we do not agree with Piaget, considering that, with the support of Inductive Data-Driven Algorithms and Big Data, even non-figural collections are about to be computerized.

IV. How Could IDDA & Big Data Help Supporting Our Figural Collections Deployment?

A. ReCollection: an experimental software for the creation of multimedia collections

ReCollection is a computer program for searching, arranging and browsing digital content, developed by Francis Rousseaux, Alain Bonardi and Benjamin Roadley [15].

As our collecting activities vary from one context to another, it is too ambitious to seek a general solution to the problem. Rather, particular application areas must be defined and isolated, in order for a specific answer to be given, however always relying on a set of basic principles. Here, we shall discuss the software prototype we have created for the digital opera/open form opera Alma Sola (designed by Alain Bonardi [3], and first performed at Le Cube, Issy les Moulineaux, October 2005).

1) The reserve

The ReCollection software has two main modes: reserve and gallery. The reserve allows us to store our objects that aren’t exposed in the gallery. There are many objects in the reserve, and these are not always labeled; also they are rarely arranged in an orderly and tidy manner. So when we visit the reserve, we have no choice but to wander around,
picking up objects, inspecting and identifying them one at a time.

![Fig 1. The reserve](image)

The reserve can also be compared to the attic, in which our family possessions are stored similarly. As we explore our attic, we can happen to pick up an old photo album, which we had completely forgotten about. This item will surely bring back memories and emotions. We can then choose to keep this album under our arm, as we continue to explore the attic, or we can leave straight away, and put it on our fireplace, for example, making it visible to visitors. It is all these pleasant and familiar experiences, which we believe can be recreated thanks to the modeling of the reserve in our computer program.

The user can create any number of reserves. However, he must create at least one, and store at least one object in this reserve. When he is in reserve mode, he can only view one object at a time. When he decides to view another object, it is chosen randomly from the remaining items in reserve. During a visit, each object is viewed only once. If the user wants to view an item he has already visited, he may go through the history of items on the left side of the screen, as shown in figure 2. When he finds an object of interest, he can move it to the gallery. It will then be removed from the reserve, and saved in memory, with a group of objects waiting to be imported in the gallery. Then, in gallery mode, the user will see this heap of objects, and will be able to import it in the desired gallery, at the desired location.

2) The objects

The items in the Alma Sola collection are made up of three components:

1. A photo of the performance;
2. A sound recording of a few seconds of the singing;
3. A text: the line that is sang in the corresponding sound file.

These are all regular files stored on disk (bitmap, wave and .txt formats). Each item also has a name. In a more general context, the objects can be made up of any one of these types of media, a video (though not implemented in this version), or any combination of these.

Also, each object has a set of descriptors attached. There is a specific set of descriptors for each type of media, which describe the contents of the object, for example the average volume of the sound, the brightness of the photo, the number of words, etc. Depending on the application, we could also include editorial information, such as date, author, etc.

These descriptors may be assimilated to the private properties of traditional computer objects. But in the context of collecting objects, we also need to account for other properties that come from the activities in which these objects collectively engage.

3) The gallery

A collective activity involving a number of objects at a time is their relative arrangement in the gallery space. To the location of objects in this space, we have added their color; these two properties make up an extra conceptual layer, which is the framework for the creation and management of our collections.

In ReCollection, there is always at least one gallery, and the user can create as many as he wishes. There is always at least one item in a gallery, some basic content that the user can interact with, a starting point for his collection.

The objects can be placed and arranged manually in the gallery space, using click and move, just as in common user interfaces. The user can also rely on two algorithms to automatically dispose the objects. The first one, inspired by cataRT software [18], calculates the objects’ positions and colors according to descriptors chosen by the user. The second calculates the positions depending on a sample of objects selected by the user. A Principal Components Analysis (PCA) finds out which descriptors vary most amongst the objects of the sample, the system can then rearrange the whole gallery according to these descriptors, as in the first method.

The arrangements resulting from the algorithmic calculations can always be modified manually in order to correct them (in the eventuality of rather subjective descriptors), to build up a global figure, or to bring items together. This way, through creative human-computer feedback loops, meaningful global figures can emerge through the arrangement in space of collected items, as well as local figures, soft pseudo-categories which are heaps of objects brought together by the system and/or the human user. These pseudo-categories are the building blocks for the classes the collection is implicitly aiming for. They are easily and constantly updated; items are added and removed instantly by being moved in space. They are loosely defined and never completely closed off from others, allowing some objects to be lost somewhere in between several heaps, when they cannot be placed in any one category. In a nutshell, this system allows for the creation of collections in which classes are in constant evolution, and are built by exploiting not only the objects’ degree of similarity, but also their relative location in space and time.

Furthermore, the user may wish to search for objects in the gallery or in the reserve, in order to build on these categories, look for new kinds, or even fill in gaps in the gallery space. For this, the ReCollection system has two search tools
he can use. The first is a simple ‘keyword query’, which searches for a keyword within the text or names of the objects. The second is a ‘search by similarity’. The user selects an object, or group of objects, and the system searches for items that are similar (according to the descriptors). In both cases, the search is carried out in both the gallery and reserve, and a list of results is displayed in the gallery, ordered by similarity.

B. ReCollection at the time were IDDAs & Big Data technologies are now available

Once all the items of interest have been imported from the reserve, through browsing or searching, and once they have been arranged in the gallery space, the user has a first disposition he can play with. When he will browse the gallery space, his experience will be influenced by the fact that certain objects are close in space, and in time of visitation. Although this is interesting in itself, the system can help the user go further, by defining a set of guided visits, which are simply an order of visitation of selected objects in the gallery.

The type of interface we have chosen to implement these functionalities is a 2D zoomable user interface, inspired by Ken Perlin’s Pad [5]. All objects are in the same 2D space, which has no borders. The point of view can be moved vertically and horizontally, and the user can zoom in and out. If he zooms in on an item, until it fills the screen, the sound is played back. This kind of interface has been experimented: its intuitive approach is seducing to us, particularly in our cognitive abilities [7].

ReCollection has typically been designed for supporting figural collections deployment, as the time where IDDAs & Big Data technologies were not yet available. That is why our ‘search by similarity’ tools were mainly based on PCA.

Nowadays, we are developing some IDDAs to allow the collectors to search by new kind of similarities through remove virtual digital reserves, distributed along the Web.

V. Conclusion

Inductive Data-Driven Algorithms really allow us to explore differently digital ‘Big Data’, if we waive the deductive requirement and permit the inductive heuristics to apply.

But technically, IDDA is not easy to develop, and ethically, it could be dangerous for our decision autonomy because of the lack of traceability that characterizes those IDDA approaches, readily producing ‘results’ without any linked explanation.

However, we have discovered a ‘Big Data’ field where IDDAs are fully legitimate and powerful, namely: ‘figural’ collections constitution, content curation and deployment. This task is much more important for human beings that it looks like, and the lack of efficient tools to support that was clearly identified.

Incidentally, that discovery has disclosed some important Abstract Truth of Big Data: if we accept, against Piaget, that collecting is more native than classifying or categorizing but not less powerful and intelligent, Big Data is the reserve of our future personal digital collections.
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Abstract—Companies have both large certified enterprises and small unauthorized service providers as their competitors in the automotive supply industry. As technology related industries undergo more intensive competition, churn detection and prediction become essential to be precautionous about leaving customers. The literature for churn detection offers numerous statistical and intelligent methods. In this study, Artificial Neural Networks and Decision Trees are applied to detect the churn in and analyze the validity of these methods for the automotive supply industry. The problem involves both categorical and continuous numerical decision inputs which cannot simultaneously be fed into Decision Trees. In this case, continuous inputs should be divided into binary categorical ones by splitting into various intervals which are called buckets. Particle Swarm Optimization algorithm is implemented for finding optimal buckets for the churn problem data. Results indicate that while both algorithms are promising, the bucket tuning for Decision Trees complicate the churn detection process.

I. INTRODUCTION

Retaining existing customers has become the main objective of Customer Relationship Management (CRM) departments in markets with fierce competition [1]. Automobile service industry stands for a real example when fierce competition is mentioned in Turkey. Maintenance and hard repairs are the most profitable cases in automobile service market, and every one of the authorized and non-authorized services are trying to take a big pie of this market. Developed subsidiary industry of automobile spare parts and low labor costs of non-authorized services are challenging automobile companies to retain their customers, making churn prediction an important part of this challenge. Retaining a customer is more profitable than acquiring a new one so that companies are willing to know which customer will churn like in other markets. Preventive actions, new marketing strategies and long term service contracts can be made in case of foreknow the churners. Churn prediction must be as accurate as possible to ease decision making. It is known that the cost of earning new customers is a lot more than sustaining existing ones. Hence, it becomes essential to select the best churn detection methods given company data [2].

In literature, there are various methods for data mining in churn prediction; yet, the common point of these methods are that they yield a classification and/or clustering decision where the customers are grouped as "churned" and "not churned" [3]. The methods applied for grouping customers for churn can mainly be subsumed under statistical, intelligent and hybrid methods. Statistical methods involve approaches that intend to minimize incorrect classification using statistical data processing tools such as Decision Trees or Regression [4]. Learning algorithms and intelligent methods make up the recent trend with the contribution of computer technologies in churn mining where methods such as Neural Networks and metaheuristics are implemented [5]. Lastly, hybrid methods that combine statistical and learning methods are stated to provide more accurate results [5]. These methods will be elaborated in the next section.

The literature of churn prediction is intensified in the service industry; especially in telecommunication and banking [3, 6-8]. Emerging from these industries, churn prediction is now known to contribute to companies in other industries, as well. In this study, we have applied two different data mining techniques on the problem of churning customers in the automotive supply industry. Artificial Neural Network and a hybrid method (Particle Swarm Optimization (PSO) based ID3 Decision Trees) are used for determining the churn and their accuracies were compared in order to provide a better detection performance.

The structure of this paper is as follows: The next section provides a literature review on churn determination and prediction together with the motivation of this study. The third section introduces the methodology and an application is provided in the following section. Finally, the conclusions are presented in the last section.

II. LITERATURE REVIEW

Churn analysis and prediction aims to detect churn customers and/or predicting how likely the customers are to be churned [3]. The literature of churn analysis is intensified in industries where high rate of competition exists; such as
the telecommunication industry where the churn rate reaches its peak with an annual average of 27% [9].

The implementation of data mining techniques in churn analysis is inevitable, since the extraction of patterns in churned customers is essential for determining and predicting churn [10]. An analytic view of the methods in churn analysis can be analyzed three-fold: statistical, intelligent and hybrid methods. The most exploited method in statistical churn analysis is Decision Trees and Random Forests [4]. Ahn et al. [11] use Factor Analysis in telecommunication industry and state that customer status is the most important criteria. Bin et al. [12] implement Decision Trees in phone sales. Wei and Chiu [3] implement decision trees that extract rules with C4.5 algorithm for churn prediction. Lariviére and Van del Peol [13] implement logistic and linear regression models and extend the Decision Tree approach and execute random forests in telecommunication industry. The implementation of decision trees is also diversified. For instance, Lemmens and Croux [14] use Bagged & Boosted Decision Trees in Telecommunications Industry.

The execution of intelligent and learning methods have been the focus of literature of the past two decades. In particular, Artificial Neural Networks (ANNs) methods, both supervised and unsupervised, represent the majority of studies in this branch. Hadden et al. [5] implement basic Back Propagation algorithm on Feed-Forward Neural Networks. Buckinx and Van den Poel [15] compare the performance of Random Forests and ANNs and conclude that the prediction by ANNs is more robust in case of FMCG industry example. Other variations of ANNs involve Support Vector Machines (SVMs) and Self Organizing Maps (SOMs). Coussemek and Van den Poel [16] construct and SVM model to predict churn customers in telecommunications industry, whereas Tsai and Lu conduct a similar study where they implement an unsupervised approach by SOMs [17]. Even though, ANNs are known to be stronger churn predictors than Decision Trees, they are known to have disadvantages such as early convergence or being stuck at local optima [5]. Hence, these models are enhanced with other metaheuristics or Artificial Intelligence methods. For example, Karahoca and Karahoca [18] implement an Adaptive Neuro Fuzzy Inference System model integrated with a fuzzy clustering method which highly outperforms ANNs.

Hybrid methods are known to provide better comprehension of the churn structure. Xia and Jin [19] first find out the criteria that affect churn using Factor Analysis and using these criteria, they build an SVM model in order to predict churn. Idris et al. [9] find the optimum decision tree using Particle Swarm Optimization and conclude that metaheuristic-based decision trees outperform in terms of classification accuracy.

In this study, one main statistical method - Decision Trees - and one main intelligent method - ANNs - are tested on automotive supply chain determination. The very basic ID3 algorithm is used for Decision Trees. However, the ID3 (Interactive Dichotomizer 3 (ID3) algorithm for Decision Trees only operate when all variables are categorical and the data on hand involves continuous numerical variables. Hence a separation scheme is mandatory. The optimum separation points are found by Particle Swarm Optimization algorithm, yielding a hybrid method. A comparison of a hybrid and an intelligent method is constructed in terms of automotive supply industry perspective.

The factors used for classification in literature are observed to depend industry-wise. Telecommunication industry related studies - GSM churn, to be concise - are mainly focused on minutes of usage, monthly number of calls or monthly bills, which are specific to this industry [3]. Hence, it is essential to find out the criteria that are specific to the industry. However, the literature on automotive supply industry does not offer many criteria; which is why, mainly interviews with industry experts have determined the criteria for this study.

III. METHODOLOGY

Decision Trees and ANNs will be compared for this study, since they are the basic decision making.

A. Decision Trees

The basic ID3 Algorithm is used for Decision Trees. Proposed by Quinlan [20], the algorithm uses information gain in order to decide the splits or branches of the tree, which is calculated as given below:

\[
IG(S) = \sum_{k=1}^{k} -p(k) \log_2 p(k)
\]

where \( S \) is an element of the input attribute set \( I \), \( N \) is the number of unique attribute values, \( p(k) \) is the probability of this attribute value \( k [20-21] \).

For each node, the attribute that provides the most information gain is split until final branches (called leaves) are reached. The algorithm builds a decision tree from the data which are discrete in nature. The data in the case of automotive supply industry churn involves continuous variables such as mileage. In this case, the data of continuous attributes should be discretized. One way to handle such continuity problems is to assign separation or split points for the data and convert them into binary variables. This process is called "splitting into buckets" where each bucket is a class that specifies a range of values and a data point is subsumed under one of these ranges or buckets [22]. For example, if the range of a continuous variable is \([0,10]\) and the separation point is 5, then, the buckets are \([0,5]\) and \([5,10]\). A value, say 3, is classified in a binary fashion as 1 and 0, for two buckets, respectively. Moreover, the selection of separation points affects the structure of the input data, and hence, largely impacts the accuracy of the decision tree. Therefore, these separation points should be tuned. This tuning is achieved by the PSO algorithm.
B. PSO Algorithm

The PSO algorithm offered by Kennedy and Eberhart [23]. The steps of the conventional PSO algorithm are given below:

Let $p_i$ be the $i^{th}$ particle in the swarm which consists of $N$ particles and let each particle have $n$ variables.

Step 1. The particle velocities and positions are initialized as priorities (2)

$$
\begin{align*}
  x_{i,j} &= x_{\text{min}} + r(x_{\text{max}} - x_{\text{min}}), \quad i = 1, \ldots, N, j = 1, \ldots, n \\
  v_{i,j} &= \alpha x_{\text{min}} + r(x_{\text{max}} - x_{\text{min}}) \\
  \Delta t
\end{align*}
$$

where $x$ denotes the position, $v$ denotes the velocity and $\alpha$ is constant in the range $[0,1]$.

Step 2. The objective function values of particles are calculated as $f(x_i)$.

Step 3. The best position for each particle and the global best position for the swarm are updated.

If $f(x_i) < f(x_i^{pb})$ then $x_i^{pb} \leftarrow x_i$ (4)

If $f(x_i) < f(x_i^{sb})$ then $x_i^{sb} \leftarrow x_i$ (5)

where $pb$ denotes the particle best and $sb$ denotes the swarm best.

Step 4. Particle velocity and particle position are updated, that is, the new velocities and positions are calculated for each particle.

$$
\begin{align*}
  v_{i,j} &\leftarrow w v_{i,j} + c_1 r_1 \left( \frac{x_{i,j}^{pb} - x_{i,j}}{\Delta t} \right) + c_2 r_2 \left( \frac{x_{i,j}^{sb} - x_{i,j}}{\Delta t} \right), \quad i = 1, \ldots, n \\
\end{align*}
$$

where $w v_{i,j}$ is the separation term, $c_1 r_1 \left( \frac{x_{i,j}^{pb} - x_{i,j}}{\Delta t} \right)$ is the alignment term and $c_2 r_2 \left( \frac{x_{i,j}^{sb} - x_{i,j}}{\Delta t} \right)$ is the cohesion term.

Step 5. Step 2 is returned until a termination criterion is satisfied.

C. ANNs

ANN models are basically derived from nervous systems which are able to perform functional input-output mapping such as machine learning and pattern recognition [24-25]. In this study, feed forward neural networks with back-propagation learning algorithm are utilized.

ANNs are constructed by layers of cells which are called neurons as can be seen in Figure 2. Neurons connect to other neurons in consecutive layers by a certain weight value. Inputs of each neuron are the weighted sum of the weights of incoming neural connections and a bias. This sum is subjected to a transfer or an activation function within the neuron [23]. The input of a neuron is calculated as

$$
n = \sum_i w_i \cdot x_i + \text{bias}
$$

where $n$ is the input of a neuron, $w_i$ is the weight of the $i^{th}$ neuron in the previous layer and $x_i$ is $i^{th}$ input value.

The Back-propagation algorithm is a learning structure that minimizes the forecasted output of the network and the actual output by adjusting weights of the network. In order to achieve this error minimization, the data are first fed into the network and the error term obtained is propagated back into the network to adjust weights with formula given below

$$
\Delta w_i^k(n + 1) = -\eta \frac{\partial E}{\partial w_i^k} + \Delta w_i^k(n)
$$

where $n$ is the index for iterations, $\eta$ is the learning rate and $E$ is the error term. Note that the derivative of the error term with respect to the weights yields the weight adjustment.

Fig. 2: The structure of an ANN

IV. APPLICATION AND RESULTS

In the last decade, there has been an increase in fleet customers in automotive market. Instead of buying a new car, companies started to rent fleet of cars. So that, detecting a fleet car has become critical because detecting one of the fleet car’s churning means losing all of the cars and profit from that fleet.

In this study, the churn determination of customers of a leading car seller of Turkey is achieved using a PSO-based ID3 Decision Tree and ANNs. The criteria for churn evaluation are extracted from the interviews with industry experts and company’s academic consultants.

The criteria for churn evaluation are listed below:

1. Annual penetration of 2013: It represents the total amount of cash inflow that customer did throughout the year 2013. It is a continuous attribute; hence, it should be bucketed.

2. Annual penetration of 2014: It represents the total amount of cash inflow that customer did throughout the year 2014. It is a continuous attribute and it should be bucketed as in the previous year’s case.
3. Annual penetration of 2015: It represents the total amount of cash inflow that customer did throughout the year 2015. Just like the previous years, it is bucketed.

4. Annual frequency of maintenance of 2013: It represents the number of times that the car was taken to maintenance services throughout the year 2013. It is a discrete variable.

5. Annual frequency of maintenance of 2014: It represents the number of times that the car was taken to maintenance services throughout the year 2014. It is a discrete variable.

6. Annual frequency of maintenance of 2015: It represents the number of times that the car was taken to maintenance services throughout the year 2015. It is a discrete variable.

7. Year of purchase: It represents the year that the car was purchased by its owner. It is a discrete variable.

8. Insurance: It represents if the car is insured. It is a binary discrete variable.

Discretization of the continuous variables is achieved by splitting into buckets for the first three criteria; hence, PSO algorithm should be applied in order to find the optimum separation points. However, the optimum number of buckets is not known a priori; and thus, number of buckets are found by trial and error. The splits for bucket construction of 2, 3, 4 and 5 buckets are tuned by the PSO algorithm.

The performance measure (objective function) of the algorithm is taken as the rate of misclassifications. There are a total of 500 data points and their churn conditions are known. Two sample data points are shown in Fig. 3. The first customer is a churn and the second customer has not churned. 70% of the data are used for training and the rest is used for testing. PSO parameters are adjusted as 20 for the swarm size, 1 for the inertia coefficient ($w$), 2 for the cognitive coefficient ($c_1$) and 2 for the social coefficient ($c_2$). The learning rate ($\eta$) of the ANN is 0.7. Table 1 shows the average and the standard deviation of 30 runs of training of the PSO-hybrid and ANN results, respectively. Table 2 shows the same results for the testing data.

PSO-based Decision Trees yield the best result when the number of buckets is 2 for the training data and the testing data. Additionally, the PSO-hybrid with 2 buckets has one run without any error for the training data; whereas the ANN has one run without any error for testing data. In order to analyze if the results of these 30 runs are statistically significant, t tests among the algorithm results is applied. Tables 3 and 4 display the p values of the t test results of methods in a pairwise comparison fashion. The lower parts of the tables are not filled because the tables are symmetrical. For example, the value that is in the intersection cell of PSODT2 and PSODT3 also applies to the value of the intersection cell of PSODT3 and PSODT2.

### Table I.
ALGORITHM RESULTS FOR TRAINING DATA

<table>
<thead>
<tr>
<th>Method</th>
<th>Average misclassification Percentage ($\mu$)</th>
<th>Standard deviation of the misclassification percentage ($\delta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO – based Decision Tree with 2 buckets (PSODT2)</td>
<td>0.086</td>
<td>0.12</td>
</tr>
<tr>
<td>PSO – based Decision Tree with 3 buckets (PSODT3)</td>
<td>0.118</td>
<td>0.05</td>
</tr>
</tbody>
</table>

### Table III.
ALGORITHM RESULTS FOR TESTING DATA

<table>
<thead>
<tr>
<th>Method</th>
<th>Average misclassification Percentage ($\mu$)</th>
<th>Standard deviation of the misclassification percentage ($\delta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSODT2</td>
<td>0.154</td>
<td>0.05</td>
</tr>
<tr>
<td>PSODT3</td>
<td>0.170</td>
<td>0.03</td>
</tr>
<tr>
<td>PSODT4</td>
<td>0.167</td>
<td>0.05</td>
</tr>
<tr>
<td>PSODT5</td>
<td>0.198</td>
<td>0.04</td>
</tr>
<tr>
<td>ANNs</td>
<td>0.160</td>
<td>0.03</td>
</tr>
</tbody>
</table>
TABLE IV.
P VALUES OF T TESTS FOR TRAINING DATA

<table>
<thead>
<tr>
<th></th>
<th>PSODT2</th>
<th>PSODT3</th>
<th>PSODT4</th>
<th>PSODT5</th>
<th>ANNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSODT2</td>
<td>-</td>
<td>0.2113</td>
<td>0.0640</td>
<td>0.7335</td>
<td>0.3047</td>
</tr>
<tr>
<td>PSODT3</td>
<td>-</td>
<td>0.0340</td>
<td>0.8648</td>
<td>0.4793</td>
<td></td>
</tr>
<tr>
<td>PSODT4</td>
<td>-</td>
<td>-</td>
<td>0.0175</td>
<td>0.0031</td>
<td></td>
</tr>
<tr>
<td>PSODT5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.5427</td>
<td>-</td>
</tr>
<tr>
<td>ANNS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE III.
P VALUES OF T TESTS FOR TESTING DATA

<table>
<thead>
<tr>
<th></th>
<th>PSODT2</th>
<th>PSODT3</th>
<th>PSODT4</th>
<th>PSODT5</th>
<th>ANNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSODT2</td>
<td>-</td>
<td>0.1383</td>
<td>0.3181</td>
<td>0.0004</td>
<td>0.5752</td>
</tr>
<tr>
<td>PSODT3</td>
<td>-</td>
<td>0.7791</td>
<td>0.0330</td>
<td>0.2018</td>
<td></td>
</tr>
<tr>
<td>PSODT4</td>
<td>-</td>
<td>0.0103</td>
<td>0.5134</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSODT5</td>
<td>-</td>
<td>-</td>
<td>0.0001</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ANNS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The less the p value is, the more statistically different the results of the two methods compared. For example, for the training data, the p value between PSODT2 and PSODT3 is 0.0640. If a significance level of 10% is assigned, the given p value is less than 0.1, that is, the results of PSODT2 and PSODT3 are statistically significantly different. Moreover, from Table 1, it can be seen that the misclassification error rate of PSODT3 is larger, which means that PSODT2 provides better results than PSODT3. According to Table 3, for the training data, apart from PSODT4, other algorithm results are not statistically significantly different from each other. In terms of the testing data (see Table 4), PSODT5 is the worst result providing algorithms and other algorithm results are similar. Using these results, the non-dominated algorithms are PSODT2, PSODT3 and ANNs. ANNs provide better results for both training and testing data. Likely, the results of PSODT2 and PSODT3 are also as good; yet, in terms of Decision Trees, the bucket numbers have to be optimized. Moreover, considering the accuracy of the models, it is concluded that the criteria determined by industry experts are valid for churn detection.

V. CONCLUSION

Churn detection is difficult in industries where the competition is fierce. The churn is intensive in especially technology related industries. Even though not being as technologically intensive as online markets or telecommunication industries, automotive supply industry is also one of the industries that suffers from frequent churn. Therefore, churn detection and prediction becomes essential.

In this study, ANNs are constructed for churn prediction for automotive supply industry. Traditional churn approaches also offer the implementation of Decision Trees to be a powerful means of churn analysis. However, in the presence of non-categorical (numeric – continuous) data, the implementation of Decision Trees with raw data may be misleading. For this reason, it is obligatory that the continuous data are converted to binary and categorical data. This process is achieved by using ‘buckets’. PSO algorithm is used for optimizing the number of buckets and the split values of the data. Once the data is processed into buckets, it can be fed into the decision tree. The results indicate that while both methods can be equally strong, the number of buckets is an important factor for determining the optimum decision tree.

Future studies that aim misclassification error reduction may involve improved ANN techniques such as dynamic networks, etc. Hybridization of decision trees with other metaheuristics and changing the decision tree structure are also worth analyzing. Additionally, different churn data would be helpful for the validation of the results. This study does not involve temporal predictors of churn; these predictors should be integrated into the churn model.
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Abstract—Business Process models help to visualize processes of an organization. In enterprises, these processes are often specified in internal regulations, resolutions or other law acts of a company. Such descriptions, like task lists, have mostly form of enumerated lists or spreadsheets. We present a method how to generate a BPMN process model from a spreadsheet-based representation. In contrast to the existing approaches, our method does not require explicit specification of gateways in the spreadsheet, but it takes advantage of nested list form.
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I. INTRODUCTION

PROCESS models constitute a useful knowledge representation. They are commonly used by organizations to depict the workflow of the company, especially to specify alternative flows of tasks and events. Such aspects are often specified using textual description in internal regulations, resolutions or other companies law acts. These descriptions consist of the specification of the steps taken to achieve the specific goal. Such steps can be easily specified using a spreadsheet or an enumerated list (an ordered list of steps can be almost directly transformed into a spreadsheet format).

In this paper, we present a method of generating BPMN process models from spreadsheet-based representation (see Fig. 1). A process can be described using one of the spreadsheet applications like MS Excel, Google Docs or OpenOffice Calc. Based on the CSV file of the model exported from the application, a graphical process model in BPMN can be generated according to the specified transformation rules.

According to the studies [1], up to 60% of the time spent on process management projects can be consumed by the acquisition of process models, which mostly is done manually by process designers or business analytics. Thus, generating or transforming the existing representation to models can shorten this time.

In the field of transforming some kind of process description into a process model, there are various research directions.

II. RELATED WORKS

One of the existing methods is generating models from text description. A text can be provided in natural language [1] or in structured language. A part of the SBVR standard is SBVR Structured English [2]. There are methods of transforming SBVR business rules into UML activity diagrams [3] (which are similar to BPMN models) or BPMN [4], [5]. Some papers consider the extended versions of SBVR, like SBPVR (Semantics of Business Process Vocabulary and Process Rules) [6] or sSBVRMM (simplified SBVR metamodel) [7]. There are also methods for analysis and validation of processes which use natural language generation [8] or spreadsheets [9].

Another method which provides good quality models is translation from other representation. An example of transformation approach is transformation of the Unified Modeling Language (UML) use case diagrams [10], [11]. The broad family of process model generation methods is process discovery, which is one of the process mining techniques. There are many existing algorithms, mostly implemented using the ProM process mining toolkit. Among them, there are algorithms to mine BPMN models [12].

The most similar approach to ours was presented by Krumnow and Decker in [13], [14]. They proposed three different approaches for business process modeling using spreadsheets:

1) Simple approach – this solution concerns simple processes modeled only using sequences of activities.
2) Branching approach – concerns not only sequences, but also more complex flow structures. It uses such elements like successors in order to represent complex control flow, as well as gateways and events. For the condition, the “Description” column is used. In the case of several successors, this can be realized by using a comma-separated string of row numbers as property value.
3) More Properties approach – extends the branching approach with additional specified explicitly properties like the assigned roles, input documents, etc. It allows for adding customized properties as new columns to the spreadsheet, which are not presented in the model.

The second and third approaches require from the user some kind of familiarity with business process modeling notation. According to these approaches, the user has to specified such elements like gateways or successors.

In our research, we propose a new approach, which solves the problem of familiarity with business process modeling notation. The solution is described in the following section.

Figure 1. Overview of the spreadsheet-based approach
Table I  
SIMPLE EXAMPLE OF A XOR-GATEWAY IMPLEMENTATION

<table>
<thead>
<tr>
<th>Order</th>
<th>Activity</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4a</td>
<td>Send Ticket</td>
<td>Payment registered</td>
</tr>
<tr>
<td>4b</td>
<td>goto 6</td>
<td>else</td>
</tr>
<tr>
<td>5</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>6</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

III. TRANSFORMING SPREADSHEET INTO BPMN MODEL

The translation method presented in this section transforms a spreadsheet-based representation into a BPMN 2.0 model. In the following subsections, we describe the requirements and assumptions that we took into account during method development, the supported representation, as well as we provide the detailed description of transformations along with transformation procedure.

In order to make the solution widely applicable and simple to use, some assumptions were made. The following requirements need to be considered while providing a spreadsheet-based representation of a business model:

- The user should be able to create a business process model using his favourite popular spreadsheet application (e.g. MS Excel, Google Docs, OpenOffice Calc).
- A graphical model should be created using a CSV file (an exported spreadsheet).
- Only one pool is considered and the term "Who" is used instead of swimlane to distinguish different task executors.
- Logical gates are eliminated from the model. A process should be described as a set of phases. If two tasks are executed in the same phase, it means that there are parallel or connected by an inclusive or exclusive alternative (OR/XOR).
- Loops are represented by "goto" tasks, which link one phase with another. In the proposed solution, a business process is represented by a spreadsheet table, where rows correspond to tasks (or phases). Columns contain properties of the selected phase. Task and condition names should start with a capital letter, while all instructions are written in lowercase. Following column types are used:
  - Order – number of the corresponding phase (starting from one). If two or more tasks are performed in parallel or alternatively, we use letters to distinguish different branches.
  - Activity – name of the performed action or instruction. For example, if there is a need for a loop or skipping the phase, this field should be filled with a "goto" statement and number of the desired phase, e.g. "goto 7".
  - Condition – a condition needed to perform the selected action. If the task executes every time this field should be left empty. In order to implement a XOR-gateway this field should be filled with an appropriate condition and the word "else" for the other task performed in the same phase. In order to implement an OR-gateway the fields mentioned before should be filled with two separate conditions.
    - Who – a department or person that executes the task. This field corresponds to a swimlane in BPMN.
    - Subprocess – information if the selected task contains a subprocess. If so, this field should be filled with "yes" and a sheet with a name of this subprocess should be created. Otherwise the field should remain empty.
    - Terminated – information if the selected task terminates the process. If so, this field should be filled with "yes". Otherwise the field should remain empty.

Supported process elements and their spreadsheet model

1) Start events: In the proposed model an assumption is made, that a business process starts in one specified moment, which is called the "0 phase". First 3 rows of Table II present examples of none, message and timer start events.

2) End events: End events are represented by the statement "yes" in the column "Terminated". The field "Activity" can either contain the name of the last activity or remain blank. In 4th and 5th row of Table II the examples of none and message end events are presented.

3) Tasks: The name of a task is stored in the „Activity” column and should start with a capital letter. To skip a phase or go back to a previous phase it is possible to use the „goto” statement in the activity field.

4) Collapsed subprocesses: If a task is a collapsed subprocess, the „Subprocess” field should be filled with „yes” and the subprocess should be then modelled in a separate spreadsheet.

5) Parallel-, Exclusive- and Inclusive-gateways: Gateways are represented by alternative branches in the sequence (phase) flow. A phase preceded by a logical gateway is named as follows: NxM, where N is the (natural) number of the phase in the main process branch, x is a letter (a-z) corresponding to the alternative branch and M is the number of the phase in the selected branch. If the branch contains only one task M can be omitted. We assume that the branching is always ended by the same type of gateway that started it. It may be perceived as a limitation, but in fact it prevents model inconsistency.

The representation of a simple AND-gateway was presented in the 6th row of Table II. In order to implement an XOR-gateway, the field „Condition” should be filled in with the appropriate condition and with the word „else” for the other task performed in the same phase, but in another branch. An example of a simple XOR-gateway was presented in Table I. In order to implement an OR-gateway the fields mentioned before should be filled with two separate conditions. An example of an OR-gateway within multiple gateway spreadsheet representation was presented in the last row of Table II.

6) Pool/Lane: Only one pool is considered. Different swimlanes are represented by the field „Who” containing the appropriate department or name.

Our spreadsheet-based approach is dedicated to people who are unfamiliar with business process modelling and that is
<table>
<thead>
<tr>
<th>Spreadsheet representation</th>
<th>BPMN Element</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Order</strong></td>
<td><strong>Activity</strong></td>
</tr>
<tr>
<td>0</td>
<td>start</td>
</tr>
<tr>
<td>0</td>
<td>message Receive Order</td>
</tr>
<tr>
<td>0</td>
<td>timer 7:00 AM</td>
</tr>
<tr>
<td>99</td>
<td>Request completed</td>
</tr>
<tr>
<td>99</td>
<td>message Send Report</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Order</th>
<th>Activity</th>
<th>Condition</th>
<th>Who</th>
<th>(...</th>
<th>Terminated</th>
<th>yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a1</td>
<td>Task 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a2</td>
<td>Task 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2b</td>
<td>Task 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(end)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
why it is important to transform the created spreadsheet into a BPMN diagram in a simple way. Such a diagram is a correct BPMN model, however, it can still contain some behaviour anomalies if the spreadsheet contains some loops [15].

The proposed set of transformation rules can use a CSV file that can be created from any spreadsheet software. The table containing information about the business process is represented as an array of structures, where each row is a unique part of structure with some element fields in the row.

Table III presents the overall comparison of our approach to the existing approaches in terms of supported elements by these solutions. One can noticed that our approach supports fewer elements than such complex approaches as Branching or More Properties approaches. However, the other approaches support the elements in a straightforward way, requiring the deeper knowledge of business process elements, even in the case of such simple structures like gateways.

Moreover, there are several points, in which our approach has the advantage over the existing approaches:

- We do not use explicit notion of XOR/OR/AND gateways, thus the user does not have to think about the kind of flow branching. Instead, in our model it is modeled in the implicit way.
- For describing condition, we use the "condition" column, what is more clear than using the "description" field.
- We do not use the notion of "Successor" as it does not always show clearly the flow in the spreadsheet representation. Thus, in our opinion, a well-known jump statement "goto" (one-way control flow transfer), existing in many computer programming languages, in this particular usage performs better, as it is clearly visible in the Activity field.

### IV. CONCLUSIONS

In the paper, we present a new method of generating a BPMN process model based on its spreadsheet-based representation. In contrast to the existing approaches, our method does not require explicit specification of gateways in the spreadsheet, but it takes advantage of the spreadsheet with numbered rows in the form of a nested list. Thanks to this, our method does not require the knowledge of the BPMN notation or any business process notation.

As future works, we plan to extend the method in order to support multiple pools, message flows, as well as more type of events, including boundary events.

### REFERENCES


### Table III

<table>
<thead>
<tr>
<th>Element type</th>
<th>Simple approach</th>
<th>Branching approach</th>
<th>More Properties approach</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Events</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Collapsed Subprocess</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>AND, OR and XOR Gateways</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pool, Lane</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Data Object</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Sequence Flow</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Message Flow</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>
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Abstract—Rules and processes constitute powerful representation forms. Although the same notions can be expressed in both of these representations, there is a significant difference in abstraction levels between processes and rules. In practice, rules are mostly used for the specification of rule task logic in processes. In this paper, we present various options where and how rules can be perceived in business processes. We introduce rule-based pattern perspective for process models, focusing on BPMN 2.0 Business Process Models.

I. INTRODUCTION

BUSINESS Process (BP) [1] models constitute visual representations of processes of an organization. BPMN is a dominant visual modeling language used for describing processes. A BPMN model should be easy to understand for non-business users. However, sometimes such a model becomes illegible or unclear due to its complexity. One of the ways of reducing complexity is to introduce rules in order to specify low level business logic of the process. Such Business Rules (BR) [2] can describe business policies, goals, strategies or guidelines, in a form of declarative statements, constraints or predicated actions. Another issue of improving comprehensibility of the model is to use the notation in a proper way.

As BPMN specifies only a notation, thus there can be several ways of using it. There are style directions how to model BPs [3], or guidelines for analysts based on BPs understandability (e.g. [4]). However, a proper business process modeling is still a challenging task, especially for inexperienced users.

Design patterns in software engineering propose reusable solutions independent from the implementation technology. Similarly, workflow patterns address business requirements independently from specific workflow languages, and describe the problem, conditions that should hold for the pattern in order to be applicable, examples of business situation, as well as its realization or implementation [5]. As the existing workflow patterns perspectives does not take into account rules, we propose rule-based pattern perspective for process models.

The paper is organized as follows. In Section II we present the motivation for our research. Section III provides a short overview of related approaches. In Section IV we present our proposal of Rule-based Pattern Perspective for BPMN Process Models. Section V summarizes the paper.

II. MOTIVATION

Although it is possible to express the same notions (concepts, objects, system behaviour description etc.) using processes as well as rules. These two approaches are not suitable for this purpose, as they use different languages, depict different aspects of a system, and thus there is a significant difference in abstraction levels between processes and rules. However, this is neither standardized nor obvious which method is better for expressing a particular semantics.

During modeling a system using processes and rules, several questions can arise, from the simple ones like which representation is better for a specific purpose, through the integration of processes and rules, to detail aspects of representation pragmatics. Thus, in order to organize the knowledge about process models with rules, rule-based pattern perspective for processes is introduced. Based on workflow patterns, we selected several attributes which are applied to rule-based patterns in process models. Presenting the patterns, we focused on their BPMN representation. Such patterns can help in designing models with rules and increase the comprehension level of the model.

Similarly to other languages, in the BPMN modeling language, three aspects can be distinguished: syntax, semantics and pragmatics. In the case of syntax, the current BPMN 2.0 specification [6] describes it in detail, and our research is consistent with the specification describing the syntax of rule related elements (event, tasks). BPMN semantics have also been considered in several papers [7], however, not with an emphasis on rules. As in practice, the pragmatics of language use is essential, a short overview of the BPMN pragmatics is presented in the following section.

III. RELATED WORKS

In the case of the BPMN pragmatics the following particular issues can be considered: modeling techniques and styles, workflow patterns, as well as domain patterns. These issues are elaborated in the next subsections.

A. Workflow Patterns and Domain Process Patterns

As design patterns provide reusable solutions [9] independent from the implementation technology, workflow patterns address business requirements independently from specific workflow languages. Such patterns describe conditions that should hold for them in order to be applicable, examples of business situation, description of the problem, as well as realization or implementation in current languages [5].
Table I

<table>
<thead>
<tr>
<th>Implicit Termination Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description:</strong> A given process (or sub-process) instance should terminate when there are no remaining work items that are able to be done either now or at any time in the future and the process instance is not in deadlock. There is an objective means of determining that the process instance has successfully completed.</td>
</tr>
<tr>
<td><strong>Motivation:</strong> The rationale for this pattern is that it represents the most realistic approach to determining when a process instance can be designated as complete. This is when there is no remaining work to be completed as part of it and it is not possible that work items will arise at some future time.</td>
</tr>
<tr>
<td><strong>Solutions:</strong> For simple process models, it may be possible to indirectly achieve the same effect by replacing all of the end nodes for a process with links to an OR-join which then links to a single final node. However, it is less clear for more complex process models involving multiple instance tasks whether they are always able to be converted to a model with a single terminating node. Potential solutions to this are discussed at length by Kiepuszewski et al. [8].</td>
</tr>
</tbody>
</table>

Originally, van der Aalst et al. identified a set of 26 patterns that describe the control-flow perspective of business processes [5], [10]. Table I presents an example of a typical structural control-flow pattern for implicit termination of a process. In the case of the BPMN notation, this pattern is directly supported from the very beginning (version BPMN 1.0) by ending every thread of a process with an end event. When the last token in the process generated by the start event is consumed, the process instance terminates.

Over the years, the existing workflow patterns have been evaluated [11], [12], [13], revised [14], [15], and extended to cover new perspectives like the data and resource perspectives [16], [17], or time perspective [18].

Until now, much more workflow patterns have been identified. The Workflow Patterns Initiative distinguishes:

- 42 control-flow patterns,
- 43 workflow resource patterns,
- 40 workflow data patterns,
- 12 abstract and 8 concrete syntax modification patterns,
- over 100 exceptions patterns of various exception types.

Such patterns serves not only as good practices but also for a pattern-based evaluation of tools or standards [19], [20], [21].

What is more, one can also distinguish patterns concerning the process of modeling itself [22], [23], like fixation patterns during process model creation [24], or abstract and concrete syntax modifications patterns [25], [26].

Another kind of patterns – Domain Process Patterns (DPP) [27] – represent functions of process model fragments that are applicable to some modeling domain. They were introduced as a result of the investigation of business processes from the order management and the manufacturing production domains. Such patterns describes some domain related business operations representing a small fragment of the process. Although it is possible to consider involving rules in DPP, e.g. in Inventory Pattern one can consider rules involved in inventory management, it is not a purpose of DPP.

Neither workflow patterns nor domain process patterns do not consider the integration of processes with rules.

### B. Business Rule Patterns

A business rule taxonomy that serves as a rich source of business rules can be found in [28], [29]. The authors specified more than 60 business rule structures that for a specific process instance: restrict the number of allowed instances of a specific process elements, restrict the coexistence of process elements of different types, specify the influence of specific data elements on the occurrence of process elements, a time restriction on process elements, or a property for a process element at a predefined process state. These rules were used for a comprehensive rule-based compliance checking approach. However, they were not analyzed from the business process representation perspective.

In the following section, we present a short overview of 10 selected rule-based patterns, analyze the rules from the business process representation perspective, and show how they can be used in the BPMN process models.

### IV. RULE-BASED PATTERNS IN BPMN PROCESS MODELS

In order to specify the rule patterns in BPMN process models, we use the following attributes:

1. **Pattern Name**: Descriptive name of the pattern.
2. **Description**: Description of the pattern.
3. **Motivation**: Description of the pattern purpose or a problem that is addressed by the pattern.
4. **BPMN Elements**: The list of the BPMN elements used in the pattern.
5. **Process Place**: Where in the process model the pattern can be applied: Start – at the beginning of the process, Intermediate – during the course of the process, or End – at the end of the process.
6. **An example**: An illustrative example presenting the pattern.

In the following subsections we present 10 selected rule patterns that can be observed in BPMN process models: Conditional Flow, Conditional Triger, Conditional Task/Subprocess Interruption, Conditional Process Interruption with Initiation, Rule-based Task, Simple Conditional Choice, Rule-based
Choice, Deferred Conditional Choice, Conditional Task Multiplicity and Task Performer Assignment.

A. Conditional Flow

**Description:** Conditional Flow provides the ability to control the flow of a token based on the evaluation of the condition expression in the process instance.

**Motivation:** Controlling the flow using conditional expressions serves as an additional building block for process model that allows for detailed controlling of the flow of token through the branch of sequence flow. This pattern provides a condition for a sequence flow and is a variant of Data-based routing pattern \(^3\) in the Data-based perspective.

**BPMN Elements:** Conditional Sequence Flow

**Process Place:** Intermediate

**An example:** Conditional flow with the condition: An amount has to be higher than 100 is presented in Fig. 1.

![Figure 1. Conditional flow example](image)

B. Conditional Triger

**Description:** Conditional Triger provides the ability to trigger the flow of a token based on the evaluation of the condition in the process instance.

**Motivation:** This pattern provides a means of triggering the initiation or resumption of the token flow when a condition in the process instance is satisfied. The pattern provides a condition for an event and is a variant of Data-Based Task Trigger pattern \(^4\) in the Data-based perspective.

**BPMN Elements:** Conditional Event

**Process Place:** Start / Intermediate

**An example:** Conditional Triger which triggers when a customer credit rating will be higher than 4 is presented in Fig. 2.

![Figure 2. Conditional triger examples](image)

C. Conditional Task/Subprocess Interruption

**Description:** When a specific condition is satisfied, a task/subprocess is interrupted and its further execution is abandoned.

**Motivation:** Conditional Task Interruption pattern provides the ability to abandon the execution of a task/subprocess based on fulfilling a condition of the Conditional Triger. The pattern is related to Cancel Task pattern \(^5\) in the Control Flow perspective.

**BPMN Elements:** Interruptive Boundary Conditional Event attached to a Task or a Subprocess

**Process Place:** Intermediate

**An example:** A task that will be interrupted when Credit rating is below minimum is presented in Fig. 3.

![Figure 3. Conditional task interruption example](image)

D. Conditional Process Interruption with Initiation

**Description:** When a specific condition is satisfied, the current process is interrupted and its further execution is abandoned, and a fragment of the process is started from the Conditional Triger. A started fragment is not part of the regular control flow.

**Motivation:** Conditional Process Interruption pattern provides the ability to abandon the execution of a process based on fulfilling a condition of the Conditional Triger and initiates a new subprocess not instantiated by normal control flow. The pattern is related to Cancel Case \(^6\) and Cancel Region patterns in the Control Flow perspective.

**BPMN Elements:** Event Subprocess with Conditional (Interruptive) Start Event

**Process Place:** Intermediate

**An example:** A Process will be interrupted when a customer credit rating is invalid. Then a procedure of handling the invalid credit rating will be initiated (see: Fig. 4).

E. Rule-based Task

**Description:** Rule-based Task allows for specification of the task logic using rules and delegating work to a Business Rules Engine in order to receive calculated or inferred data.

\(^3\)See: http://www.workflowpatterns.com/patterns/data/routing/wdp40.php


**Motivation:** This pattern provides a means of using Business Rules Engine for execution of rules related to the task.

**BPMN Elements:** Business Rule Task, Business Rule Task (Call Activity)

**Process Place:** Start, Intermediate

**An example:** An example of Rule-based Task which determines a credit card type according to the defined rules is presented in Fig. 5.

![Figure 4. Conditional Process Interruption with Initiation example](image)

**G. Rule-based Choice**

**Description:** This pattern is essentially an extension (combination) of the Rule-based Task and the Simple Conditional Choice pattern described above. It provides the Simple Conditional Choice behaviour, but ensures that a decision is made based on the output of the Rule-based Task (the result of inference).

**Motivation:** This pattern provides a means of detailed controlling of the flow of token through the branches of sequence flow based on the output from the Business Rules Engine.

**BPMN Elements:** Gateway preceded by a Business Rule task

**Process Place:** Start, Intermediate

**An example:** In the example in Fig. 7, the choice is made according to the verification result (positive/negative) which is a value obtained from customer verification. The customer verification is performed automatically by a Business Rule Engine using the predefined rules.

![Figure 6. Simple Conditional Exclusive Choice example](image)

**H. Deferred Conditional Choice**

**Description:** Deferred Conditional Choice determines a point in a process where one or more branches are chosen according to the Conditional Trigers (see Sect. IV-B). The difference from the Simple Conditional Choice pattern is that in this pattern the decision is deferred and depends on the Conditional Trigers.

**Motivation:** This pattern provides a means of deferring the moment of choice in a process to the last possible time and is based on the conditional triggers. The pattern is a variant of the Deferred Choice pattern\(^\text{10}\) in the Control

![Figure 7. Rule-based Choice example](image)

---


Flow perspective.

**BPMN Elements:** Event-based Gateway followed by Conditional Events.

**Process Place:** Start, Intermediate

**An example:** The choice in Fig. 8 is deferred to a point in which either a customer credit rating will be below minimum or a customer has more than 2 unpaid loan installments.

![Diagram of a Deferred Conditional Choice example](image)

**Figure 8.** Deferred Conditional Choice example

I. **Conditional Task Multiplicity**

**Description:** Within a given process instance, multiple instances of a task can be created according to a condition specified in the rule.

**Motivation:** This pattern provides a means of rule-based specification of the task multiplicity. The pattern is related to the Multiple Instance Patterns\(^1\) in the Control Flow perspective.

**BPMN Elements:** Multiinstance task with the specified attributes

**Process Place:** Start, Intermediate, End

**An example:** Credit card application has to be approved by 2 bank employees (see Fig. 9).

![Diagram of a Conditional Task Multiplicity example](image)

**Figure 9.** Conditional Task Multiplicity example

J. **Task Performer Assignment**

**Description:** This pattern specifies who performs which tasks in a process.

**Motivation:** This pattern provides a means of a kind of deontic rule that specify the performer role assigned to particular tasks. The pattern is related to the Role-Based Distribution pattern\(^2\) in the Resource perspective.

**BPMN Elements:** Lanes

**Process Place:** Start/Intermediate/End

**An example:** See Fig. 10: An approval task has to be performed by a supervisor.

![Diagram of a Task Performer Assignment example](image)

**Figure 10.** Task Performer Assignment example

V. **Concluding Remarks**

In the paper, various types of workflow patterns and domain process patterns were presented. However, these patterns do not take into account rule-based aspects. Thus, we considered various options where and how rules can be perceived in business processes.

The original contribution of this paper is presentation of rule pattern perspective for process models. We described 10 selected rule-based patterns and showed the examples of such patterns in BPMN 2.0 Business Process Models. We focused on the BPMN 2.0 notation, as it is standardized process representation use both by researchers and enterprises.

As future work, we plan to supplement the patterns with other decision aspects in BP models and extend them by investigating other process languages as well as extensions of the BPMN notation [30]. Furthermore, we plan to evaluate these patterns empirically using real-life process models as well as to check the possible anomalies that these patterns can induce [31].

We also want to include design issues using the proposed patterns [32], as well integrate the pattern library with a process editor [33], especially for model recommendations based on patterns during the design [34].
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Abstract—This document describes the concept of urban knowledge. Main aim of this paper is to define term, describe assumptions and possibilities of use. The paper consists of introduction, five chapters and the summary. In introduction author presents background of conducted research. First chapter is the explanation of the urban knowledge phenomenon. Second presents further characteristic with brief classification. Later, author presents how urban knowledge can be managed. In the last chapter, author is trying to point possible methods of urban knowledge acquisition based on available ICT solution. In the summary author will describe chances of application for presented model.

I. INTRODUCTION

As the priority issues, which are defined by the National Spatial Development Concept 2030[18], are considered: the low competitiveness of major urban centers and Polish regions against European, poor territorial cohesion of the county, the low level of infrastructure (especially transport, social, information, including information technology) areas urban and rural areas, the lack of a coherent system of environmental protection, insufficient resistance to the spatial structure of internal and external threats and spatial disorder.

According to the author’s knowledge, a key element for the pursuit of development in line with the reasons stemming from the macro-cities is an urban knowledge. Taking into account the results of enterprises market functioning and the results that achieve through the use of knowledge management processes, the author believes that urban knowledge may be an aspect that will allow raising the competitiveness of cities, seeking to ensure the integration of infrastructure (mainly in the area of information technology, social and governance) and achieving spatial cohesion. Thus, the author believes that the improvement of management processes in the cities, on the basis of knowledge can contribute to the real fulfillment of assumptions NSDC 2030 in Poland.

II. URBAN KNOWLEDGE DEFINITION

To be able to explain the urban knowledge concept, it is necessary to localize it roots in the concept of organizational knowledge.

Knowledge is not only one of the most important assets of an organization, but also the basis, the starting point used to define a strategy, especially for the implementation of management information systems. Knowledge, for the purposes of computing is based on data and information, where data is understood as a set of facts, measurements, statistics and information as the structuring of the data. In this sense, knowledge is a set of information that can be used in practice. However, the organization cannot exist without human capital. [9]

In the theory of knowledge management, there is the explicit and discreet knowledge. [6] Explicit knowledge (formal), as general, considers formal documents created by the organization. Discrete knowledge (informal) is defined as skills, qualifications and experience of human capital. This knowledge is not written anywhere, it is in minds of employees, what really constitutes a barrier to obtaining confidential knowledge. However, there are no barriers that cannot be overcome. [4]

In order to ensure the proper transformation of tacit knowledge into explicit one, as the first condition, it has to be pointed and realized by the organizational culture in the enterprise. [2] Secondly human resources have to be ensured in adequate mechanisms of facilitation the knowledge sharing process in a fair and codified why. It is therefore necessary to create appropriate procedures and systems which should enable knowledge capturing, processing and sharing according to requirements. [7] The weak point of this attitude is still the will of the employee, if they wants to share knowledge or not.

What it is the urban knowledge? The spine of the concept is equal to definitions presented above but in authors opinion it is needed to extend the classification.

First, it is needed to distinguish tacit and explicit knowledge of the city, bearing in mind that the city consists of municipal decision-making units and its external and
internal environment. Therefore, the explicit knowledge of the city can be considered as all kinds of documents, law, statistics, forecasts, reports, documentation, information, demands, portals relevant to public services or stakeholders, available for the public by each of the entities functioning within the city. Whereas the tacit knowledge of the city considers the qualifications, experience, skills, knowledge of both: employees of the administrative and governing units and knowledge of stakeholders, as well as citizens.

To have a comprehensive description of the urban knowledge, presented basics should be extended by several features important from the point of view of tacit knowledge. Urban knowledge is created independently by entities operating both inside and outside the structure of the city. This kind of knowledge must be gathered and stored in a very specific way, which will provide its uniqueness for a long time.

Urban knowledge is created by the local authorities, politicians, social activists, educational institutions, healthcare entities, religious, environmental bodies, research and development, administrative units, business, science, citizens and other stakeholders. According to the model of intelligent city, author decided to classify urban knowledge on six key aspects described in table 1.

### TABLE I. TYPOLOGY OF URBAN KNOWLEDGE

<table>
<thead>
<tr>
<th>Urban knowledge type</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economical</strong></td>
<td>Cooperation, Productivity, Entrepreneurship, Finance/budgeting, Public relations/marketing, Planning, Infrastructure</td>
</tr>
<tr>
<td><strong>Social</strong></td>
<td>Social difference and classes, Social problems, Social needs, Believes</td>
</tr>
<tr>
<td><strong>Environmental</strong></td>
<td>Natural resources, Access to resources, Eco services, entrepreneurships, Pollution, Environment protection, Policy of sustainable environment</td>
</tr>
<tr>
<td><strong>Mobility</strong></td>
<td>Services, condition and sources of public transport, External sources of public transport, Availability and stability of ICT infrastructure, Transport systems</td>
</tr>
<tr>
<td><strong>Governance</strong></td>
<td>Public and private sector, Citizens involvement, Suppliers and recipients in decision-making processes, Clarity of managerial processes, Rules of sustainable development, Perspective of cities development</td>
</tr>
<tr>
<td><strong>Quality of life</strong></td>
<td>The attractiveness of available objects and events in the city, region, Health condition, access to medical units, Safety of residents and businesses, Living conditions, Education level, Tourist attractiveness, Social cohesion</td>
</tr>
</tbody>
</table>

All the presented in the table 1 aspects of urban knowledge will be characterized briefly in the next chapter.

### III. THE ESSENCE OF URBAN KNOWLEDGE

The essence of the urban knowledge is to provide the most comprehensive knowledge of its stakeholder, resources, processes, conditions or predispositions. Proving, that in the context of smart city, transformation of the city is geared strictly to the needs of citizens, can be found in just presented the characteristics of the knowledge city.

#### A. Economical knowledge

Category of economical knowledge of the city revolves around the existing cooperation between the city and specific subjects. It focuses on information about potential cooperation, development opportunities, possible investments. Collaborations, which in the past have produced adverse effects are included as well. An important point of economic knowledge is also a problem of productivity of the city. It is not just about the number and quality of public services provided, but also about the knowledge associated with the ability of the city to meet the needs of its residents. The productivity of the city is an indicator of the level of wages, benefits, profits, and taxes provided for urban residents. Knowledge of entrepreneurship in the city is the basis for defining, classifying the level and direction of development of the city.

#### B. Environmental knowledge

Urban knowledge also focuses on the area related to the natural environment. "Talking about the natural environment of the city is so reasonable that urban development and functioning of the technical infrastructure largely transformed original, natural conditions and makes the individual elements of the natural environment in the city acquire specific characteristics." In this regard, the managers are obliged to collect and update the knowledge on natural resources and access to these resources. Ecological services available in the city needed to be implemented.

#### C. Mobility knowledge

Mobility of the city is also important for defining the urban knowledge. It is a very difficult area of decision-making for the city. Very often the local authorities must make decisions based on conflict of information or conflict of society needs or both of them in the same time. In order to facilitate a process of planning and then implementing solutions in due to meet the needs of society, it is important to acquire, collect and use of information and knowledge related to public transport services, its technical condition and possible alternatives in the form of external transport services. As well, access and the stability of ICT infrastructure supporting the management of transport and traffic in cities became crucial. Gathering such knowledge, and its subsequent use is mainly aimed at meeting the needs of ensuring a well-functioning, safe and optimal public transport in the city.

#### D. Managerial knowledge

Knowledge management within the city has to be concerned with the transparency of management processes, functioning on the basis of rational, prospects for the development of the city and make rational decisions based on their knowledge and experience. The source of such knowledge are certainly laws, their distribution task for all public administrations and local self-government, participation of citizens in the process of creating a vision
and strategy for the city, the characteristics of private and public sector, suppliers and recipients in decision-making and knowledge about the condition of the city, held resources and needs to meet. Possession of such knowledge by policymakers in the city can provide an excellent basis for constructing a holistic view on some issues, including defining the correct relationships of cause and effect.

E. Social and quality of life knowledge

Each of the six selected aspects of the urban knowledge concerns directly or indirectly on social layer. However, in the authors opinion, two aspects – social and quality of life knowledge, speak directly about the needs of the residents of the city.

IV. URBAN KNOWLEDGE MANAGEMENT

Knowing that each city of democratic country is obligated to develop and realize their own strategies, especially based on knowledge, it is possible to claim, that urban knowledge management involves the effective use of urban knowledge and transforming it into the lasting value for city’ s stakeholders and managerial staff. [2], [14] Urban knowledge management is clearly defined and systematic management of dynamic knowledge for the city and its associated processes of creating, gathering, organizing, diffusion, use and exploitation of knowledge, carried out in pursuit of the objectives of the city. [16]

Urban knowledge management can be also treated as a specially designed system that helps cities to acquire, analyse the use (re-use) of urban knowledge in order to make faster, smarter and better decisions, so that they can achieve a competitive advantage in case of covering cities stakeholders needs. [10] Urban knowledge management covers management of information, knowledge and expertise available within the city, i.e. mobility, environment, social, managerial, economical by the creation, collection, storage, sharing and use, to ensure the cities future development based on well prepared decision plans. Urban knowledge management deliberates cities strategy, which selects, distils, stores, organizes, packs and provides information relevant to the cities stakeholders in a way that improves efficiency and competitiveness of the city in the end. [5], [3]

A properly selected integrated management information system now enables the efficient management of the entire city, carrying out city’s management functions with regard to both its internal environment and external, and thus, proper management of urban knowledge. "The selection of specific solutions and technologies in the field of urban knowledge management in the city should be carried out depending on the specifics of the city, its profile, individual economic situation, its strategy and approach to knowledge management. Each city or its institution should be regarded as an organization with its characteristic organizational culture, creative employees, principles and standards prevailing within it and look at it through the prism of ongoing business processes. In addition, each city must be aware that the overall urban knowledge management system cannot be based only on properly chosen technology" [17].

Resource management of urban knowledge, with respect to the characteristics presented in the article, the requirements of the assumptions Knowledge Based Economy or observable development solutions, can be supported by specialized tools of ICT dedicated for the specified area. As the main tasks carried out, supported by solutions that support urban knowledge management, include[1], [14]:

• the acquisition of knowledge from a variety of, often heterogeneous resources,
• creating and coding different elements of urban knowledge in order to incorporate them into basic information system in the city,
• supporting the exchange of urban knowledge and providing comprehensive operation of teamwork.

These examples of tasks supported by dedicated tools for urban knowledge management include: distribution of documents and their monitoring, defining and monitoring over the course of project implementation, communication between stakeholders and cities management, workflow control and monitoring of teamwork. Knowledge in these tools is treated very flexibly - starting with the classification of unstructured documents and finishing on the formal knowledge bases [11], [12].

V. ACQUISITION OF URBAN KNOWLEDGE

Ensuring constant contact with the public by means of ICT solutions, e.g. knowledge exchange platform, can contribute to enhance the competitiveness of the city, leveling of social inequalities, mitigate conflicts, alleviate the problems of infrastructure, economic, or investment. In addition, it will help to ensure consistency of information in the city.

As the purpose of the existence and operation of ICT infrastructure in the city is the integration of key information generated by its users, which provide a complete list of requirements, guidelines for maintenance and improvements in many aspects, including those associated with improving the quality of life by better knowledge management in the city. Because of this, it is a smart city project, the concept of a better life for the citizens, there is nothing surprising in fact, that talks about the need for citizens:

• a comprehensive contact, including the implementation of intelligent technology and information resources public, allowing the systematization and increase citizens’ access to information and knowledge of using ICT infrastructures,
• full integration, assuming that the basic infrastructure scheme operating system of the target group heterogeneous information generated by specific entities are together entirely integrated into a single portal for example, and the assistance available to the presentation layer, respectively specific audiences,
• incentives for innovation (called encouragement for innovation), covering all the action of the city authorities for enterprises and public institutions, in order to propagate their use of new technologies as a means of enabling equality technological society,
• collaboration (called collaborative operation), based on intelligent infrastructure, critical systems and cooperating users (including public bodies, local authorities, professionals, non-governmental bodies, excluded people, etc.), which helps to improve effectiveness in the developing the public services.

Presented solution enables the integration of the information needs of citizens and all the entities interested.

For platform users, platform becomes a compendium of knowledge about the urban knowledge (economy, people, environment, mobility, governance, living).

As we can see, ensuring citizens by the city’s authorities can contribute to the objectives of the NSDC 2013, which points combating low competitiveness of major urban centers and Polish regions against European, poor territorial cohesion of the country, low level of infrastructure (especially transport, social, information, including information technology) urban and rural areas, the lack of a coherent system of environmental protection, insufficient resistance to the spatial structure of internal and external threats and spatial disorder.

VI. CONCLUSION

Proposed in the paper approach with use of ICT solutions to gather urban knowledge, is unfortunately so idyllic that it does not take into account the problems which for centuries is faced by all cities of the world, i.e. excluded, homeless, not involved in the social life of the city, the mismatch solutions to the needs of users, lack of willingness to change thinking among municipal authorities, resistance among employees of local government, political, economic phenomena robbery, the gray zone, the fear of citizens, and cyber security.

Of course, each of these problems are trying to be solved by finding and implementing various solutions, but it not always provide the desired effect. On the other hand, not handling problems in case of improving quality of lives most of citizens by authorities would be a crime, which is governed in Poland by the Criminal Code (intentional act to the detriment of the customer, citizen, entity). As we can see, the decisions of investment and development in cities do not belong to the easiest. Their implementation is also not trivial.

However, author believes that the reestablishment of order and consistency in the city’s functioning should be a top priority for the governments of each city in Poland. We have to remember also, that attempts of achieving it are determined by current investment decisions and made improvements. Therefore, it is essential that all urban transformation which are going to happen should include the use of information and communication technologies, systems operating in harmony and in favor of the environment and conducting researches on city’s sustainable development based on knowledge.

Described in the paper concept of the urban knowledge provides the basis for further consideration on city’s development determined by new management techniques. To produce a resource in the form of urban knowledge is not only to achieve positive economic impact on the city, region, or country but mainly aims to prepare themselves to meet the future needs of civilization, currently generated by the society, classified as information. In the information society the dominant role plays nothing else but knowledge. That why every city in Poland, according to the author assumptions, should seek to create, to clarify their urban knowledge. Especially, when it is in line with the objectives of knowledge management. It means, that city can contribute to make better decisions, accelerate information processes, reduce unnecessary costs, increase satisfaction or level citizens’ lives quality.
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Abstract—Knowledge Management methods, techniques and experience can bring a considerable help in preventing all kind of risks. The current economic context amplified the existing risks and introduced new ones such as environmental, political and social. Among the most critical risks of this century is this of lost of knowledge and “memory” in particular in industry involved in long-term activities.

After listing the principal risks and recalling of main approaches and techniques of Knowledge Management and its application for risk management an example of nuclear industry is given. Discussion follows in final conclusion and some perspectives are presented.

I. INTRODUCTION

HUMANITY have always been exposed to all kinds of risks - natural, industrial and those related to human activity and human nature, including motivations and passions. While the management of “soft” industrial risks is well established, the serious, unpredicted and rare risks are managed after the disaster.

Knowledge management approaches powered by artificial intelligence techniques can bring considerable help in risks prevention and management, but they are not sufficiently used.

This paper presents a broad spectrum of today risks and main works connecting these two topics. A short recall of principal knowledge management methods and disciplines follows. Some techniques for risks prevention and fixing are mentioned. These purposes are illustrated by a case study in the field of nuclear energy management. This paper ends by conclusions and perspectives for future work.

II. TYPOLOGY OF RISKS

Among the industrial risks we can distinguish those caused by a malfunction or by the "human factor".

Risks resulting from human activity such as air and water pollution, destruction of natural ecosystems and global warming are the consequence of the ignorance of natural ecosystems, that we are the part, of the context and motivations as selfishness and desire to become rich quickly. The pride and power can also lead to irresponsible decisions at high political and management levels, as for example wrong choice of strategy.

Other risks arise from human nature and motivations, such as sabotage, crime and cybercrime, wars, and lack of communication or of compromise. Risks arising from ignorance, obscurantism or indoctrination can cause unwanted destruction, bombings and wars.

The perpetuation of the same mental patterns is a risk of not finding the right solution when solving problems, which is a strong barrier for innovation. For example, onboard car computers are programmed using traditional decision trees and the user wanting to go to a given place has to choose step by step instead of making a direct voice request. Some of them are still equipped with a mouse and using such a system when you drive may lead to accident.

The recent risks are related to the use of technology, digitization, virtualization, security of sensitive data on clouds, the unexpected impact of biotechnology, nanotechnology and others [1, 2]. The precautionary principle, very strong in France [3], is applied in some cases when the impact is not known or not considered. An alternative of applying systematically such a principle is the understanding and simulation of the potential impacts by a multidisciplinary and experienced team possessing the related knowledge.

Another risk could come from the lack of management of the intellectual capital. Consequently, knowledge and know-how are not explored because little known at the strategic level.

A simplified ontology of risks is presented in Figure 1.

![Fig. 1. Simplified ontology of risks.](image-url)

The ISO 31000 norm considers as a high risk a theft, loss, obsolescence, no recovery and the lack of the use of knowledge. All have the negative effect on the achievement of objectives.
III. RELATED WORK

The industrial interest in risk management is not new. We can find numerous work devoted to managing risks in energy [5, 6, 7, 8], in chemistry and pharmaceutical industry [9, 10, 11, 12] aeronautic and space [13, 14], automotive [15] and recently those related to the use of information technology [16, 17]. Other fields are also concerned, such as finance and banking [18], insurance and health [19].

In France there is a long tradition of managing industrial risks using statistic methods, recently extended by Bayesian and some data mining [20, 21]. The Institut pour la Maîtrise des Risques (IMdR) groups research and industrial actors involved in this area and organize Lambda Mu, scientific conference and other events aiming in sharing experiences and solving problems collaboratively [22].

The approaches and techniques of Artificial Intelligence such as experts systems, case-based reasoning and multi-agent systems have been successfully used for managing risks as well for prevention as for fixing [23]. The development of methods for risks management and operating reliability, based on probabilistic networks from 1990 has been complementary to expert systems.

The bayesian networks, belief networks and Valuation Based Systems provide graphic representations of knowledge, more comprehensive by the user. These techniques are well suited to the uncertain context and in particular to epistemic uncertainty and are a part of toolbox currently used by engineers of risk control or operational safety, such as fault tree and Bayesian network [21]. These tools are currently used after collecting related data.

The professionals of risk management and operating reliability are used to apply known methods to existing data, opposite to the “knowledge thinking” approach based on problem understanding and collecting or mining the related knowledge vital for solving a given problem [23, 24]. The risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4].

Globalization and hyper-competition has increased the risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4]. Globalization and hyper-competition has increased the risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4]. Globalization and hyper-competition has increased the risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4]. Globalization and hyper-competition has increased the risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4]. Globalization and hyper-competition has increased the risk related to intellectual capital such as loss of knowledge and of competency, know-how is still weakly managed [4].

The recent collogue of French Ministry of Defense pointed out the influence of climate changes on the raise of criminality [25]. Over twenty presentations with various points of views demonstrated the cause-to-effect dependence of delinquency and terrorism with climate change. But it is not only influence; the others factors such as unemployment and lack of the clear vision for the future and professional perspectives for young, low educated people, enhance the probability that they may choose Jihad.

To anticipate and manage such risks, it is necessary to gather and manage the related multidisciplinary knowledge and skills and use the right approaches and tools.

IV. ROLE OF KNOWLEDGE IN RISKS MANAGEMENT

Globalization, reinforced by the development of various modes of transportation, Internet and other information and communication technologies has changed the way we learn, work and do business and have introduced other risks. In search of cheaper workforce, companies relocate production and customer service taking a risk of knowledge loss and of customers’ deception.

Production of spare parts in low cost countries may entail a risk of quality caused by the lack of conformity with the specifications and the use of alternative materials that can degrade the performance of given equipment.

Internal transfers, retirements, turnover and cross-competition generate impacts such as loss of know-how, loss of time to reinvent and remake what has been already done, additional costs, loss of competitiveness, responsiveness, security/safety flaws, which are the factors determining differentiation in an open economy. The knowledge transfer “at time”, the use of decision support systems, knowledge base of products, projects and customer relations, managing the feedback from experience, e-learning and m-learning systems integrated to the overall knowledge flow connecting may help the involved actors in preventing and managing the risks.

The relocation may also lead to other risks, such as loss of employment and exclusion in developed countries.

Faced with the economic crisis in developed countries, governments consider innovation as the only remedy that can improve growth and boost the job creation. But entrepreneurship requires risk taking and know-how of managing a start-up for success cannot be acquired only in school, but mostly by doing or with an experienced mentor.

Innovation needs multidisciplinary knowledge to succeed and many products and services are knowledge intensive. Sometimes ignoring ergonomics and the real needs of users and customers may lead to the risk of non acceptance of given software or other products. Such products will not be used and may cause a company fail.

Computers and other technological devices and applications, currently used in industry are now present in all fields and their development accelerates. Computers, sensors and other electronic devices are more and more embedded into products. The products such as IoT, conceived according to the designers’ vision only, autonomous devices, M2M communication and fully automatic client support systems raise the risk of elimination of human from the decision making.

If the machine thinks instead of us, it may influence the progressive lost of human cognitive capacity.

Can we trust the perfect operation of fully automated systems?

Internet is considered by many as a source of knowledge, but what is the reliability of information found on the web?
Decision taking based only on information found in various wikipedia, forums, and social networks maybe risky.

Can we find a reliable knowledge or information only in such results? Is it helpful and sure to avoid risks in the future? Is it efficient for knowledge discovery?

The prevention and management of all kinds of risks require an understanding of all facets, contextual knowledge and a method that fits to these components while the most of risks managers use the data and statistics.

A. Prevent or fix?

The industrial risks management methods include preventive maintenance, annual and five or ten-year controls of nuclear power plants, aircrafts and other complex equipments and feedback. The feedback is usually recorded in a large database conceived for all related professionals. The data processing after collection uses mainly statistics and the results are available to those concerned. Data is often missing because the persons that should record then do not understand what they have register because of weak adapted interface; sometimes we can find errors related to the data value such as missing comma, shifted, wrong or missing data [35].

In a few critical cases we manage the crisis after it happens (Tchernobyl, Fukushima, AZF Toulouse and others - http://www.aria.developpement-durable.gouv.fr/).

This involves repairing of the effects, as in Western medicine, but how to prevent these accidents using efficiently existing knowledge and expertise?

Practical experience demonstrates that sometimes a given problem, i.e. terrorist attack, may be detected considering weak signals often ignored. It is vital to collect all related knowledge including contextual and check consistency, especially when it comes from several sources.

While industrial maintenance is usually well managed, the related knowledge is often not organized and poorly managed. Nevertheless, knowledge plays a central role in our activities. But what is the necessary knowledge to collect and preserve in aim to avoid and control risks? What to preserve, how and why? It depends on the organizational/company strategy, that decides about the key knowledge and strategic competencies to maintain develop and preserve. Than the best adapted approach and tools will support the realization of this task.

V. KNOWLEDGE MANAGEMENT

In the early 1990s we saw the emergence of a new management method - Knowledge Management or business based on knowledge [26]. It has been a foundation of a new economy of knowledge [27].

The term "Knowledge Economy" is not new. Although it was proposed in the 1980s, such economy has always existed. It is about generating value from knowledge, know-how and experience. This is a radical change for companies that must now recognize and manage this intangible capital.

In this context, knowledge management can be defined as “an integrated system of initiatives, methods and tools designed to create an optimal flow of knowledge within and throughout an extended enterprise to ensure stakeholders success” [28, 29]. Stakeholders are partners, distributors and customers. Success includes among others leadership, industrial performance, efficiency, quality and safety.

The purpose of this approach is to organize and manage knowledge applicable or applied by the company or organization, for its activities related to current or future business.

Our research focuses on critical knowledge and know-how of experts, which in majority of cases is not formalized. While knowledge transfer has always been the scope of the trainers, we often ignore that knowledge can also be "transmitted" to the computer using something else than traditional databases [7]. Artificial intelligence has invented very early methods and techniques for knowledge acquisition, discovery and processing by computer. They have been tested successfully for over 50 years and are now encapsulated in tools.

Many decision support systems have been designed to assist users through expert systems, help in process control, in medical and industrial diagnostics, to provide design assistance, solve complex problems with constraints such as logistics, scheduling, planning and others. AI techniques are also useful for intelligent e-commerce, effective matching of offer and demand, very useful for recent platforms. All these applications should be organized as a Knowledge Flow. Knowledge modeling methods such as KADS for conceptual modeling, ontologies and other models [24] should be adequate to the nature of given knowledge. Graphical interface will facilitate their collection for preservation and sharing, but also reusing for a variety of applications.

The development of methods based on probabilistic networks in risk management and operational safety in the early 1990s also focuses the use of expertise. Bayesian networks, transferable belief models (TBF), the Valuation Based Systems use a graphical representation of knowledge which facilitates the understanding of data. These techniques seem well adapted to the context of uncertainty (including epistemic uncertainty) and generalize the methods commonly used by traditional engineer in risk management or operational safety, such as fault tree and Bayesian network. Current applications include risk analysis, reliability analysis, and analysis of the human factor [21].

Deep learning, born from the experience and the need to explore appropriately gigantic amounts of data connects several automatic machine learning techniques (machine learning) as data mining, natural language processing and image mining, among others.

At this stage a distinction between thinking "data" and "knowledge" must be considered. While the first focuses on the collection of data, the second focuses on the collection of
knowledge, essential for knowledge-based problem solving. Knowledge transfer from human to computer via different knowledge models is now mastered and should be generalized. Many knowledge bases exist, but the knowledge capitalization process is not widespread. It is very often postponed, due to lack of time and underestimated by many companies. But it is a false excuse, because they continue losing time using still “data approach” which generates huge amount of data that should be “cleaned” and analyzed. “Knowledge approach” may seem difficult for those who are used to work with data, because it requires changing a mental schema. However the trend of knowledge management and a necessity to preserve knowledge of retiring experts handed capitalization up to date.

For over two decades, companies and organizations have experimented Knowledge Management, beginning with their motivations and perspectives - as integrated in a company strategy, by managing of Intellectual Capital, Business Intelligence or by industrial applications [23]. Many companies have taken steps, but for the most part, without considering the feedback from Artificial Intelligence. Internal networks of experts (communities of practice) are among the “easy and quick” initiatives aimed at mitigating the risks related to the loss of knowledge and experience, allowing the sharing of “best practice”, such networks requires a facilitator, who can progressively become Chief Knowledge Officer.

Two major factors hindering the implementation of KM as a management method are following:
- the necessity of demonstrating the utility of this approach and its ROI,
- misunderstanding of the role the Chief Knowledge Officer must play; it is not a social position, but a cross communication and facilitation.

The initial objective of Knowledge Management remains improving of the innovation capacity of enterprises and organizations by better use of talents, knowledge, detection of opportunities, integration of feedback and use of the best fitting technologies.

As Knowledge Management involves stakeholders, the respect of ethics and trust are vital to achieve a common goal – to be successful together.

It is not easy to implement because it involves spending time to understand before doing, thinking “knowledge” and to change attitudes: listening instead of push, collaborating instead of competing, collecting and sharing experience and feedback, evaluating the benefits in terms of tangible and intangible values.

The knowledge to preserve includes not only this associated with long life technical equipments, such as nuclear power plants, but also the ability to solve problems. This is an art to gather individual and collective knowledge serving to solve a specific problem, but also the know-how in considering the various contexts that influence decision taking.

If we consider the risk of crime and cybercrime, solving this problem is not just to find the guilty and put him to jail, but to understand the real causes and motivations of involved persons and their environment. As mentioned before, the study of French Ministry of Defense has demonstrated the link between climate change and crime. For example, the drought caused by deforestation and intensified cultures lead to the depletion of the earth, causing famine and pushed more vulnerable to selling drugs or stealing.

The risk prevention requires awareness of their existence and their possible consequences, the ability to solve complex problems, holistic and system thinking and to select the necessary knowledge to prevent, minimize the causes, and impact. If this approach had been applied in the case of German Wings the company could have prevented the accident because the knowledge on the health of employees and their relations are part of the overall approach.

Finally the KM approach producing the best results is those that starts with an application addressing the real needs, developed with an incremental approach “do small and think big”.

VI. EXAMPLE: NUCLEAR INDUSTRY

In France we have 18 nuclear plants, as shown in Fig 2.

![Fig. 2. Map of French nuclear power plants [30].](image)

Some of them have been built over 60 year ago. Nuclear plants represent three main risks: loss of initial knowledge, ageing of component materials and management of pollution at the end of life. Designers of these plants are retired. The initial knowledge and context of the whole lifecycle related to plants has been transmitted through documents and reports. There are still some elements lost because all details of lifecycle, replacement of elements, minutes from meetings, verbal experts’ exchanges are not transmitted. Reports from the programmed control also exist, but it is a known fact that everything is not written [7]. Related database contains only data. Some expert systems have been
developed in specific critic fields, such as ageing of materials and their consequences on maintenance [36], mastering of ageing.

Last year Paris has been hosted the COP21 and the strong international lobbying claims to stop the oldest power plants. On the other hand, the management of nuclear waste is a long term process and requires an updated long term memory. ANDRA (Agence Nationale pour la Gestion des Déchets Radioactifs) involved in managing nuclear waste is aware of the problem and has initiated a Knowledge Management activity [31]. As there are not only one organization involved in the whole nuclear plants cycle of life they initiated with ANR (Agence Nationale de Recherche) a collaborative program supposed to bring together all stakeholders in aim to organize and manage the related knowledge [33]. The task is not trivial, because the majority of involved actors retains knowledge and do not realize the consequences of such an attitude. We expect their awakening.

Despite a global awakening on planet and living protection the most of industrial people focus on quick business and do not assess the multiple impacts of their activity on our biosphere [34].

VII. CONCLUSION

Facing the systemic risks generated by globalization, quick business, vertiginous progress in technology and replacing human by machines requires different way of thinking and problem solving. Preventing and management of such risks require the “knowledge thinking” and considering the multidisciplinary knowledge and the related context. Deep problem understanding will guide the choice of Knowledge Management method and well suited tools. AI techniques support the managing the flow of knowledge by systematic collection and exploration of related knowledge and experience and knowledge. However a global awakening and change of attitudes is required. It can be done using i.e. serious games and various simulators. The future work related to risks management focus on the risks prevention by understanding the key factors through the games.
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Abstract—In this article we introduce QtBiVis - a novel software intended for the comparative analysis of biclustering results. This modular tool has been efficiently implemented in C++ with Qt framework GUI. It may be successfully used for coverage analysis of the results of biclustering as well filtering or sorting biclusters by Gene Ontology (GO) identifiers or bicluster enrichment values. It may also be useful for parameter studies of biclustering algorithms. In future releases we plan to add different modules for visualizing and comparing different GO terms and biclusters.

I. INTRODUCTION

MICROARRAY technology has become a subject of multiple biological experiments since its theoretical foundations in 1980’s and first application in 1995 [1]. As labeled nucleic acids immobilized on a solid surface proved to be capable of monitoring the expression levels of nucleic acids molecules, the technology has been predominately used for measuring in parallel multiple gene expression patterns. It has also gained wide scope of application in disease diagnostics, drug discovery and comparative genomics.

The result of microarray experiment after background adjustment, normalization and summarization at the probe level is structured into a data matrix of real numbers, in which each value corresponds typically to a gene expression level under the specified condition. The whole microarray data may contain up to tens of thousands of gene expressions. Biclustering algorithms have been applied to identify groups of genes that show resemblance under particular subsection of conditions. Multiple biclustering methods have been developed so far [2], [3], [4]. Different metrics have been adapted to measure gene expression level [5], [6]. The collection of the most recognizable biclustering approaches applied to GDS datasets is included in Eren et. al. [7].

A. Methods of visualization of biclusters

The most popular way to visualize a single bicluster uses a heatmap, in which cells are colored based on the gene expression level. This perspective has been implemented in multiple software tools among which the most popular are BiVoc [8], BiVisu [9], BicAT [10] and its extension BicAT-Plus [11], BicOverlapper [12], [13], Furby [14], Bicluster Viewer [15] or BiGGEsTS [16]. A single bicluster is usually resorted and drawn in the upper left corner with its rows and columns rearranged.

The second popular visualization method, which is very useful for gene expression profile comparison, uses parallel coordinates, in which conditions are visualized on horizontal axis. Gene profiles are represented by lines, which join corresponding values of corresponding conditions. This perspective is popularly used by multiple software tools (including BiVisu, BicAT, BicOverlapper or Bicluster Viewer).

A widespread visualization method for multiple biclusters uses heatmaps or heatmaps with dendograms. For example hierarchical biclustering is represented by a tree and a heatmap, in which rows are reordered to fit the recognized bicluster. This perspective is offered for example by BiGGEsTS.

There are also more sophisticated visualization perspectives, which are provided by some of the available tools. For example BicOverlapper offers a transcription regulatory networks view, wordcloud or bubble map perspective. Furby presents graphically the attracting force between each pair of the biclusters. This resembles a class diagram, which is popular in relational databases. The number of rows and columns shared between each pair of biclusters are reflected by the transparency of the interconnecting line.

B. Motivation

The major motivation for QtBiVis is to provide a fast and reliable software, which would be able to support the researchers in parameter study of the biclustering methods. We believe that the analysis of biclustering experiments based on the inspection of biclusters’ coverage may provide a novel insight for assessment of biclustering methods capabilities. It may also become helpful in determining the optimal setting of parameters for each algorithm.

The second justification of QtBiVis emergence are limitations of the available software. As the majority of the tools has been implemented in Java, existing tools encounter different performance issues during analysis of hundreds or thousands of biclusters. This limits analysis of complex experiments in which thousands of biclusters need to be visualized and compared simultaneously. QtBiVis has been implemented in C++ with Qt used for graphical user interface.
II. METHODS

In this article we present QtBiVis, an open-source toolbox, which implementation may be found at github.com/Archi0/QtBiVis. In this section we present an overview of QtBiVis and detailed information about its design.

A. Main features of QtBiVis

The QtBiVis tool, which is herein presented, has been implemented in C++ programming language with Qt 5.5 framework used for graphical interface design. A Dynamic_bitset from Boost C++ library has been used for performing bitwise operations. The main features of QtBiVis include:

- loading main data set which contains microarray data,
- loading files with biclusters with Gene Ontology ID (GO ID) and p-values,
- filtering biclusters by a specific GO ID,
- calculations, plotting and saving results of the degree of coverage of the bicluster environment,
- displaying information about a single bicluster with its values, labels, level of coverage, GO IDs and p-values,
- plotting statistics of the bicluster based on average of values in columns and standard deviations of the values in columns in examined cluster,
- calculating, plotting and saving information about the relation between number of occurrences of value in different biclusters and size of the bicluster,
- drawing a heatmap based on the number of occurrences of a given value in the loaded clusters.

B. Overview of application

The main workflow of QtBiVis includes loading a microarray dataset and definitions of series of biclusters from multiple biclustering experiments. Information about loaded biclusters is shown in the table on the right-hand side of the main window (see Fig. 1). Each row of the table contains a Gene Ontology ID, p-values (before and after multiple test correction) and the identifiers of rows and columns of the bicluster. Filtering is applied for biclusters after entering a value in "GO Filter" text area.

The application provides access to a standard overview of a single bicluster (i.e. its expression values, labels of rows and columns and parallel coordinates plot), as well as tools for visual comparison of relations between multiple biclusters. This includes the statistics of coverage and the frequency of occurrences of expression values presented in form of heatmap and histogram.

C. Analysis of a single bicluster

A single bicluster analysis overview, which is demonstrated in Fig. 2, contains biclusters values with rows and columns names, gene ontology ID’s with p-values before and after correction and neighborhood of the selected bicluster with percentage values.

This perspective offers access to three different analysis tools. The first one, called "Parallel Coords", provides access to profile analysis using parallel coordinates plot (see Fig. 3). The second one, named "Coverage", displays a histogram, which presents the level of bicluster overlap with respect to other biclusters (see Fig. 4). A histogram presents on horizontal axis a degree of coverage (i.e. a percentage of shared area with the bicluster) and on vertical axis - a number
of occurrences (i.e. number of biclusters that share the same area).

The third one, "Stats", shows means and standard deviations of particular columns of a bicluster. In current version, for each column the plot displays mean and standard deviations as dots, whilst the average standard deviation of all columns is represented by a line (see Fig. 5).

D. Coverage statistics

Another statistics, which is provided by QtBiVis, is analysis of the degree of bicluster intersection. Degree of overlap for two biclusters (A and B) is determined by Jaccard index (1), which takes into account the number of intersecting biclusters’ elements with respect to the total area occupied by both biclusters.

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|} \tag{1}
\]

Clicking on the "Coverage" button on main window calculates the percentage coverage for every loaded bicluster, which is presented on a histogram (see Fig. 6). The button "Save" stores the results in a selected file.

III. IMPLEMENTATION

QtBiVis has been designed as a modular application. Each module is responsible for providing a different perspective. Several coding optimizations have been used to reduce the computation time of certain calculations. For example row and column of a bicluster are represented in application by bits. If the row or column belongs to a bicluster it is set to ‘1’, otherwise it remains ‘0’. Bitsets are used for computations of their intersections or unions.

A. Application design

The class diagram of the application is presented in Fig. 7. The main components of the application have been presented hereafter.

1) MainWindow: The MainWindow module is responsible for loading microarray data as well as loading, displaying and filtering the biclusters.
2) QBicWin: This module is used for displaying statistics about a single bicluster: its values and rows and columns labels. The module also presents the neighboring biclusters by showing the percentage of coverage. Different modules for single bicluster analysis may be triggered from here (i.e. qBicStats, qParallelCoords and qSigmaStats).

3) QBicStats: This module calculates of degree of coverage for the examined biclusters with the rest of biclusters.

4) QHistogram: The QHistogram module is responsible for calculating and presenting a histogram based on degree of coverage for every detected bicluster.

5) QSigmaStats: QSigmaStats is another module, which calculates and shows common statistics of values in bicluster, such as an average of values, a standard deviation and an average of standard deviation of values in each column of bicluster.

6) QParallelCoords: The QParallelCoords module is responsible for visualization of a single bicluster with parallel coordinates perspective.

7) QQuantityWin: QQuantityWin is used for displaying the histogram based on the number of occurrences of values in microarray data.

IV. RESULTS

For demonstration purposes eight GDS datasets have been taken, which have been previously used by Eren et al. [7]. As the original dataset haven’t been provided by the authors in supplementary materials, we downloaded their copies from Gene Omnibus and tried to follow the authors’ preprocessing procedure (i.e. missing value imputation, validation and Benjamini-Hochberg multiple value correction [17]). Unfortunately, we didn’t manage to obtain similar results to the authors. For this reason for this is that Eren et al. specify neither the method of missing values imputation, nor the method of gene universe creation (i.e. algorithm used for filtering features from an ExpressionSet, which exhibit a little variation or where GO or Entrez Gene identifiers are missing). Thus, we decided to parse the original file with their biclustering results, which have been publicly available. The file has been split into separate folders corresponding to each dataset and divided into the separate files for each biclustering method respectively.

The detailed analysis of the results of coverage of each biclustering method remains out of scope of this paper and has been mentioned only to demonstrate the usage of the QtBiVis.

V. CONCLUSIONS & FUTURE WORK

The QtBiVis tool performs extraordinarily fast for analysis of multiple biclusters and their coverage. Its capabilities include filtering by a specific GO term across all detected biclusters and sorting by p-values. Based on this, we hope to assess if the relation between the uniqueness of the detected biclusters and their biological significance exists.

We also plan to use the software for parameter study of biclustering algorithms. By analyzing the results obtained from a series of biclusters, each run with different input parameters, QtBiVis may allow us to support analysis of the most commonly detected biclusters by a specific algorithm.

Thus, we hope to assess how the input parameters affect the stability of the results.

The current version of the algorithm doesn’t take full advantage of the enrichment level of specific biclusters. In future releases of the software we plan to add different statistics, which would present the impact of the biclustering uniqueness on biological significance. This may be performed for example by visualizing only those biclusters or GO terms, which significance is higher than the adjustable threshold.
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Abstract—Effective project management requires the development of a realistic plan which aims to ensure the success of the project and ultimately deliver a high quality product to customers. However, experience shows that the majority of software vendors managing projects suffer from numerous problems to provide usability in IT solutions and complete a project in a given time with success. In this paper we discuss, analyze and synthesize the outcomes of a study conducted among IT firms in Poland. As a result, we have identified eight stimulants and three non-stimulants that affect the usability of software products, which later were stratified into three levels. Finally, we outline some of the lessons learned, summarized and expressed as a set of eleven goal-oriented rules.

I. INTRODUCTION

PROJECT management is now one of the fastest growing areas of science, and its development and continuous improvement is sure to be a long-term up-to-date research topic. Many firms, during the realization of new IT projects, come across problems with their completion in line with the starting assumptions (i.e. budget, scope and schedule). Strong competition on the market may force them to make difficult decisions to optimize costs. Thus, they aim to find more effective methods of project management which allow them to increase project effectiveness. On the other hand, they look for adequate methods to manage a given project, best suited to its specific needs. However, in practice they have to face many different kinds of problems and obstacles, associated with the usability of the developed product, which directly translates into the success of the entire project. Evidently, a low-end usability product, as a whole, will be perceived as low-quality by its customers.

In this paper, we present and discuss the results obtained from a survey conducted among IT firms located across Poland. Our research includes the main findings of the survey, conducted among project managers, and an analysis of project documentation. We have identified, and later described, the factors (stimulants and non-stimulants) that affect the quality of software products in selected IT projects. In the end, we outline a set of eleven goal-oriented rules as a guideline for software vendors, regarding pro-usability organization and cooperation with end-users.

II. IT PRODUCT LIFE CYCLE

The dynamic pace of change and the development of the IT society bring about numerous problems related to the choice of effective methods of project management, as well as their use and interaction with IT products. Taking appropriate action in the early stages of the development of IT products and services plays a significant role in effective product management (Fig. 1).

![Fig. 1. Cost of the removal of defects implemented in stages of an IT project (1).](image)

Defects implemented in the product in its initial stage of development are particularly costly from the perspective of the product life cycle. They may lead to the eventual failure of the entire project if their number exceeds permissible limits. Hence, it is particularly important to start the process of product quality provision at the earliest possible stage of any IT project.

III. THE DEVELOPMENT OF IT PROJECT MANAGEMENT

The awareness of business decision-makers related to IT product development for end-users is constantly changing. Until the 1980s developers were only focused on software design and perspectives, entirely excluding end-users from the development process. Fortunately, from the early 80s till now, the end-user role has changed. The software vendors have realized that a user-oriented approach can advance product quality on a higher level. In such a way, end-users gradually began to be actively involved in projects, and their
importance over the years successively increased [2]. Among others, the so-called "human factor" has become an important and relevant element in ensuring high usability of the final product. To put it simple, the problem was to ensure efficiency, effectiveness and satisfaction with everyday use. On the other hand, as a result of a lack of acceptance on the part of the end-users, the sales value of new products can significantly fall, along with the profit of the software vendor.

A user-oriented approach is reflected in changes in both the technology of IT product development, as well as in the methodology of IT project management. Currently, one can particularly observe an intensive usage of soft approaches in project management. For example, the Agile manifesto states that "our highest priority is to satisfy the customer through early and continuous delivery of valuable software". In our opinion, the customer is all different kinds of users, with respect to such values as trust and transparency in communication facility. In turn, in literature of Human-Computer Interaction (HCI), one can distinguish an approach that addresses user-oriented design, defined as User Centered Design (UCD). This approach is characterized by active user participation in the whole design process (analogously to Agile), whilst putting the biggest emphasis on the fulfillment of the requirements and needs of the expected users. However, on the one hand, the goal is to close a project within a given time and budget, while, on the other hand, to deliver a product with high usability. In such a case, an impartial and tenable compromise between each project stakeholder group is a must.

The attempt to identify the factors affecting the provision of high product usability, undertaken in this analysis, is particularly important, because the correct identification of these factors allows us to determine not only the changes taking place in current developments in IT projects, but also to indicate the relationship occurring between selected factors and stakeholder groups.

IV. USABILITY FACTORS

We undertook both quantitative and qualitative research among five IT firms:

- **Infovide-Matrix JSC** (IVMX), a company which, according to the IDC report [3], is in the top 10 IT services companies in Poland, with revenues of USD 56.12 million, and employing up to 500 people; the company specializes in consulting, developing and deploying product solutions and technologies in the IT area;

- **Aiton Caldwell JSC**, a firm specializing in providing SaaS services (Software as a Service), based on remote software sharing via the Internet. The leader of the Polish market of hosted telecommunications services for SMEs and individual clients. The company employs about 50 people, and has about 40% of the Polish market share of VoIP (Voice over Internet Protocol);

- **Kolibro LLC**, a company specializing in consulting and deploying internal communication management systems, i.e. corporate intranet portals and dedicated applications for business process management. The company employs about 40 people, and has mainly used Microsoft SharePoint technology and Enterprise Project Management;

- **One2tribe LLC**, a firm specializing mainly in game development for mobile devices. It has, in its portfolio, a number of applications used in popular social networks for marketing purposes. The company employs about 40 people and has been present on the market for eight years;

- **Webstruments GP**, a firm specializing in the development and implementation of Internet and intranet applications. The company employs about 10 people and has been in business for 7 years, having a portfolio of very interesting projects for major firms, mainly from the public sector.

We purposely selected miscellaneous firms to examine, offering a diverse range of IT products, varying in the total number of employees, annual income, scale of operations and duration of business activity. In fact, the study included the largest IT companies in Poland, which have vast experience and resources involved in projects (taking into account workforce, materials and costs), but also micro-enterprises, which often equally effectively compete in the market with the biggest market participants. The major goal of the study was to identify the factors affecting the assurance of usability in IT projects, and to assess their impact on the final success of a given project. The study has been divided into two parts:

- The first part was to conduct interviews with project managers, who, whilst sharing their insights, would point to the factors which, in their opinion, influence product usability and the final success of a project.

- The second part was to analyze the documentation of a given project, which described how the project was realized, and indicated the methods and measures applied in order to assure product usability by the personnel responsible for the project.

Next, the identified factors were examined, using an electronic questionnaire in which respondents answered the following questions:

- In your opinion, what was the product usability like? The answer was represented by a 5-point quality scale (very poor, poor, average, good, and very good), where 1 stood for very poor quality, and 5 for very good quality.

- In your opinion, did the project end in success? The answer was represented by a 5-point quality scale (total success, partial success, hard to say, partial failure, and total failure), where 1 stood for total failure of the project, and 5 meant that the project was totally successful. The study was conducted on a group of 30 respondents (participants of IT projects).

The obtained results allowed factors from the first part of the evaluation and the relationship between them to be verified, and juxtaposed with their usability in IT projects.
Factors with a positive impact (stimulants) on product usability in IT projects are:

- \( s_1 \): product specification, is a set of documented requirements to be satisfied by the software product;
- \( s_2 \): user participation, refers to the assignments, activities and behaviors that a user (human) performs during the product development process; these can take a variety of forms: direct (individual action) or indirect (represented by others), local (physical attendance) or remote (physical non-attendance), formal (using legal agreements, documented and obliged) or informal (through informal relationships, discussions, and tasks), performed alone or in collaboration with others (in groups or teams), moderated (driven by other individuals) or liberated.
- \( s_3 \): project analysis, is a retrospective inspection of the finished project;
- \( s_4 \): project team size, is the total number of hired staff, assigned to perform a particular set of tasks;
- \( s_5 \): project team experience, is the total number of similar projects finished by the assigned group of people;
- \( s_6 \): project team knowledge, is the collective, tacit and incorporeal expertise in a specific domain, demonstrated by the assigned group of people;
- \( s_7 \): project manager experience, is the ability to manage and mitigate risks, and skills gathered in using risk management methods in previous projects;
- \( s_8 \): project manager knowledge, reflects the mastery of domain expertise in project management as applied to a particular field or multiple fields, which brings natural authority and solid strategic insight.

On the other hand, we distinguished three factors with a negative impact (non-stimulants) on product usability in IT projects, including:

- \( d_1 \): project innovativeness, is originality by virtue of introducing a new software product (newness to the developing firm);
- \( d_2 \): project implementation method, reflects the assumptions, principles and best practices that are used in the software product life cycle.
- \( d_3 \): project outsourcing, is the presence of external services hired in the project to perform particular tasks.

In addition, we distinguish three separate groups of factors, embodied in three dimensions named, respectively from top to bottom: project, team and project manager (table below).

<table>
<thead>
<tr>
<th>Table 1. Three dimensions of usability factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>Project</td>
</tr>
<tr>
<td>Team</td>
</tr>
<tr>
<td>Project manager</td>
</tr>
</tbody>
</table>

Each individual factor was assigned to a distinct level and each is subsequently represented by a goal-oriented rule in the next section. The project level is the most general and is the only one to have all three non-stimulants assigned as well as the first three stimulants.

The project team and the project manager experience (\( s_5 \) and \( s_7 \)) are particularly important to ensure high project usability. It is also recommended to carry out a so-called post-project analysis after completion of a project. This allows usability errors to be significantly eliminated in subsequent projects. The analysis of the projects surveyed also indicated that a certain level of formalization of the project documentation favored ensuring high usability in a project.

Among the non-stimulants that could negatively affect product usability in IT projects, project innovativeness (\( d_1 \)) was highlighted. This factor greatly conditioned the participation of end-users in a project. Firms that developed projects of a rather reproductive nature (and thus largely repetitive), would substantially, or even entirely, resign from user participation in a project, thereby aiming to reduce the cost of the entire project. In this case, the risks associated with the failure to provide usability were attributed to the project manager or the whole company responsible for the project. The analysis of the methods used in the surveyed IT projects indicated that there is no direct relationship between one method of project implementation (classic, agile, informal), and the usability of a product. A project which ended in complete success would primarily use informal methods of project management, which combined two main approaches used in project management: the classic and the agile. Moreover, project outsourcing (partial or full range), proved to be a factor negatively influencing product usability. Companies carrying out projects based on the services of external companies fared far worse compared to companies independently pursuing projects.

Therefore, analyzing the development of project management methodologies (see par. 2), it should be stated that there is a continuous tendency to increase the active participation of end-users in projects. However, despite the fact of the increased importance of their participation [4], practice among businesses can be seen to limit the participation of users in selected types of projects. This applies mainly to projects where the product being developed is repetitive and imitative. The active participation of the user in a project corresponds to the necessity to increase the budget of the project, since their presence increases the total costs of the project. Hence, companies willing to increase the chances of a project being realized, and increase the probability of acquiring new customers, deliberately restrict user participation in their projects. Reducing the costs associated with user involvement in a project is, in fact, a significant part of the project budget. The experience of those responsible for the project is, therefore, particularly important for ensuring product usability.
V. LESSONS LEARNED

Rule no. 1 states that the higher the degree of documentation formalization, then the higher the usability and quality of the product being developed. In other words, if you and your client pay more attention to detail, use formal specifications and modeling languages, and share the same dictionary, then the product will demonstrate perceivable values to its users concerning accuracy, efficiency, and satisfaction.

In current practices of usability testing we observed four prototype methods: thinking-aloud, subjective ratings, history files and eye-tracking. The major goal of usability testing is to identify and eliminate obscure problems with the user interface. Rule no. 2 states that the higher the user participation in the life-cycle of software design, then the higher the usability and quality of the product being developed. An important step in addressing these issues is the recent effort to develop a better measure of user participation, constructed by combining different methods.

The post-project analysis documents the results of conducting a deep and broad project assessment from its kickoff to finalization. Rule no. 3 states that the higher the degree of comprehensive post-project analysis, then the less expense and risk together with higher usability are expected in future solutions. A unified analysis should capture successes and failures, challenges and threats, in such areas like: planning, resources, scheduling, development and design, testing, communication, team and organization, solutions and tools.

On the team level we identified three stimulants that concern its size, experience and knowledge. Rule no. 4 states that a bigger project team size boosts a richer essence in knowledge flow between its members and engages more experience and skills, which together move toward higher usability of the product being developed. We also have to keep in mind an adequate arrangement of members of a goal-oriented team.

Satisfaction (subjectively pleasing) is one of Nielsen’s five usability attributes, especially important in home computing environments (e.g. video games) where entertainment value comes first, before compatibility, efficiency and reliability that, on the contrary, play a major role in work-related environments. Rule no. 5 states that a more experienced team delivers a technology more preferred by a user, reflected by higher satisfaction of usage.

The ISO 9241 presents a set of usability heuristics which applies to the interaction of people and information systems. In this standard this interaction was called a “dialogue” and the following seven “dialogue principles” were defined: conformity with user expectations, controllability, error tolerance, self-descriptiveness, suitability for individualization, suitability for learning and suitability for the task. They apply to broad and narrow groups of artifacts. The former includes two sets of recommendations: (1) a presentation of information, defined in three main areas such as: organization of information, graphical objects, and coding techniques and (2) user guidance that covers general advice: prompts, feedback, status information, error management and on-line help; the latter includes four sets of recommendations: menu dialogues (such as pop-up, pull-down and text-based menus), command dialogues (command line interface), direct manipulation dialogues and form-filling dialogues. Rule no. 6 states that the higher the knowledge capital of the team developing a particular artifact, then the less ambiguous the dialog between the end-user and the product will be.

One of the most desirable attributes of the project manager is action management, which means acting in such a way that leads to the achievement of expected results through the successful and timely completion of activities and the delivery of the product. Rule no. 7 states that the higher the experience of the project manager, then the more proper usability practices are applied.

Rule no. 8 states that the higher the knowledge demonstrated by the project manager, the more relevant the allocation of time and resources to various means. Regarding rules no. 7 and 8, a skilled project manager should wield knowledge, skills and experience commensurate with the complexity, risk and size of the project.

In a low level innovative project, its specification is often created ad hoc, based on the project manager’s experience and knowledge. However, knowing your audience is key to any successful innovation and this is notably true for new products [5]. Rule no. 9 states that higher project innovativeness requires a higher degree of documentation formalization. On the other hand, the level of active user participation in testing usability should always be considered in conjunction with the project innovativeness.

The context specificity of explicit users’ requirements does not allow usability to be compared across different IT systems, unless they share comparable functionalities and user interfaces [6]. Rule no. 10 states that the context of use analysis sets up the borders of usability heritage between heterogeneous systems.

Numerous undesirable consequences of IT outsourcing have been reported so far i.e. service debasement, absence of cost reductions, disagreements. Rule no. 11 states that the higher the level of outsourced resources hired in the project then the lower the internal usability of captured know-how.
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Abstract—In computer architecture, speculative execution is the process of executing instructions ahead of their normal schedule[1]. Grama et al.[2] introduce the concept of speculative decomposition as a possibility to execute one or more of possible branches in parallel with computation which are expected to determine the branch choice. The following paper introduces the method of speculative query execution in relational databases. Query queue can be seen as a line of sequential instructions and thus changing their order can result in some errors. Author introduce a middleware called the Speculative Layer which, based on a specific graph representation, executes some additional Speculative Queries. Results of those Speculative Queries can be used while executing queries from the queue providing a better which is a shorter response time. The paper describes the process of graph modelling for queries in order to initiate speculative computations, metrics used to evaluate Speculative Queries and experimental results for a test database and a group of input queries.

I. INTRODUCTION

Origins of the speculative execution are the early works of branch prediction[3][4]. The sequential semantics imposes a certain order in which instructions should be loaded, decoded, executed and ended[5]. Code branches, usually dependent on some logical conditions, disturb the fluency of loading and executing, causing delays. As an attempt to prevent delays there were experiments to predict a branch direction and to execute an instruction or a group of instructions in advance.

In general, there are three types of Thread Level Speculations (TLS)[6]:

- Control Speculation – origins from branch prediction strategy. The assumptions could be made based on some static (e.g. op codes) or dynamic values [7][8].
- Data Dependence Speculation – If two instructions are fully independent, only then the parallel execution is possible. Before memory access instructions are executed, the addresses they refer to are often undetermined. To prevent data load from an address where store should be executed earlier, a certain secure mechanism should be introduced[8].
- Data Value Speculation – is expected to prevent data dependency with the value prediction mechanisms which allow to propagate data values to succeeding instructions in advance.

II. RELATED WORK

There is already much research done around the world in adopting speculative execution in database computations. Polyzositis N. and Ioannidis Y[10], introduce speculation as a parallel, intelligent technique of query processing assistance. Exploiting idle time[11] of the system the application processes some asynchronous database manipulations which in case of success would be beneficial for the final query.

Barish G. and Knoblock C.A.[12][13] in order to overcome the limits imposed by binding patterns between data sources propose mechanisms of applying speculative execution for Information Gathering Plans. The general process of speculative execution involves issuing operations ahead of their normal schedule based on data (hints) received earlier in the plan.

Hristidis V. and Papakonstantinou Y[14] analyse speculative computations for ranked queries. Authors create a speculative version of a ranking algorithm which in case of a slower data source assumes speculatively that there are no tuples satisfying the preference function and thus can return top-N results faster but with some inaccuracies.

Reddy P., Kitsuregawa M.[15], Ragunathan T., Krishna R.P.[16][17] deal with speculative execution for transaction protocols in database systems. They introduce the speculative protocol (SL). With SL the waiting transaction is able to access locked data as soon as blocking transaction produces its images.

III. THE SPECULATIVE LAYER

An inspiration for this experiment is an idea of speculative execution briefly described in the previous section. Authors proposes a speculative execution mechanism for relational databases executing SQL queries of accepted structure which are CQAC queries with additional IN and LIKE operators. What is important, an analysed database must show a specific relation of data sources. The case of success would be beneficial for the final query.

Barish G. and Knoblock C.A.[12][13] in order to overcome the limits imposed by binding patterns between data sources propose mechanisms of applying speculative execution for Information Gathering Plans. The general process of speculative execution involves issuing operations ahead of their normal schedule based on data (hints) received earlier in the plan.

Hristidis V. and Papakonstantinou Y[14] analyse speculative computations for ranked queries. Authors create a speculative version of a ranking algorithm which in case of a slower data source assumes speculatively that there are no tuples satisfying the preference function and thus can return top-N results faster but with some inaccuracies.

Reddy P., Kitsuregawa M.[15], Ragunathan T., Krishna R.P.[16][17] deal with speculative execution for transaction protocols in database systems. They introduce the speculative protocol (SL). With SL the waiting transaction is able to access locked data as soon as blocking transaction produces its images.

IV. EXPERIMENTAL RESULTS

A queue of queries awaiting for execution, called the input queries, presents an interesting analogy to the sequential order of instructions. The consecutive queries can, like sequential instructions, show some dependencies. On the other hand,
carefully identified similarities allow to use some of the results many times [18][19][20].

A model described above is implemented as an additional middleware between users and DBMS called the Speculative Layer, which dynamically supports execution of input queries. The Speculative Layer, based on precise Speculative Analysis, creates a subset of data in RAM called further a Speculative DB. The data from the Speculative DB used while executing an input query improves system throughput and shortens users waiting time.

All actions of the Speculative Layer are controlled by the main worker thread called the Manager. In each step N input queries are analysed. This group of input queries is called the Window of Speculations. Based on those analysis, supported by a specific graph representation described in Sections IV and V, Manager assigns tasks to K Worker Threads.

In particular Manager implements the following functions of the Speculative Layer:

1) System Start.

All initial actions required for the first run of the Speculative Layer. In particular graph representations are created for N input queries from the Window of Speculation. Next, those representations are combined to create the Queries Multigraph ready for the Speculative Analysis.

2) Nonspeculative Query Execution.

Process of executing the first input query from the Window of Speculation, called the Nonspeculative Query. If there are Executed Speculative Queries assigned to the Nonspeculative Query, then it must be modified so it would use those results. If there are more than one Executed Speculative Query assigned, then the choice which to use is based on the values of the defined metrics - Horizontal and Vertical Selectivity. Vertical Selectivity models the reduction of the number of columns while the Horizontal Selectivity approximates of number of records returned by the Speculative Query.

3) Speculative Analysis.

Process of the Queries Multigraph analysis which identifies speculation points and generates Awaiting Speculative Queries. The other result of the Speculative Analysis is a Speculative Queries Multigraph i.e. Queries Multigraph with additional speculative edges representing points and types of speculations.

4) Window of Speculation Move.

After the Nonspeculative Query is executed and its results are returned to the user the Window of Speculations moves. It means that the representation of executed Nonspeculative Query in the Queries Multigraph is replaced by the representation of the next input query from the queue.

5) Speculative Query Execution.

If there are idle Worker Threads then, if it is possible, they should be assigned available Speculative Queries from the Awaiting Speculative Queries List, according to the values of aforementioned metrics. The highest execution priority should have those queries which provide the highest potential reduction of records or/and can be used by the most of Input Queries.

6) Executed Speculative Query Assignment.

After an Awaiting Speculative Query is executed and becomes an Executed Speculative Query, it has to be assigned to the specific Input Query/Queries from the Window of Speculations, which marks the possibility to use its results.

7) Speculative DB Refreshment.

When the Speculative DB reaches its maximum size, it has to be reduced. The reduction process consists in removing the results of chosen Executed Speculative Queries based on its characteristics. First to remove are always those queries with the highest Vertical and Horizontal Selectivity and those which are used the least often.

IV. QUERY GRAPH

A. CQAC queries

Each accepted CQAC query is represented by its Query Graph \( G_Q(V_Q, E_Q) \). Graph creation rules follow the example of [22][23] works, and are as follows. Each Query Graph Vertex is one of three types:

- Relation Vertex \( (R_i) \) – one for each relation,
- Attribute Vertex \( (A^i_j) \) – one for each attribute,
- Value Vertex \( (\Omega) = \{Val^j_i \} \) – one for each value or set of values.

Each Query Graph Edge is one of the following types:

- Membership Edge \( - e_A : R_i \exists A^i_j \) – one between relation \( R_i \) and each of its attributes \( A^i_j \) from SELECT clause,
- Predicate Edge \( - e_P : A^i_j \exists \{Val^j_i \} \) – one for each predicate of WHERE clause \( A^i_j \| \Omega \), where \( \Omega \) is one of accepted operators. \( \Omega \) is a single value or a set of values \( \{ Val^j_i \} \) or an attribute \( (A^u_j) \) for JOIN condition.
- Selection Edge \( - e_S : R_i \exists A^i_j \) – one for each predicate of WHERE clause \( A^i_j \| \Omega \), where \( \Omega \) is one of accepted operators. \( \Omega \) is a set of values \( \{ Val^j_i \} \) or an attribute \( (A^u_j) \) for JOIN condition.

B. Embedded queries

Each embedded query \( q_m \) is represented by its own query graph joined with its parent query \( Q \) graph in the following way – for each predicate \( A^i_j \| \Omega \) where \( A^i_j \in (Q \ WHERE \ clause) \) and \( A^u_j \in (q_m \ SELECT \ clause) \), there is a predicate edge between \( A^i_j \) and \( A^u_j \).

C. Modifying queries

Next to SELECT queries there are also modifying queries which are accepted by the Speculative Layer and thus need to have a proper graph representation. For each type of modifying query there is another edge type representing a possible change in the database state:

- DELETE: \( e_D : R_i \exists A^i_j \) and \( e_D : A^i_j \notin \Omega \) where \( \Omega \) is one of accepted operators and \( \Omega \) is a set of values,
• INSERT: \( e_\eta : R_i \rightarrow R_i \)
• UPDATE: \( e_\upsilon : R_i \rightarrow A_j \) and \( e_\upsilon : A_j \rightarrow R_i \)

\( \Omega \) is one of accepted operators and \( \Omega \) is a set of values.

V. QUERIES MULTIGRAPH

To represent a group of queries with one graph some additional rules have to be defined. Such graph \( G_s(V_s, E_s) \) will be called the Queries Multigraph or QM. QM Vertices set is an union of Vertices of all component query graphs: \( V_s = V_{q1} \cup V_{q2} \cup \ldots \cup V_{qn} \). QM Edges set is a multiset of all component query graphs edges: \( E_s = E_{q1} + E_{q2} + \ldots + E_{qn} \). This way multiple edges of the same type are allowed. It is important for the Speculative Analysis process raising the importance of some edge connections. Fig.1 presents the Queries Multigraph representing three following component queries:

- SELECT \( A_{3,3}, A_{2,6}, A_{2,7} \) FROM \( R_2, R_3 \) WHERE \( A_{2,0} = A_{3,5} \) AND \( A_{2,6} = C_2 \)
- SELECT \( A_{2,6}, A_{2,8} \) FROM \( R_2, R_3 \) WHERE \( A_{2,0} = A_{3,5} \) AND \( R_2.A_{2,6} < C_3 \)
- SELECT \( A_{3,3} \) FROM \( R_3 \) WHERE \( R_3.A_{3,4} \) IN \( (C_4, C_5) \)

VI. TYPES OF SPECULATIVE QUERIES

The process of Speculative Analysis is expected to determine a set of Speculative Edges. Those edges represent different strategies of creating Speculative Queries. Based on the results usage, there are three types of Speculative Edges which represent three types of Speculative Queries:

- Speculative Parameter – those edges/queries relate to the presence of embedded queries. Due to separating an embedded query as a Speculative Query, it is possible to use its results as a parameter in a parent query. The Speculative Parameter Speculation is identified the moment the query with an embedded select enters the Window of Speculation. An embedded query as a whole is added to the head of the Awaiting Speculative Queries List (\( Q'_W \)). As a consequence those queries are always first to be executed by the Worker Thread.
- Speculative Data – the aim of those speculative queries is to obtain and save in the Speculative DB a specific subset of records or/and attributes of a relation. The main goal is to create this subset so as it could be used while executing as many input queries as possible.

Speculative Data queries are the most frequent in the group of identified speculations.
- Speculative State – those edges/queries relate to the presence of modifying queries. If there is a modifying query in the Window of Speculation then both Executed and Awaiting Speculative Queries are in danger of processing invalid data. Speculative State edges are referring to the modifying queries represented by \( e_\delta, e_\theta, e_\upsilon \) edges. If a modifying query has a number \( K \) in an input queries queue, then all succeeding queries (\( K+ \)) are in danger of processing invalid data.

The Fig. 2 presents an example of Queries Multigraph with Speculative Data and Speculative State edges.

VII. EXPERIMENTAL RESULTS

The Speculative Layer was implemented with C++ and Visual Studio 2013 with Pthread library and SQLite 3.8.11.1. Experimental results were obtained in Windows 8.1 64b with Intel Core i7-3930K and 8GB RAM.

A. Test Database and Test Input Queries

The Database used for experiments was generated with the TPC[21] data and structure generator. It consists of 8 relations storing 1GB data. It represents 150 000 orders from 150 000 customers which include chosen from 200 000 products delivered by 10 000 suppliers. Such database is a fine example of a medium sized Internet store. Eight SQL Query Templates were prepared and used to generate a set of Input Queries executed with the Speculative Layer.

B. Window of Speculation Size and the Number of Speculative Threads

At the beginning the series of experiments were conducted to determine the size of Window of Speculation and the number of Speculative Threads for which the experiments would continue. The size of the Window of Speculation stands for the number of input queries represented by the Query Multigraph and thus it determines the number of generated Awaiting Speculative Queries. Fig.3 presents how the Size of Window of Speculation affects the number of generated Awaiting Speculative Queries.

The number of executed Speculative Queries depends on the number of active Speculative Threads and not on the size of the Window of Speculation itself. In the Fig.4, two series of data are presented. First one, marked with black squares, presents the number of Executed Speculative Queries for the number of active Speculative Threads. The second one, marked with
As you can see Templates T3 and T4 are the least responsive.

Fig. 3. The number of generated Awaiting Speculative Queries.

Fig. 4. The number of executed and used Speculative Queries.

Fig. 5. The average Execution Time for Each Template for 0-5 Active Speculative Threads.

Fig. 6. Query Execution Times for Template 6.

red dots, presents the number of Used Speculative Queries for the number of active Speculative Thread. The experiment was carried for the Window of Speculation Size = 5.

Fig. 3 shows almost linear dependency between the Size of the Window of Speculation and the number of generated Awaiting Speculative Queries. Fig. 4 also presents almost linear dependency between the number of executed Speculative Queries and the number of active Speculative Threads. On the other hand the number of Used Speculative Queries hardly changes for the number of threads 3 and more and thus the percent of Used Speculative Queries is decreasing. Based on those observations it was decided that the further experiments would be carried for the Window of Speculation Size=5. The experimental results are presented for the set of 1000 input queries generated from Templates T1-T8. The size of Speculative DB is 700MB RAM.

C. Query Execution Times

Fig. 5 presents the reduction of average execution time for input queries of each Template. First column represents the sequential execution time when there were no active Speculative Threads. The following columns represent execution times obtained for each query Template for 1 to 5 active Speculative Threads, which execute Speculative Queries. It appears that the highest execution time reduction was obtained by initiating the first Speculative Thread (up to 55% execution time reduction for Template 1). Further improvement, up to 20% brings the second active Speculative Thread. Activating more than two Speculative Threads doesn’t affect the Average Execution Time.

Fig. 6 presents execution times of input queries for Template 6, with the Window of Speculation Size=5 and 2 active Speculative Worker threads. In the picture there are two additional lines presented showing the average execution time with (green line) and without (red line) speculative execution. Template 6 was chosen for presentation as its queries show an interesting behaviour. There is a clear division for three groups of input queries. First group are the input queries executed without the opportunity to use results of Executed Speculative Query. They have the longest execution times and thus are located close to the red line. The remaining two groups are input queries which were able to use the results of Executed Speculative Queries, however, the obtained execution times vary significantly. It turned out the group with the lowest execution times had an opportunity to use results of the Speculative Query with the Horizontal Selectivity equal to 0,01. The rest of them had to use the results of Speculative Queries with the Horizontal Selectivity equal to 0,9 which are almost full copy of the original ORDERS relation.

Fig. 7 presents how many Input Queries of each Template were executed using results of the Executed Speculative Query. It is expressed as a proportional dependency where each column stands for 100% of Input Queries of each Template. As you can see Templates T3 and T4 are the least responsive...
to Speculation and thus the average execution time reduction of those templates (Fig.5) was also the lowest. The reason is that those queries have low occurrence density (10%) in the Input Query Set. As a consequence its multigraph vertices has low Selection Degrees and thus they are rarely chosen to be executed by Speculative Threads. What’s more, in both those Templates, T3 and T4, IN and LIKE operators are dominating. Those operators refer to the narrow subgroups of attribute values, making it especially difficult to generate Speculative Queries useful for more than one query from the Window of Speculation.

VIII. CONCLUSION

The following paper presents a model of Speculative Execution to support SQL query execution in relative databases. The Speculative Layer executing Speculative Queries is carefully described. In particular the details of an adopted query graph representation are presented. Experimental results obtained for the test database and a group of 1000 input queries are very promising. In case of Template 5, 100% of input queries were executed using the results of executed Speculative Query. All groups of queries show its execution time reduction: from 10%(Template 3) to 70%(Template 6). Further work should concentrate on the improvement of the number of input queries executed with the Speculative Query results (especially for Template 3 and 4). Worth consideration is also allowing more flexible structure of accepted queries and intensifying the number of modifying queries which would require more sophisticated speculation validation methods.
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Abstract—This paper aims to extend current research in the area of online business-to-business clients preferences. A quantitative research in a form of transaction log analysis (TLA) performed by the authors allow to conclude that search log and shop basket logs are sources of viable information about business customers. Transaction log analysis allows to identify different customer groups, such as searchers and buyers. It also allows for better customization of cloud of tags, so that the results are better tailored to customers’ preferences. It turns out that a large list of products (result of search process) is not a deterrent to purchasing online. However, in order to facilitate the purchasing process b2b platform should offer additional filtering mechanisms.

The main results of the research could be used by managers of professional e-commerce b2b platforms to better understand customers’ needs and develop strategies to build long lasting partnerships.

Research limitations. The authors examined single b2b platform that may limit the findings generalizability, so the future research of other b2b platforms should be explored to validate the results.

Our future research should be performed to obtain the interplay between quantitative and qualitative methods of b2b clients’ analysis and online shopping. It will allow for better understanding of customers’ engagement and clients’ unique organizational culture that may have an impact on purchasing decisions and building long time relationship.

I. INTRODUCTION

To avoid many pitfalls b2b companies should systematically analyze clients’ decision making processes and improve supplier-client relationship. The Gallup research shows that in many cases b2b companies don’t know the business clients opinions and needs, therefore they hardly need the feedback from the customers in order to sustain and develop business relationships [3]. The source of that feedback can be data stored in the Internet, social media platforms, that can be automatically summarized by IT systems [25, 26]. Data can be also collected by b2b platforms in a form of transaction logs (TL). Transaction logs are collected automatically and can be generated by applications, operating systems, network devices and other programmable hardware. Transaction log analysis (TLA) can be a good starting point for better understanding the purchasing preferences of business customers.

A. Collecting the data about b2b customers

E-commerce is rapidly developing phenomenon. Using information systems (IS) allows for gathering a lot of data about customers’ behavior. Many companies believe that more data give better customer insights, however Gallup stated that it is not always true in b2b relations [1]. It is difficult to build lasting partnerships offering only good product or service price. This price related relationship will continue until the client finds a cheaper supplier.

In order to improve relations with customers Gallup advises to take the following steps [3]:

• Asses the company’s knowledge about the business clients.
• Analyze the customer engagement drivers.
• Take the ownership of the relationship.

The above steps lead to better understanding the customer engagement and determine the strengths and weaknesses of the relationship. The weak points should be quickly identified and corrected and the strengths properly maintained. Taking the ownership of the relationship needs dialog with customer and continuous questioning about what was done well, in what areas the relation could be improved, what was missed, etc. The change should be sustainable.

As Gallup research shows fully engaged customers buy more and more often. The organic growth of the b2b business needs the understanding of business clients’ needs. Some customer characteristics could be derived from the transition log analysis (TLA). Transaction logs are files that contain data collected automatically by b2b platforms. These files can consist of data about customers’ search preferences: search phases, search time, session duration; buying preferences: price, discount, payment method; transportation preferences: duration, cost, volume, and many more. Therefore, the analysis of these files can be a good starting
point for exploring needs of business customers. To better understand these needs we should distinguish data stored in logs, generated by bots from the traffic generated by business users [27]. Well-identified needs are the foundation for further good relationships with customers.

The main drivers for purchasing decisions in b2b market are functionality, utility of the product and information about vendor. However in some cases just as important are some factors related to business customer personality [8]. Sometimes business clients act as common consumers and have human qualities. Therefore in order gain more profound knowledge about preferences of b2b clients pure quantitative research like transaction log analysis or knowledge extraction from the professional e-mails [28] should be complemented with psychological analysis. Chlupsa, Döhl, Lean and Hanoch claim that decision making processes are influenced by implicit motives [9]. In order to obtain a complete data describing customers some additional qualitative research like in-depth interviews, observations, and focus groups should be performed.

**B. B2b customers purchasing decisions**

When customer wants to buy a product he has to go through buying decision process. Psychologists have developed many models describing this process [11] most of them goes across the stages from the need to the purchase decisions. For example Engel’s, Blackwell’s, Kollat’s model consists of five stages: need recognition, search for information, alternatives comparison, purchase decision and post-purchase behavior.

Business e-commerce customers need some tools preferably in the form of b2b platform that will allow them to convert needs into purchase. Therefore b2b platform should offer not only the mechanisms for searching the right product but also give the possibility for product comparison and finally offer a simple mechanism for filtering and purchasing. Furthermore, the additional mechanisms should collect information about the course of the purchasing process and also store the purchase history. This functionality results in higher hardware requirements but allows for better fitting the IT system to the needs of the business consumer and build customer loyalty.

IT solutions are not sufficient condition for the success. Khan, Naumann and Williams [12] examined factors that drive customer satisfaction and repurchase intentions. They explored Japanese business-to-business service customers. According to their findings personal interactions have great impact on repurchase intentions. The researchers observed that in Japanese context, product perception is less important than personal contact. They claim that personal business relationships are very important.

Belonax, Newell, Plank [13] investigated buyer perception of trust and expertise of the salesperson. They claim that this perception was higher in less important purchases than extremely important purchases. They also confirmed positive relationship between trust and expertise. Perception of trust and expertise is positively affected by the frequency of purchase contacts.

Cano, Boles and Bean [14] examined the communication media preferences in business-to-business transactions. They concluded that in most cases buyers and sellers prefer face-to-face or telephone communication rather than other types of communication tools. The communication ways vary throughout process purchase. For the efficiency of the sales process salesman must understand buyer’s communication needs and adapt to this type of communication. Finally researchers conclude that communication process should be managed in order to be cost efficient in short time but also build stable long-run relationships.

There can be concluded that the purchase act in business to business environment is preceded by a number of preparatory steps. The buyer has to trust the seller and believe in his expertise. Good communication is crucial for building the trust. The communication preferred by b2b customers should be face-to-face but in many cases, through the development of technology it can be successfully supported by b2b platforms.

**C. Building relationships with b2b clients with IT**

Trusting and more satisfied clients are more likely to continue cooperation. Attracting and keeping customers can be achieved no only through functionality, utility of the product and information about vendor but also by offering additional services i.e. shipping cost and duration, payment form and conditions. Mingming and Parlar [10] used leader-follower game to check whether buyer is willing to increase the purchase value to get free shipping.

B2b platform can be also the tool for building customer loyalty. The structural equation modeling was used by Hsu, Wang and Chih [5] to explore how web platform characteristics influence customer loyalty and positive opinions. It was found that web site characteristics has a positive influence on relationships. Performed research showed that web site attributes can be good predictors for customer’s loyalty, high-quality e-commerce platform results in more satisfied user.

Sila [6] collected surveys form 275 North American companies using b2b electronic commerce and found that the biggest contributor to b2b usage is scalability.

Taehee, Jonghoon, Junho, Sang-goo showed that the quality of b2b platform can be improved by using ontology-based product recommender system instead of systems based on the text-retrieval technique [7]. They addressed the results ranking problem by modeling the product ontology as a Bayesian belief network.

As we can see, there are many ways to build relationship with customer e.g. price, quality, delivery terms. B2b platforms can be an important part of maintaining relationships.
relationships with business customers. They play the role of an organization business card but in some sense also a kind of expert system. Moreover, the data recorded by the platform in the form of transaction logs can be a source of valuable information about customers’ purchase preferences and can be used for increasing the efficiency of trade.

D. Shopping basket analysis

B2b platform can be used as a tool for collecting data about customers, tool for building relations with customer or image building tool. An interesting data for the analysis that can be collected by the b2b platform are the shopping baskets. Analysis of the shopping cart can provide a valuable information about the needs and behavior of on-line and off-line consumers. We can find many researches in the area of: what (and when) is being purchased [15][19], shopping basket size and value analysis [16], effect of sales promotions on shopping basket [17][18], the cart filling time [20], the influence of smart shopping card on shopping behavior [21], or determinants of consumers’ online shopping cart abandonment [22][23][24].

Mallapragada, Chandukala and Qing [15] investigated the impact of what product and where being shopped. They examined 773,262 browsing sessions resulting in 9,664 transactions and noticed that website communication tools are positively correlated with basket value. They confirmed also that number of products available in the on-line store is positively associated with duration of the visit and the value of the basket.

Anesbury, Nenycz-Thiel, Dawes and Kennedy [20] examined in details behavior of 40 shoppers by recording (screen recording) online shopping trip of new, inexperienced grocery customers. They concluded that shopping process is quite fast. The 12 item shopping took less than 10 minutes. Clients mostly have chosen items from the first results page. Customers used rather default display options presented on the on-line store. Finally researches stated that in terms of time and efforts grocery on-line clients are quite similar to off-line shoppers.

List of the determinants of consumers’ online shopping cart abandonment was presented by Kukar-Kinney and Close [22]. They confirmed that categories of cart abandonment determinants should include entertainment value (using web page only for information purpose), concern about costs, waiting for better price, privacy and security concerns. They concluded that customers leave the basket not only because of dissatisfaction with the product. They often use on-line platform just for tracking prices. The basket leaving does not necessarily mean abandoning the purchase. Some clients are going to decide to buy selected products in the near future, e.g. waiting for right time or maybe better price.

Mentioned researches were mainly related to retail customers. The above cases confirm that the shopping cart analysis provides valuable information that can be used to build clients loyalty and improve platform conversion rate.

II. METHODOLOGY AND RESEARCH MODEL

A. Research questions

The main research questions are:

- What are the main characteristics of the search phrase?
- How many items are returned in a single search procedure?
- What kind of users buy products using the business-to-business platform?
- Do b2b clients use during search procedure the advanced manual filtering mechanism to complete the purchase?
- What is the average size of the list returned by the query? This may describe both the ability to find the right product by the customer and product range offered by the platform.
- What is the optimal size of results list allowing to finalize the purchase? It seems that too small or big size of the results list is not conducive to adding items to the shopping cart.
- How many shopping baskets were filled by single user during the examined period?

B. Explored data

The Authors' explored log files generated by users of the online technical articles wholesale. The use case diagram of explored b2b platform is presented on Fig. 1.
The explored b2b platform is technical articles wholesale. It has two groups of actors: business users and administrators. Registered business customers can use the platform to search for the products, view products characteristic, make a purchase, make a payment or view purchase history. Administrators can create and manage users’ accounts, monitor users’ activity, configure prices or promotions and finally add news.

The sample screens of searching mechanism of investigated b2b platform were shown on Fig. 2 and Fig. 3.

We explored 596130 logs generated between September 1st 2015 and October 31st 2015. The logs were generated by 4824 b2b customers.

A log file collected by the platform contained information about search phrase, search date and time, customer ID, number of products found (Fig. 4).

C. Research procedure

The research procedure was presented on Fig. 5. We divided the procedure into the following stages: data collection, data selection, data completion, basket linking, quantitative data analysis and conclusions.

- The mechanisms implemented on the b2b platform allowed for the collection of transaction logs without the need to turning on the debug mode.
- The automatically generated log file was limited to the most popular phrases. We selected the phrases that were searched more than 100 times in the period of two months. As the result we obtained the list of 367 the most popular phrases (Table 1).
- The list of the most popular search phrases has been supplemented with the list of full products names that were returned by searching mechanism. We used SQL command \[select product from product_list where product_name like "*searched_phrase*"\] This extension was performed only for the 367 most popular search phrases.
- Knowing the indexes of searched products we linked them with shopping basket logs stored in the system. The obtained file became the input for further quantitative analysis.
III. DATA ANALYSIS

The qualitative analysis of the incidence of search phrases showed that the most frequently occurring phrases are: pipe, pump, LED, boiler, valve, heater, sink. Mainly pure text phrases (3-11 characters) that included general name of searched object or the manufacturer name. The “word cloud” of the most popular search phrases used by b2b customers was presented on Fig. 6.

![Fig. 6 The most frequent search phases (Polish spelling)](image)

The number of products returned by search mechanism for less popular phrases (100-500 searches) is 10-100. For the more frequently used search phrases, the number of returned products is from 100 to 1000. We can say that these are the most popular group of products but also their recognition in the form of phrases, it is very inconvenient for the user. The search phrase that returns 1000 items creates about 20 result pages. Therefore to find the right product user have to use the additional filtering mechanism. In the explored case, clients used additional filtering mechanism which is reflected in a large number of baskets containing these products (Fig. 7).

![Fig. 7 Phrases popularity vs. the number of products returned by the search engine](image)

In the second study we analyzed how the number of products in search results affected adding them into the shopping baskets. Some search processes returned a lot of products (>1000 items that is >20 pages). That should not foster adding products to the shopping carts. This seems to be problematic for the customer because there are too many items to analyze manually. However, it turned out that these common phrases were source of many purchase decisions. The most shopping carts consisted of items that were chosen from the lists of more or less 250 products (about 5 pages).

From the Fig. 8 we can conclude that the optimum number of products fostering the purchase act is from 30 to 150 items (1 to 3 pages). A larger number of results gives a minimal purchase increase till the point where we have again an increase in the number of items in a baskets. The second area of purchase increase is observed in the range from 600 to 800 returned items. However we assume that it is due to product attributes but not due to the user’s convenience. We can say that this kind of inconvenience does not prevent the user from buying. Users seem to continue buying process using manual filters. The question for the future analysis is what kind of additional filtering has been applied to finalize the purchasing process? Currently, the platform does not register information about usage of manual filter.

![Fig. 8 The most frequent search phases](image)

### TABLE I.

<table>
<thead>
<tr>
<th>Number of items</th>
<th>Phrase count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>56</td>
</tr>
<tr>
<td>11-20</td>
<td>25</td>
</tr>
<tr>
<td>21-30</td>
<td>31</td>
</tr>
<tr>
<td>31-40</td>
<td>32</td>
</tr>
<tr>
<td>41-50</td>
<td>18</td>
</tr>
<tr>
<td>51-60</td>
<td>18</td>
</tr>
<tr>
<td>61-70</td>
<td>15</td>
</tr>
<tr>
<td>71-80</td>
<td>19</td>
</tr>
<tr>
<td>91-100</td>
<td>13</td>
</tr>
<tr>
<td>101-110</td>
<td>6</td>
</tr>
<tr>
<td>111-120</td>
<td>10</td>
</tr>
<tr>
<td>121-2720</td>
<td>7-1</td>
</tr>
<tr>
<td>Total</td>
<td>367 phrases</td>
</tr>
</tbody>
</table>

ŁUKASZ WIECHETEK, MIECZYSŁAW PAWŁOWSKI: SEARCHING FOR INFORMATION AND MAKING PURCHASE DECISIONS IN B2B ONLINE STORES
In the next study we tried to find how the search results are distributed among the population of users. Fig. 10 shows that the majority of users receive less than 200 products as the search results (1-4 pages). That amount of results is possible to read and familiarize with the offer. Larger lists of products was obtained by much smaller group of users.

We also examined how many baskets per customer was created using the same search phrases (Fig 11).

As it was shown on Fig. 11, it turns out that during the two-month period it was only from 1 to 4 baskets. As for the b2b shopping it is not a staggering number.

IV. CONCLUSION

The performed research gave an answer to many questions connected with b2b clients purchasing process. However, these were also the source of many new questions. The conducted analysis shows that:

- Transaction logs are source of viable information about customers’ behavior and functioning of the b2b platforms. They can be used to investigate customers’ purchase decisions and improve the efficiency of b2b tools.
- The examined platform users, specialists in electrics, hydraulics, ventilation used mostly short (from 3 to 11 characters, 1-3 words) text search phrases like pipe, valve, LED, pump, boiler, which as a result gave many pages of items. Thus, the effective platform should include easy-to-use tools that allow for selecting one particular item from an extensive list.
- The performed research was complicated by a set of search phrases resulting in a large number of products found. It turns out that large result lists does not stop customers from finalizing the purchase. However, we weren’t able examine how business clients passed from the results list to selecting one specific item. We assume that they used additional manual filtering mechanism rather than reading page after page.
- Our analysis allowed to discover three groups of customers: buyers (few searches and a lot of items in cart), searchers (a lot of searches and few items in cart) and regular ones (few searches and few items in cart).
- The search phrase used by the customer indicates the search engine what subset of offered products should appear on the screen. The user can view presented list and decide whether to make a purchase. The search phrase belongs to customer every-day language and it is not precise. We can say that it is a client’s way of naming the class of products. Frequently used short, text phrases gives from 1 to 2720 results. But the most popular phrases returns less than 120 items (3 pages) (Fig. 7, Table 1). In our opinion it is an acceptable result for the next manual analysis. The question is the fit and the usefulness of returned results. The conclusion is that most of phrases returns reasonable number of product, so it shouldn’t result in inconvenience of shopping and stopping the customer from buying. However we must clearly state the assumption that examined search process was performed with the intention of purchase and there were no obstacles for an effective purchase.

- Fig. 10. shows that users got mostly 1 to 4 results pages. So they were able to read and analyze presented items and finalize the purchasing process. The b2b clients used the same search...
phrases only to complete from 1 to 4 shopping baskets.

- The optimal number of products in search results list allowing to finalize the purchase is from 30 to 150 items (1 to 4 pages). However the users with the score of 20 results pages also weren’t discouraged from making purchases.
- Search mechanism “clouds of tags” should be reconfigured in order to return less than 200 items (1-4 pages) as a response to the commonly used search phrases.
- If search phrase gives more than 1000 items, client should be supported with additional filtering mechanism or advanced search mechanism allowing for more precise searching.
- The additional extended tests should be performed in order to determine if, in fact, a large number of products in the results discourages customers or makes it difficult to buy the right product (lack of purchases). To perform this research we should use search phrases of similar popularity that gives different number of products found.

V. FUTURE RESEARCH

As The Gallup research indicated to build better b2b strategy the companies should combine quantitative (automatically collected) data with a qualitative “small-data” approach [1]. In the future studies we want to obtain interplay between quantitative and qualitative methods so we intend to examine small groups of b2b platform users using in-depth semi-structured interviews and focus groups to measure customers’ engagement, and know better client’s unique organizational culture. The interesting material for deeper analysis could be obtained also by recording (screen recording) the on-line shopping process [20]. The authors examined single b2b platform that may limit the findings generalizability so in the future research other b2b platforms should be explored to validate the results [2].
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Abstract—Social Media has become indispensable for market penetration. It is a beneficial communication platform for understanding the customer focus. Effective use of this media for image creation, customer access, knowledge accumulation and trend analysis, creates competitive advantages. This research is designed to analyze social media strategies of global enterprises and evaluate the value of social media usage. Analytical Hierarchy Process (AHP) is used to model the performance decisions. The model is constructed based on the major evaluation criteria used by the global companies. AHP model expresses cause and effect relationships between companies and social media effects. Cases will be applied for Coca Cola, Turkish Airlines and Starbucks. Enterprise awareness and success of different evaluation criteria are benchmarked.
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I. INTRODUCTION

THE Internet has been evolved from a basic tool of communications into an interactive market of products, services to global community and worldwide business transactions. Many enterprises attempt to embrace the digital revolution and using internet is now a necessity for the enterprises. As a result of the increased use of the Internet, using social media also became competitive advantage for the growing companies, they attempt to differentiate their products and services from competitors.

The past decade development and change of the usage of the Internet, it is difficult to differentiate in the global competition, and propose a theoretical explanation by analyzing social media strategies of the Turkish Airlines, Coca Cola and Starbucks which are global companies. This study involves main titles; firstly, importance of the social media analyzes for the enterprises’ success across the globe will be studied. Secondly, Analytic Hierarchy Process method will be explained in steps, which contains explanations and the description of formulations. Thirdly, to analyze companies’ awareness on social media, the main goal, criteria and alternatives for the AHP method will be obtained and explained in detail. Then, the sample using AHP method from the literature will be examined. Finally, results will be evaluated and by using AHP method an expressive cause and effect relationships between companies and social media effects are established.

II. LITERATURE REVIEW: KNOWLEDGE MANAGEMENT IN SOCIAL MEDIA STRATEGIES

The widespread use of the social media in recent years it has become an important marketing strategy for the companies to meet directly with the customer in easiest, cheapest and fastest way. Social media helps reshape business models through opinions and emotions owing to fact that it opens up many possibilities to study human interaction and collective behavior. Many companies today are using social media to develop targeted campaigns that reach specific segments and engage their customers.

The past decade development and change of the Internet, numerous social networking sites have been drawing people together and creating new forms of communication. There are various social media forms; people write encyclopedia articles, online marketplaces recommend products via user shopping interactions; and community movements benefit from new forms of collective actions (Tang, Liu, 2010).

According to Feng and Qian, “Facebook has about one billion users and there are about 3 million photos uploaded by users each day” (2013). LinkedIn is another example, the user can create a professional profile, establish connections to other users, and exchange messages, follow the current news. Tanbeer, Leung and Cameron stated that “social entity is connected to another entity as his or her next-of-kin, friend, collaborator, co-author, classmate, co-worker, team member, and/or business partner” (2014).
Mentioned connection might be used as a power to reach more customer. Thus the social media Websites are the ideal platforms to facilitate the products recommendation and market popularity. Social media has become wide source of big data for the companies. It is significant to analyze the social media entirely for the companies considering their target. Analyzing Social Media includes theories and methodologies from different disciplines such as computer science, data mining, machine learning, social network analysis, sociology, ethnography, statistics, optimization, and mathematics (Zafarani, Abbasi and Huan, 2014). The correct analysis of social media data is considered as the very important step of a successful marketing strategy for the growing companies.

III. METHODOLOGY IMPLEMENTED: ANALYTIC HIERARCHY PROCESS (AHP)

People make their decisions in two ways; the first is heuristic approach that develops very fast and is usually not objective. The second is the logical analysis that requires an analytical method. Analytic Hierarchy Process is a quantitative decision-making method according to multiple criteria and alternatives based on mathematics and psychology. Saaty stated that “a hierarchy is a representation of complex problem in a multilevel structure whose first level is the goal followed successively by levels of factors, criteria, sub-criteria, and so on down to bottom level of alternatives” (2006).

AHP lead the way that yield best in order to reach the goal/solve the decision problem instead of stating correct decision. The decision problem dissociated into hierarchy that contain criteria and alternatives. The hierarchy shows cause-effect relations in linear chain. After identifying the problem or stating the goal, hierarchy is created considering main decision point, middle level criteria and the lowest level of the possible alternatives (Figure 1).

Once hierarchy is built, the decision maker evaluate its elements (criteria and alternatives) by comparing their impact/effect on an element in the hierarchy between each other. In comparison, concrete data, judgments, expert opinions or survey results etc. are used as resource by decision maker in order to determine the degree of importance between elements. The importance scale table is used for comparison (Table 1).

<table>
<thead>
<tr>
<th>Definition</th>
<th>Degree of importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equally important</td>
<td>1</td>
</tr>
<tr>
<td>Moderately important</td>
<td>3</td>
</tr>
<tr>
<td>Strongly important</td>
<td>5</td>
</tr>
<tr>
<td>Very strongly important</td>
<td>7</td>
</tr>
<tr>
<td>Extremely important</td>
<td>9</td>
</tr>
<tr>
<td>Intermediate values between two adjacent judgments</td>
<td>2, 4, 6, 8</td>
</tr>
</tbody>
</table>

The importance or numerical weights (according to degree of importance) are obtained for each criteria and alternative in the hierarchy so that benchmarking is made in a consistent and rational way. Finally, according degree of importance numerical importance are calculated for each decision alternatives. This evaluation shows ability of alternatives to achieve the goal (attracting customer through social media).

In this study, computer software “Super Decisions” is used for calculations so mathematical formulas not stated in detail. Steps are required to be resolved in a decision-making problem with AHP are summarized as follows:

Step 1. Model the problem as a hierarchy containing the decision goal, the alternatives for reaching it, and the criteria for evaluating the alternatives.

Step 2. Establish priorities among the elements of the hierarchy by making a series of judgments based on pairwise comparisons of the elements. For example, when comparing potential purchases of commercial real estate, the investors might say that location is five times important than price and price is three times important than timing.

Step 3. Synthesize these judgments to yield a set of overall importance for the hierarchy. This would combine the investors’ judgments about location, price and timing for properties A, B, C, and D into overall importance for each property.

Step 4. Check the consistency of the judgments.

Step 5. Come to a final decision based on the results of this process. (Saaty, 2008)

IV. CREATING THE MODEL

A. Determining the Goal of AHP Model

In this study, “attracting customers through social media” is chosen as main goal for the hierarchy tree.

B. Determining the Criteria of AHP Model

The criteria will be studied on three of the most common social media tools which provides companies have the opportunity to reach very large data, are chosen; LinkedIn as
professional social media tool since people share their business information, resume and career histories in, Twitter as entertainment and news social media tool since people share their thoughts worldwide and Facebook as associational social media tool since it has become one of the most widely used tools for advertisement and reaching users (Drury, 2008). Determined criteria are as follows:

**Brand Social Media Pages:** Through social networking profiles of a brand it is possible to analyze demographics of the customers/followers, their interests, location information in order to devise new strategies.

**Social Media Advertising:** The most commonly adopted approach to the social media advertisement is to advertise on the social networks with the consultation of businesses, which have proved themselves with their experience on social media.

**Editorial Text on Social Media:** This kind of a communication will not force the customer to buy goods. It is built on arousing curiosity, giving information and offering benefits to the customer.

**Social Media Brand Ambassador:** Companies find the social network celebrity that suits the brand. It is of course a must for this person to have enough followers on certain networks too.

**Creating Buzz Through Social Media:** According to this marketing trend, volunteers found by a company convey their experience with a specific product to the people who they encounter with at any time.

C. Determining the Alternatives of AHP Model

The alternatives: three global companies are determined as follows:

**Turkish Airlines:** Recognized as a global brand Turkish Airlines (Turk Hava Yolları / THY) took 3rd place as one of the most active brands in social media. THY actively use social media, broadcasts in Turkish and English languages. In addition to Company has 8 million over Facebook fans and has over 1 million followers on Twitter. The profile of the brand via Facebook Turkish Airlines Euro league, Barcelona and Manchester United sponsorship or related information, campaigns and current developments can be followed.

**Coca Cola:** Coca Cola is actively using the Facebook and Twitter both products and campaigns. According to Social Media Principles of the social media strategy of the company is that more than 150,000 associates in more than 200 countries to join conversations take place online about Coca-Cola, represent the company, and share the optimistic and positive spirits of the brand (Coca Cola Company, 2013). Coca-Cola among the best in the world with more than 97 million members on Facebook and it has more than 170 thousand fans from Turkey. A. On Twitter also it has 93 thousand followers.

**Starbucks:** Starbucks has 640 thousand over Facebook fans and has over 74 thousand followers on Twitter.

After decision of the main goal, criteria, and alternatives; Hierarchical Structure of AHP is created. (Figure 2)

V. Application

A. Applying the Model on a Software

AHP/ANP software that is called Super Decisions is used in the scope of this study. Clusters and nodes are created according to Figure 2 and illustrated in Figure 3.

According to importance level that are shown in Table 1. the nodes of criteria cluster; the nodes of criteria cluster and the nodes of alternative cluster; the nodes of alternative cluster and nodes of criteria cluster are compared two by two (several importance table are shown in Appendix 1). Companies are utilized according to usage of such social media tools:

- Professional social media tools (LinkedIn),
- Entertainment, new social media tool (Twitter),
- Associational social media tool (Facebook)

Some examples:

With respect to Coca-Cola, creating buzz trough social media is moderately more important than brand social me-
B. Results and Discussions

According to our observations and reviews with alternative companies in Turkey, the importance of each social media tools is different for each company (approximate values are shown in Table 2).

Software reports are shown in Table 2 and Table 3, accordingly.

As it seems in Table 3, in the scope of social media (LinkedIn, Facebook, Twitter), in order to attract the customer Coca Cola is using social media tool more effective than Turkish Airlines; Turkish Airlines is using social media tool more effective than Starbucks.

VI. Conclusion and Recommendations

Social media is important trend, the company has become an important marketing opportunity to meet directly with the customer. Social media allows businesses to communicate

<table>
<thead>
<tr>
<th>Alternative(s) in it</th>
<th>Coca-Cola</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Starbucks</td>
</tr>
<tr>
<td></td>
<td>Turkish Airlines</td>
</tr>
</tbody>
</table>

**Table II**

**Main structure in Super Decision report**

<table>
<thead>
<tr>
<th>Clusters/Nodes</th>
<th>Alternatives:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coca-Cola: the importance of LinkedIn %30, Facebook %40, Twitter %40</td>
</tr>
<tr>
<td></td>
<td>Starbucks: the importance of LinkedIn %25, Facebook %40, Twitter %35</td>
</tr>
<tr>
<td></td>
<td>Turkish Airlines: the importance of LinkedIn %25, Facebook %35, Twitter %40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand Social Media Pages: social networking profiles</td>
</tr>
<tr>
<td>Creating Buzz Through Social Media: volunteers found by a company nconvey their experience with a specific products</td>
</tr>
<tr>
<td>Editorial Text: giving information and offering benefits to the customer</td>
</tr>
<tr>
<td>Social Media Advertising: advertise on the social networks with the consultation of businesses</td>
</tr>
<tr>
<td>Social Media Brand Ambassador: social network celebrity that suits the brand</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goal: ACTSM as Business Success Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attracting Customer Through Social Media: drawing customer attention via social media</td>
</tr>
</tbody>
</table>
with the customers in lower costs and greater efficiency than traditional media tools (Kaplan and Haenline, 2010). Recently one of the most important issues of the businesses involved in social media is to measure the success of social media and events. Therefore, to measure the success of social media marketing, and it has become important to determine the measurement criteria to guide the social media marketing, according to information obtained.

The aim of this study was to analyze social media strategies of the global enterprises and raise enterprises awareness by understanding the value of using social media tools in order to differentiate in the global competition. For this purpose, some global company examples are named which are Turkish Airlines, Coca Cola and Starbucks then social media main criteria are determined and show how the methodology of analytic hierarchy process is executed through main criteria that enterprises are able to use.

As a result, in the scope of social media (LinkedIn, Facebook, Twitter), in order to attract the customer, Coca Cola is using social media tool more effective than Turkish Airlines; Turkish Airlines is using social media tool more effective than Starbucks.
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**VII. Appendix**

Some of importance comparison table are as follows. With respect to Coca-Cola, creating buzz trough social media is moderately more important than brand social media.

### Table 3

#### Alternative ranking in Super Decisions report

<table>
<thead>
<tr>
<th>Graphic</th>
<th>Alternative</th>
<th>Total</th>
<th>Normal</th>
<th>Ideal</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coca Cola</td>
<td>0.2170</td>
<td>0.4340</td>
<td>1.0000</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Starbucks</td>
<td>0.0781</td>
<td>0.1562</td>
<td>0.3600</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Turkish Airlines</td>
<td>0.2049</td>
<td>0.4097</td>
<td>0.9440</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

![With the customers in lower costs and greater efficiency than traditional media tools (Kaplan and Haenline, 2010). Recently one of the most important issues of the business involved in social media is to measure the success of social media and events. Therefore, to measure the success of social media marketing, and it has become important to determine the measurement criteria to guide the social media marketing, according to information obtained. The aim of this study was to analyze social media strategies of the global enterprises and raise enterprises awareness by understanding the value of using social media tools in order to differentiate in the global competition. For this purpose, some global company examples are named which are Turkish Airlines, Coca Cola and Starbucks then social media main criteria are determined and show how the methodology of analytic hierarchy process is executed through main criteria that enterprises are able to use. As a result, in the scope of social media (LinkedIn, Facebook, Twitter), in order to attract the customer, Coca Cola is using social media tool more effective than Turkish Airlines; Turkish Airlines is using social media tool more effective than Starbucks.](https://www.coca-colacompany.com)
Population aging is a phenomenon affecting many countries around the world. For example in Europe the life expectancy increased from 45 years in the early twentieth century, to 80 years now. Significantly longer life leads to age-related problems and diseases. In parallel, the cost of hospital care is increasing and additionally, a lack of the qualified caregivers is observed. Development of ubiquitous healthcare technologies can improve the quality of life of assisted citizens and can curtail growth in healthcare spending fueled by aging populations, and the prevalence of obesity, diabetes, cancer and chronic heart and lung diseases. In particular, information systems integrated with wearable, mobile devices and sensor networks at home can continuously assist persons while moving out or staying at home. Ubiquitous healthcare systems used as assisted living solutions will not only help to prevent, detect and monitor health conditions of a person but will also support of elderly, sick and disabled people in their independent living.

The goal of the UHH 2016 workshop is to gather researchers and engineers working in the field of ubiquitous healthcare to present and discuss new ideas, methods, and applications of assisted living IT technologies.

Topics
The workshop welcomes all work related to ubiquitous healthcare, but with a focus on the following themes (this list is not exhaustive):

- Ubiquitous healthcare information systems,
- Information processing algorithms for UHH,
- Ubiquitous services for home and mobile applications,
- Human-system interaction in UHH,
- Wearable sensors and systems,
- Smart glasses and smart watches in UHH,
- Data mining and knowledge discovery in ubiquitous healthcare,
- Integration of sensors and devices for UHH,
- Security of ubiquitous healthcare systems,
- Ensuring the Availability, Transparency, Seamlessness, Awareness, and Trustworthiness (A.T.S.A.T.) of home and mobile systems,
- Standardization in ubiquitous home healthcare,
- Applications of UHH for elderly, sick, and disabled people,
- Elderly care monitored dosage systems,
- Welfare technology for UHH.

The proposed papers should emphasize at least one of the following aspects:

- Assisted living,
- Home care,
- Self care,
- Mobile care.

Best Paper Award
During the closing ceremony the best paper award will be presented. Selection criteria will be based on results of the reviewing process and the quality of the presentation.

Event Chairs
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- Kaczmarek, Mariusz, Gdańsk University of Technology, Poland
- Kistler, Rolf, iHomeLab, Switzerland
- Louventain, Nicolas, SnT, University of Luxembourg
- Martin, Benoit, Université de Lorraine, France
- McCall, Roderick, Luxembourg Institute of Science and Technology
- Pecci, Isabelle, Université de Lorraine
- Polinski, Artur, Gdańsk University of Technology, Poland
- Popletev, Andrei, SnT, University of Luxembourg
- Rosell, Javier, Universitat Politecnica de Catalunya
- Ruminski, Jacek, Gdańsk University of Technology
- Šincak, Peter, Technical University of Kosice
- Strumillo, Pawel, Lodz University of Technology
- Svitkovsky, Miroslav, Czech Technical University in Prague
- Tkacz, Ewaryst, Silesian University of Technology, Poland
- Truyen, Bart, Vrije Univ. Brussels
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Abstract — With the evolution of mobile technology, many devices are introduced with very limited screen sizes like smart glasses. This technology must be accompanied with new visualization techniques. A classic interface can’t meet the expectations of the user who becomes increasingly hard to please. The challenge is to display information and allow the user a better navigation with less effort especially in situation of mobility. This paper explores a fisheye view on tiled user interfaces for smart glasses that uses the semantic relationships of items of information contained in the tiles. We propose a reformulation of the degree of interest function and a semantic model for tiled interfaces that supports this reformulation. We developed a prototype to demonstrate the feasibility of our approach and to improve our design approach in our future work.

keywords — smartglasses, information visualization, semantic fisheye view, degree of interest

I. INTRODUCTION

SMART glasses are glasses with a wearable technology, including advanced electronic and IT components (embedded processor, display screen, sensors, camera ...). They allow the visualization and interaction with a large information space. Ergonomics, user-friendly interface and comfortable viewing should be made on these glasses to minimize the time and effort provided by the user during navigation. As smart glasses offer many services, it is necessary to find a display mode that convinces the user by giving him easy access to any service with more information.

The concept of tiles [1] allows the creation of a customized user interface with high flexibility [2]. In use, if we need to make changes to configure the tiles for the user, adjusting the position and size will be easily implemented according to our need. The tiles can contain the services provided by smart glasses, a service can be graphics, text or other visual data. Also, the user can point to a tile and make it active. In addition, the tiles can provide users with fast and direct access to launch the services available through the mobile device [1][2].

We consider that the concept of tiles is suitable for smart glasses. However, a large number of tiles (i.e. services) cause some problems. First of all, it is very difficult to represent all that information on very limited space like the screen of smart glasses and navigate easily. In addition, we cannot link the services together easily if we cannot see all the tiles in the same view. It is also very important to have the global view of services and bind them.

We can overcome these problems with the different techniques that address the access to large data spaces on a limited display area [3] but efficient solution is needed.

In this paper, we present a new concept for a user interface on smart glasses based on the concept of tiles and visualization techniques from a wide data space on a small screen. The rest of the paper is organized as follows. We present in the next section (section 2) the fisheye technique and a related works to our work.

In Section 3 we present our approach and applying it after to a prototype in section 4. We expose after perspectives and our future work that we consider interesting in section 5 and we will finish with section 6 that will conclude our work.

II. STATE OF THE ART

A. Presentation techniques for large data spaces

There are different techniques of presentation and visualization for large data spaces. They can be categorized into two main techniques: distortion-oriented and non-distortion-oriented [3].

The technique of non-distortion can display some information with scrolling or paging to access to the rest of the information. This technique is less effective if the data space is very large, because the user can be lost during navigation.

On the other hand, distortion technique allows the user to simultaneously visualize a local part with a high level of detail, and to have a vision of the global context with less detail on the same screen. In this technique, there are different types of deformations available that differ in their transformation function [3]: polyfocal display, bifocal display, fisheye view and perspective wall.

Fisheye view technique is the technique adopted by our approach. We will focus on this technique in the following section. The strength of this technique is based on the degree of interest (DOI) that measures the interest of each element of information to present to the user. It enables to present the relevant information in detail and irrelevant information with less detail.
B. Fisheye view

The fisheye view is initially proposed by Furnas 1986 [4]. Like other distortions techniques mentioned in the previous section this technique can give a detailed view while keeping the global context. This technique is naturally useful because it is based on the importance and relevance of the information presented to the user.

This technique is inspired by the fisheye lens camera that magnifies near objects and reduces distant objects for a local view in detail and a view of the global context.

1. DOI function:

The fisheye technique uses the degree of interest (DOI) function given by:

$$DOI_{fisheye}(i) = API(i) - D(i, f_u)$$  \hspace{1cm} (1)

where $DOI_{fisheye}$ is the degree of interest for a user to an element $i$ given that the current focus element is $f_u$.

The degree of interest function assigns to each item $i$ of the information a value composed of A Priori Importance $API(i)$ of the item $i$ and the distance $D(i, f_u)$ between the item $i$ and the current focus item $f_u$. The importance $API(i)$ is static and doesn’t depend on the current focus item.

The value of the degree of interest increases with the importance and decreases with distance. We can set a threshold $k$ and display only the information items that have a higher degree of interest than the threshold $DOI_{fisheye}(i) = f_u \geq k$.

This technique was extended by Sarkar and Brown 1992 [5] defining the mathematical formulas for graphics applications. They proposed four functions: the position, size, the amount of detail to display and visual worth of each vertex of a graph.

2. Emphases algorithm:

The degree of interest function of Furnas quantifies just the importance of each item of information but without detailing how to present it. It is important for the user to distinguish between the different degrees of interest visually. Emphases algorithm makes the mapping between the degree of interest attributed to an item of information and its encoding in graphics visualization variables such as size, color...

Many techniques exist in the literature. Noik [6] has distinguished 4 types:
- Implicit: an order in the placement of the items, for example. It is generally static.
- Filtered: the items that have a lower degree of interest than the threshold will be filtered.
- Distorted: this technique deforms the size, shape, and position.
- Adorned: emphasizes an item of information using other graphic variables such as color, thickness ...

Many applications used the fisheye view was developed but few of these that integrates semantics. Research work related to our problem is the semantic zoom introduced in several applications such as Pad ++ [11]. It displays more details on an item of information according to the meaning.

The combination of semantic zoom and fisheye technique was introduced in some research work. Zizi and Beaudouin-Lafon (1995) [12] used the web of documents and information retrieval techniques to provide an interactive map. Van Ham and Van Wijk (2004) [13] used a clustering algorithm to represent semantical distortions for interactive visualization of small world graphs. Janecek & Pu (2002, 2005) [14] [15] developed a framework for a flight itinerary using relationships between itineraries. Our research has a similar goal of using semantic in a fisheye view with a different approach that we present in the next section for tiled user interface on a promising area application: smart glasses.

III. PROPOSED APPROACH

We propose in this section a reformulation of the degree of interest function of the fisheye proposed by Furnas[4] and transform the a priori importance $API(i)$ to that takes into account the current point of focus. We also propose an approach that uses this function to compute the degree of interest based on a rich semantic model that considers several concepts.

A. DOI function

The new proposed formula of the degree of interest is given by:

$$DOI_{fisheye}(i) = f_u = API(i, f_u) - D(i, f_u)$$  \hspace{1cm} (2)

where $DOI_{fisheye}$ is the degree of interest for a user to an item $i$ given that the current focus item is $f_u$.

Unlike the Furnas formula cited above, the API of an information item is not static. It depends of the current user item focus. In other words, the importance of an item of information $i$ will be dynamic over the item of current focus $f_u$. It does not have the same importance if the user point out two different items.

The main purpose of this reformulation is to provide useful additional information under certain user focus conditions. Thus, the user could discover new items which are strongly linked to the current focus item. This formula can also increase the usability; the user will discover surprising and interesting information which will be useful for him.

We expect that users using a fisheye interface based on this formula can achieve their tasks faster than a using typical fisheye based on previous formula of Furnas.

The DOI function is typically used for hierarchical data structures, structured text, calendars. We want to apply this function to a tiled interface for our smart glasses. Through our approach, we want to access to tiles with a semantic view and meaning.

B. Semantic model

Each tile provides a service to the user; our goal is to magnify the tiles services that are semantically related when the user hovers on a given tile.

So we need to make comparisons between different services. For this we need a semantic description based on
the analysis of each service to detect what they have in common in terms of content. We can make this description based on metadata and attributes of these services, but the main challenge is to select attributes that are meaningful to the user.

In figure 1, we propose a semantic model focused on the service that defines the main concepts that allow computing our measure of semantic similarity between the different services.

![Semantic service model](image)

**Our semantic model uses 4 concepts:**

- **Category:** modeled by a tree structure, each category can have several sub categories (e.g. multimedia category can have two sub categories: audio and video).
- **Task:** performed by some services. A service can perform one or more tasks, so two services that have several common tasks to execute are probably similar. The goal is not just to identify similar services, but also services that are connected in some way to a service.
- **User type:** Two services can have the same category and perform the same tasks but are not designed for the same type of users.
- **Features:** A service may require authentication, internet connection and a camera to operate. Such requirement can give meaning to the proximity between the two services.

After building the model, we must define a similarity measure that quantifies a semantic relatedness with a numeric value between two services from our model. The similarity between two services can be defined by common properties. The services that have more common properties are more similar [7].

Each property has a type; it can be organized hierarchically (e.g. Category) or not organized hierarchically (e.g. Tasks) or a literal (we don’t have this type in our model). Different measures of semantic proximities according to property nature are present in the literature [8].

Our calculation has to integrate different types of properties to have a single numeric value that represents the similarity between two services. We describe here the similarity measures that we have chosen for each type:

**Properties hierarchically organized:**

This type is based on hierarchies of properties. Wu and Palmer measure [9] uses the depth of the two properties and the depth of the least common subsumer (lcm). It’s defined as:

$$sim_{Wu,Palmer}(p_1,p_2) = \frac{2 \times \text{depth}(\text{lcm}(p_1,p_2))}{\text{depth}(p_1)+\text{depth}(p_2)}$$  \hspace{1cm} (3)

**Properties not hierarchically organized:**

The similarity is computed with Jaccard measure [10] which takes into account the number of common properties compared to the total number of properties. It’s defined as:

$$sim_{jaccard}(p_1,p_2) = \frac{|p_1 \cap p_2|}{|p_1 \cup p_2|}$$  \hspace{1cm} (4)

where $|p_1 \cap p_2|$ and $|p_1 \cup p_2|$ are respectively the values of the properties $p_1$ and $p_2$.

After computing a similarity value for each property (hasCategory, needs, performs, requires). We can make a similarity vector based on these similarities. Each component of the vector contains a similarity value of a property. We need to aggregate this vector into a single value using an aggregate function. We choose the weighted average as function on the hypothesis that the semantic concepts don’t have necessarily the same importance.

The similarity between two services $S_1$ and $S_2$ is given by:

$$Sim(S_1,S_2) = \sum_{k} w_k \times sim(p_k)$$  \hspace{1cm} (5)

where $w_k$ is the weight of the property $p$ for $S_1$ and $S_2$. And the DOI function becomes:

$$DOI_{fisheye}(i, f_u) = sim(i, f_u) − D(i, f_u)$$  \hspace{1cm} (6)

**IV. A PROTOTYPE: PROOF OF CONCEPT**

Our prototype developed is a tiled interface on android platform for smart glasses. The semantic model is built by Protégé\(^1\) integrating 56 services, each tile in the interface contain a service. We use Jena\(^2\) Framework to be able to compute different similarities from the model. We consider

\(^1\) https://jena.apache.org/  
\(^2\) http://protege.stanford.edu/
in our prototype only the category to compute similarities from the model.

Figure 2.a shows the tiled view without any fisheye view. Figure 2.b takes into account only distance to magnify tiles for a fisheye view.

The semantic model is activated in figure 2.c. The associated service to the tile (1) is Amazon. From the computation in our model, it has a similarity of $sim = 1$ with e-bay (2) and Vente-privy (3) because they belong to the same sub-category Shopping. The services: Money (4), ExpenseManager (5), CurrencyConverter (6) and the service: Calculator (7) belong respectively to Banking and Shopping categories whose main category is Business which is also the main category of Shopping. So they have a similarity of $sim = 0.5$ with the Amazon service.

We have taken a similarity threshold $k = 0.5$ to emphases a tile. We are aware of the need of building a good emphases algorithm that will be the subject of another work in the future. For this prototype, when the user hovers over a tile, we compute all sizes of tiles to allocate more space for important tiles on relation with the focus item. The size of a tile in the fisheye view depends on the size of the tile in the normal view, the distance from focus tile and the importance of the item that the tile contains. We notice that the tile (3) and (4) had the same size in normal view but was not magnified with the same degree because their services don’t have the same similarity with Amazon services.

V. PERSPECTIVES

In this paper, we described a reformulation of the degree of interest introduced by Furnas [4] for fisheye view. The importance of an item is dynamic and depends also on the current focus item. Building a semantic model that takes into account the user context (location, time ...) and preferences to determine the degree of interest of an item is our major improvement axis that has a strong impact on the navigation of the user with smart glasses. Also, a more sophisticated aggregate function that replaces the weighted average is necessary for computing the global similarity.

In terms of visualization, fisheye view must support changes in the context and user preferences with flexibility using different emphases techniques.

We are planning an evaluation of our approach through the recruitment of users for an experiment by creating two interfaces: one with a classic fisheye view and the second with our semantic fisheye view to accomplish tasks on smart glasses and make a comparison on different criteria.

VI. CONCLUSION

Using of wearable devices like smart glasses is continually increasing. Smart glasses have a wide services area on a limited screen size. This involves viewing problems and interaction.

It becomes important to offer carefully designed interfaces that fit with small screens and overcome their limitations in order to improve the user experience. They should help users to easily navigate and understand the information presented to perform their tasks quickly and efficiently.

We aimed to address this problem by proposing a semantic fisheye view on tiled interfaces which allows enriching the user navigation using the relationships between the different services contained in the tiles.

Research on these aspects has a strong impact on the support of the mobile technology and the rise of using smart glasses.
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Abstract—The paper presents an alternative approach to the monitoring of the cardiovascular system. The study depicts configurations of the utilized system and preliminary results of electrical and mechanical parameters of the cardiac system which can be measured using a head-worn device.

I. INTRODUCTION

The continuously progressing miniaturization in modern electronics results in the creation of miniature, yet powerful devices that can be battery powered and network connected. Many of such devices are wearable. The permanently increasing computational power, characterised by a reasonable runtime and fitted with batteries, creates new possibilities.

Wearable electronic eyeglasses can be regarded as an example of such devices. In fact, the eyeglasses are a miniaturized computer that fits in the frame resembling traditional glasses. Many of such devices are available - equipped with various configurations. Most of them have a local near to eye display. These eyeglasses can be either semi-transparent or completely isolating (non-transparent). Most of these electronic glasses are equipped with a single camera for observing the front scene in relation to the person wearing the device.

A major disadvantage of the majority of the commercially available platforms is the limited potential for future expansion. In fact, most of the modifications are limited to writing new applications that will utilize the hardware available on the platform or the hardware wirelessly connected by means of Wi-Fi or Bluetooth interfaces [6], [7].

As a result of the ERA-NET-CHIST-ERA II project The interactive eyeglasses for mobile, perceptual computing (eGlasses) a new open platform in the form of the glasses was designed and developed [1]. It is considered as an open platform that can be extended by means of adding local hardware using various interfaces.

The eGlasses consist of a powerful computer running the Linux or Android system. Expansions might regard various aspects of the device’s usage. As an example, an Infrared camera allows them to operate in the darkness or can help the user to estimate the object’s temperature. The eyetracker camera enables user interface navigation in a hands-free mode

Additional proximity sensors might be used for obstacle detection [3].

One type of possible platform extensions are biomedical measuring units for measuring biosignals such as ECG, EEG, EMG, and the body temperature of the person wearing such a platform [4].

This paper focuses on the measurement of the cardiovascular system. The measurement of the electrical biopotentials from the cardiac muscle (ECG) is usually measured from the contacting electrodes located on the chest - close to the cardiac muscle. A wearable platform such as eGlasses should not be large nor complicated in application. We are limit measuring electrodes location to close to the ordinary glasses frame. There exist known works related to the estimation of the cardiac potentials with ballistic data collected on the head [8].

This paper is organized as follows. In section II, the eGlasses platform is briefly discussed and an experimental set-up is proposed. Section III presents the results of measurements, and section IV outlines the conclusions.

II. MATERIALS AND METHODS

A. The eGlasses platform

The eGlasses are designed to be expandable. They consist of three major boards referred to as the "base board", "side board" and "T-board". The connection between the boards is made using flat flexible connectors (FFC) and is shown in Fig. 1. The main unit is the base board. Currently, it is based on the DART4460 board from Variscite [5]. The board is based on the dual-core OMAP 4460 with 1GB RAM and internal FLASH memory (8GB). The DART 4460 module is located on the larger board where level converters, position sensors, DC-DC power sources and peripheral connectors are located. In the future, this board might be replaced by a more powerful one. There is a QUAD core board with IMX6 SoC on board in its preparatory stage. The main board is designed to be located in the right panel of the eGlasses. On the opposite side - the right panel - there is a battery holder with an additional board carrying mainly the USB hub with a USB-to-serial converter. In the front panel, in the centre, the T-shaped board carrying the front camera is located. This board additionally holds the IR camera and is used as an interconnection for signals between the base board and the side board.

The major advantage of the eGlasses platform is the amount of available IO ports. User can have several USB ports,
B. Cardiac measurements

Self-diagnostics can play an important role in several fields of life. One of the most frequently explored types of vital systems are those related to the cardiovascular system. There is a variety of different methods for cardiac measurements. One of the simplest and cheapest techniques is an electrical cardiac potentials measurement. The ECG signal is generated by dedicated cell groups inside the heart. Outside it can be regarded as a current dipole. A conventional ECG test measures a difference of potentials between specific locations on the chest. In the case of the eGlasses we raise the question if it is possible to measure the ECG signal on the head. Therefore, we have selected an electrode location on the both sides of the face in front of the ears. In order to improve the CMRR, the ECG measurement system uses a dedicated electrode that returns the inverted common potential back to the body, i.e. the DRL (Driven Right Leg) solution is utilized. A middle point between measurements electrodes was selected as the location of the DRL electrode (Fig. 3). The ECG signal observed is characterised by a weak amplitude. In order to measure such a signal, we have designed a custom single channel ECG measurement system with five times greater gain when compared to an ordinary chest-based system.

C. Experiment setup

In order to conduct the experiment, we have prepared two modules of ECG and a piezoelectric sensor (Fig. 5). The module marked as ECG1 with ordinary amplification was used for the chest as a reference module, and ECG2 with five times greater amplification was used for head measurements. We have used a piezoelectric sensor and a simple amplifier. The signals were connected to the digital storage oscilloscope and recorded on a USB stick. We have collected data from five volunteers aged 22-46 to prove the system’s performance. To acquire ECG signals, standard adhesive and disposable electrodes were used.

III. Results

An experimental set-up has been created on the prototyping bread-board (Fig. 6). The ECG1 and ECG2 amplifiers were assembled on separate printed circuit boards (PCB). The piezoelectric transducer amplifier was assembled using trough hole components located directly on the bread-board. All operational amplifiers enabled the operation from a single power supply. We used a 5V DC power supply with medical class separation from the mains.

As a piezoelectric transducer we have used FT-27T-4.0A transducer with 4kHz resonant frequency, 200Ω of resonant resistance and 25nF capacitance. The unfiltered signals were
connected to two digital storage oscilloscopes (DSO), simultaneously recording data (Fig. 7). In order to synchronize the data streams, we connected output of the ECG1 signal to both instruments. It allowed us to estimate the time shift between the instruments.

Based on the raw data, one might notice a similarity between the ECG recorded using the standard procedure and the signal obtained from the head. Additionally, the data recorded from the pulsating vessel resembles arterial pulse (Fig. 8). The signals recorded reflect the standard Wiggers diagram, where atrial pressure peaks are in relation to the ECG signal. In Fig. 8, T-peaks of the electrocardiogram are coinciding with the arterial pressure peaks related to the opening of the mitral valve.

The relations between the ECG signals recorded by electrodes located in different places on the body (chest and head) were examined (Fig. 11). The amplification of the head ECG is about five times greater than the chest ECG. Moreover, the recorded QRS amplitude is much smaller for the head-measured signal.

The components of both signals were examined by means of the Fourier transformation (Fig. 9). The spectrum of the signals was restricted to 60 Hz. The spectrum data showed a peak of the component at 50Hz. After filtration, the 50Hz component disappeared and simultaneously the head ECG became more "clear" (Fig. 10). When analysing the signal from Fig. 10, QRS peaks are visible and the heart-rate can be calculated, however, the ratio of the detected QRS periods is about 10% smaller than that from the signal acquired on the chest.

Finally, the optimum position of the electrodes has been selected in order to obtain the highest amplitude of the QRS complex (Fig. 11). The amplitudes of the QRS complexes for the examined leads can be found in Tab. I.

IV. CONCLUSION

The measurement of the ECG signal using electrodes located on the head is possible, however, a custom design of the acquisition system should be prepared. The ECG signal
**TABLE I**

AVERAGE QRS COMPLEX AMPLITUDE MEASURED ON THE VARIOUS POSITION ON THE HEAD

<table>
<thead>
<tr>
<th>Chest ECG</th>
<th>ECG1</th>
<th>ECG2</th>
<th>ECG3</th>
</tr>
</thead>
<tbody>
<tr>
<td>QRS amplitude</td>
<td>650 μV</td>
<td>No QRS</td>
<td>30 μV</td>
</tr>
</tbody>
</table>

Fig. 10. Low-pass filtered ECG signal measured on the head (bandwidth 0.05-30Hz)

Fig. 11. ECG signals recorded on chest (upper plot) and on the head (ECG1-3)

A preliminary study shows that it is possible to record the QRS complex using electrodes located on the neck, or behind the ears. However, the recorded signal is approximately 20 times smaller than the signal measured in a conventional way. Assuming that the ECG will be measured using the eGlasses platform, the preferable position of the electrodes is just behind the ears. In this case, the electrodes could be embedded in the earpiece of the glasses.

Additionally, it is possible to measure the blood pulsation component on the head using a temporal artery. Unfortunately, the localization of this artery on the head is difficult. In the study presented, traditional disposable and adhesive ECG electrodes were used. In the case of a wearable platform, long-term electrodes should be considered.
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Abstract—In this paper we describe possibility of use the RSSI signal (Radio Signal Strength Indication) from Texas Instruments SensorTag CC2650 for indoor positioning purposes. This idea is not a new but in our opinion it is possible to use SensorTags with Bluetooth LE wireless interface for positioning inside buildings in such applications as people findings in hospitals, senior care, etc. RSSI is mostly selected as the sensor localization method in the indoor circumstances. In this paper, we aim to analyze accuracy, calibrate and map RSSI to distance by doing a series of the experiments. Obtained results are very promising and shows possibility of use this technique for position estimation.

I. INTRODUCTION

IDEA of position localization basing on wireless networks is widely known for mobile phones where using information about signal strength from BTS (Base Transceiver Station) one can determine the position of mobile phone speaker [1]. However, this is a coarse location, which is not suitable for indoors use.

Many technologies have been investigated to bridge the gap and bring positioning indoors, such as a combination of AGPS, accelerometer and magnetometer [2], Bluetooth [3], Ultrawideband [4], ZigBee [5]. Wi-Fi is one of most discussed of them, and is considered as the most promising one as the infrastructure and user equipment is already widely available, e.g. in public buildings, public area like parks, airports or railway stations, and it is able to deliver accuracies in the range of a few meters. An exemplary distribution of wireless networks in the building of the Faculty of Electronics, Telecommunications and Informatics of Gdansk University of Technology is shown in Fig. 1. One can choose the best configuration for signal strength scanning. Wi-Fi fingerprinting was pioneered in [6], and has since attracted considerable interest, mainly focused on increasing the accuracy of the technique.

But the use of Wi-Fi network access points can be limited due to different artifacts such as different sensitivity of chipsets in mobile devices [7][8]. Some efforts have also been made in the literature to reduce the effects of RSS variations due to channel impediments by using a compressive sensing (CS) principle such as in [9].

For private home position localization more suitable will be use of bluetooth devices called beacons or like e.g. Texas Instruments BLE SensorTag CC2650 [10]. This is cheap devices for controlling environmental parameters like ambient temperature, humidity, air pressure, luxometer data and accelerometer data. A good example of implementation of the indoor positioning system is Nashville project: Mayor, Music City Center Unveil Wayfinding App [11].

II. MATERIAL AND METHODS

A. Bluetooth LE

The Bluetooth 1.0 standard was introduced by SIG in 1999 [12]. The new specification of Bluetooth 4.0LE improved technology that helps everyday gadgets stay paired longer while using less power. Bluetooth 4.0 enables a new class of gadgets such as fitness trackers, medical devices, key fobs for car, beacons sensors and even home lighting controls.

B. Bluetooth and Wi-Fi possible interference

Because both Wi-Fi and Bluetooth wireless technology share 2.4GHz frequency and spectrum and will often be located in close physical proximity to one another, there is concern for how they may interfere with one another. Fig. 1. shows the Wi-Fi networks and spectrum at Faculty of Electronics, Telecommunication and Informatics GUT. Wi-Fi and Bluetooth fail gracefully in the presence of interference. By this is meant that the communication protocols are very robust and include mechanisms for error checking and correcting, as well as requesting that corrupted packets be resent. Therefore the result of increasing levels of

This work was supported by ERA-NET-CHIST-ERA II eGLASSES – The interactive eyeglasses for mobile, perceptual computing; and by European Regional Development Fund concerning the project: UDA-POIG.01.03.01-22-139/09-03 ."Home assistance for elders and disabled – DOMESTIC", Innovative Economy 2007-2013, National Cohesion Strategy.
interference is almost always confined to a slowing of the data rate as more packets need to be resent.

C. RSSI measurements and distance calculations

Received signal strength indication (RSSI) is a measurement of the power level received by sensor. Because radio waves propagate according to the inverse-square law, distance can be approximated based on the relationship between transmitted and received signal strength (the transmission strength is a constant based on the equipment being used), as long as no other errors contribute to faulty results. Various experts have given nice theoretical ideas of the model propagation. These theoretical ideas prepare ground for starting and estimating the parameters.

\[
\text{RSSI} = -10n \cdot \log(d) + A, \quad (1)
\]

where \( d \) = distance, \( A \) = txPower at distance of 1m, \( n \) = signal propagation constant, usually in free space \( n = 2 \), but it will vary based on local geometry - for example, a wall will reduce RSSI by \( \approx 3 \)dBm and will affect \( n \) accordingly and [RSSI] = dBm.

However, practically you need to measure RSSI value at different known and convenient distances and prepare chart. This measurement should be done in various seasons (day, night, dry, cold, rainy). These charts will provide you procedure of extrapolation or interpolation of the distance.

D. Position estimations

Based on the coordinates of three reference nodes: ST#1(x1, y1), ST#2(x2, y2), and ST#3(x3, y3), and the corresponding distances (calculated from RSSI measured signal) from each reference node to the target node: R1, R2, and R3, we can obtain the following equations [13]:

\[
\begin{align*}
(x_1 - x)^2 + (y_1 - y)^2 &= R_1^2, \\
(x_2 - x)^2 + (y_2 - y)^2 &= R_2^2, \\
(x_3 - x)^2 + (y_3 - y)^2 &= R_3^2.
\end{align*}
\]

where \((x, y)\) denotes the (unknown) coordinates of the target \( P \).

III. EXPERIMENTS AND RESULTS

We perform several experiments in different configurations. Two of them are shown in Fig. 3. First case is called direct view because SensorTags array was in direct view with receiving smartphone without any obstacles, the second one was called with wall obstacle because the sensor array was hidden behind the wall’s corner.

Measurements was done using the written application (Fig. 8) - equipment: smartphone: One Plus One, Android 5.1.1, API 22 TI Sensor Tag CC2650. For fixed distance (range: 0.1m up to 6m) it was read RSSI value for the three devices that radiate towards the receiver (\( n=10 \) readings for each device). Results for both configuration are shown in Fig. 4 and Fig. 5.
Basing on obtained readings the mean values and standard deviation values were calculated and plotted (RSSI vs "known" distance) on the charts - Table I. Next the data were fitted to polynomial model according to equation (3).

\[ \text{RSSI} = A \cdot d^2 + B \cdot d + C, \]  

(3)

where: A, B, C - parameters, d - distance.

It seems to be the best way to calibrate the system according to flat/home configurations such as walls, furniture and other obstacles. Example of fitted curve for measured data for SensorTag#3 in direct view experiment is shown in Fig.6.

**TABLE I.**

<table>
<thead>
<tr>
<th>Distance [m]</th>
<th>RSSI mean value [dBm]</th>
<th>RSSI median value [dBm]</th>
<th>Standard deviation [dBm]</th>
<th>Estimated distance - equation (1) [m]</th>
<th>Estimated distance - calibrated model, equation (3) [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-42.0</td>
<td>-40</td>
<td>-41</td>
<td>4.7</td>
<td>0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>-51.5</td>
<td>-52</td>
<td>-50</td>
<td>5.0</td>
<td>0.60</td>
</tr>
<tr>
<td>1</td>
<td>-54.2</td>
<td>-54</td>
<td>-53.5</td>
<td>3.3</td>
<td>1.00</td>
</tr>
<tr>
<td>1.5</td>
<td>-57.7</td>
<td>-58</td>
<td>-58</td>
<td>4.5</td>
<td>1.57</td>
</tr>
<tr>
<td>2</td>
<td>-59.7</td>
<td>-57.5</td>
<td>-64.5</td>
<td>2.6</td>
<td>1.78</td>
</tr>
<tr>
<td>2.5</td>
<td>-63.0</td>
<td>-63.5</td>
<td>-59</td>
<td>1.7</td>
<td>2.98</td>
</tr>
<tr>
<td>3</td>
<td>-73.0</td>
<td>-70.5</td>
<td>-67.8</td>
<td>0.7</td>
<td>9.05</td>
</tr>
<tr>
<td>3.5</td>
<td>-73.9</td>
<td>-72</td>
<td>-70</td>
<td>8.7</td>
<td>9.93</td>
</tr>
<tr>
<td>4</td>
<td>-75.9</td>
<td>-75.5</td>
<td>-76.8</td>
<td>6.2</td>
<td>12.18</td>
</tr>
<tr>
<td>4.5</td>
<td>-73.0</td>
<td>-74</td>
<td>-76.5</td>
<td>4.2</td>
<td>9.05</td>
</tr>
<tr>
<td>5</td>
<td>-73.6</td>
<td>-74</td>
<td>-69.5</td>
<td>5.7</td>
<td>9.63</td>
</tr>
<tr>
<td>5.5</td>
<td>-76.0</td>
<td>-75</td>
<td>-78</td>
<td>5.2</td>
<td>12.30</td>
</tr>
</tbody>
</table>

IV. APPLICATION

Possible scenarios for the use of the proposed method include: a hospitals, nursing homes, senior homes but also museums, airports or train stations.

One example [14] is shown in Fig. 7. and Fig. 8. Inside the senior's flat one can place TI CC2650 sensors for remote monitoring of the environmental conditions (ambient temperature, humidity, luminance). Added value of such Bluetooth LE (BLE) system is possibility of indoor target localization. Dedicated application (Fig. 8) with possibility of import flat schema and localization of sensor allows for calibration measurements of RSSI signal. Basing on this procedure it is possible to track target among short distances.

As there is no fixed standard which manufacturers are required to follow, signal strength indications are to be used for indication only and do not indicate the true absolute signal strength received. These values are reported by a piece of software which allows the operating system to use the wireless card – i.e. the drivers. These drivers feature the role of controlling and reporting the status of the card, and...
therefore the strengths reported by the card are highly dependent on the mapping which is established between hardware analog to digital converse values and RSSI values reported by the driver.

Different device design and usage by end users could also lead to different signal levels due to human influences. Furthermore, differences in the environment from interfering access points and devices, as well as human traffic and changes in furniture layout will cause different RSSIs to be received in the same location.

Disadvantages of the method:
- acceptable minimum version of Android is 4.2 (API 19)
- CC2560 - lack of continuous operation mode
- very unstable RSSI readings.

V. CONCLUSION

It was argued that there are many factors which can affect the RSSI returned by a BLE devices, including the antenna design, hardware design, drivers and the environment. Given the large number of factors governing the received RSSI, calibration is unlikely to be able to compensate for all of them, leading us to conclude that there is an inherent limit to the accuracy of a BLE positioning system especially when multiple devices are used.

Small scale signal variations (e.g. multipath) may greatly affect the RSS measurement. Variations of up to 30-40dB have been reported [15]. We have measured at least 2-6dB variations in indoor deployments of low power Bluetooth LE networks. Therefore, we would suggest that instead of using a single RSSI measurement to estimate distance, try using the average or median value of N measurements collected on the same spot (at least N=20) so that you can reduce the effect of small scale fading. Then you can use the log-distance model with more accuracy. If you have more measurements, extract the basic characteristics of the propagation environment first (like path loss exponent etc), to achieve better results. Another interesting issue is the question of the deployment of BLE tag's in the home environment for optimal readings and determination of the position.
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Abstract – A technique for the acquisition of an increased number of pupil positions, using a combined sensor consisting of a low-rate camera and a high-rate optical sensor, is presented in this paper. The additional data are provided by the optical movement-detection sensor mounted in close proximity to the eyeball. This proposed solution enables a significant increase in the number of registered fixation points and saccades and can be used in wearable electronics applications where low consumption of resources is required. The results of the experiments conducted here show that the proposed sensor system gives comparable results to those acquired from a high-speed camera and can also be used in the reduction of artefacts in the output signal.

I. INTRODUCTION

The rapid development of wearable electronics has meant that this technology is ever-present in everyday life; the number of such applications and solutions for human-machine interactions is constantly increasing. However, the miniaturization of these devices and the growing array of functionalities require the development of new interfaces. For many applications, for example septic-type interactions [1], the eye-tracking interface is a very convenient option. With just a glance from the user, it is possible to execute commands. This technology has many possible applications [2, 3]; however, it is still under continuous study [4, 5]. In addition, research to enhance video-based gaze tracking is needed to increase both the quality and the amount of data acquired by the system [6] as well as to increase the speed of real-time processing [7].

Since modern wearable electronics like smart glasses are multitasking devices, the design of interfaces within the constraints of the processor unit’s computational power is a challenge. In modern eye-tracking interfaces, the camera frame rate is a factor that can increase the potential number of applications of the interface. With the advanced image processing required for reliable estimation of eye and gaze position, the eye-tracking interface is the device which consumes the majority of the power resources. In addition, a need for high computational power and the excessive power consumption are difficult requirements to fulfil.

In gaze-tracking interfaces, it is important to achieve a correct image acquisition, an accurate calculation of the fixation point and the appropriate processing of these data. In practical applications, the time required by the CPU/GPU to process the data is significant [8] and the reduction of this time results in lower consumption of power, which is also important when considering the design of a battery charging circuit. It should be emphasized that studies which have presented new integrated circuits (ICs) have achieved effective results with software and hardware data processing, but these ICs are not in widespread use [9].

![Fig. 1 Prototype of the eGlasses platform](image)

The eGlasses (Fig. 1) electronic eyewear is a multisensory platform capable of running on both Linux and Android operating systems. The eye-tracking module is one of the eGlasses input interfaces. It allows operation by graphic user interface, controlled by gaze, and also provides data that can be used in interaction with everyday objects. The core elements of the eye-tracking module hardware are infrared LED-based eye surface lights, the camera that registers eye movements (eye camera) and the camera that registers the scene images (scene camera). In the current prototype, the eye-tracking module allows a 30 Hz sampling frequency at a resolution of 320x240 pixels. This sampling rate significantly decreases for higher resolutions (e.g., it is only 15 Hz for an image of 640x480 pixels resolution). The...
use of an optical sensor with low power consumption allows a high frame rate to be maintained, while preserving a high resolution in the eye-tracking camera. This study presents a technique for increasing the eye-tracker sampling frequency by combining the low-rate camera with the additional optical sensor. So far such an idea has been used mostly in non-wearable electronic equipment to minimize errors caused by head rotation [10].

The rest of the paper is organized as follows: Section 2 describes the methods, experimental stand and algorithm. The experimental set-up and results are presented in Section 3. Section 4 contains a discussion and potential applications for this new concept. Section 5 presents the conclusion.

II. METHODS AND MATERIALS

The underlying concept of this research was to use an eye-tracking camera and an additional simple optical sensor to increase the number of registered pupil positions. The principle of operation of the additional sensor was based on measurements of eyeball displacements. To evaluate this idea, a custom-built eye-tracker allowing measurement of pupil movements with a 180 Hz sampling rate was utilized. The optical sensor was then added to complement the eye-tracker. An appropriate test stand was built to conduct the experiments in a controlled environment.

A. Experimental Stand and Data

The experimental hardware equipment consisted of the three main components: the eye-tracking camera, the optical motion sensor, and a model of an eyeball made of plastic. The model was of spherical shape and contained an artificial pupil (Fig. 2).

The stand was equipped with two bearing servomotors (HD3688MG) and the frame was constructed using 3D printer technology. The construction had two degrees of freedom: horizontal (x) and vertical (y). The servomotors were controlled by a PWM signal from the microprocessor. This approach allowed independent movement in both the x- and y-directions.

Fig. 2 The 3D frame (Fr) with the eyeball model controlled by servomotors (Sv)

The servomotors allowed the eyeball position to be changed up to 25 times per second. With this frequency it was possible to simulate saccades that lasted 40 ms. Healthy eye movements were therefore able to be simulated [11]. The camera captured the pupil position with a frequency of 180 Hz. The basic parameters of the eye-tracker are presented in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye-tracking technique:</td>
<td>Dark Pupil, Pupil Centre Detection</td>
</tr>
<tr>
<td>Eye-tracking:</td>
<td>Monocular (left eye)</td>
</tr>
<tr>
<td>Data rate:</td>
<td>180 Hz</td>
</tr>
<tr>
<td>Accuracy:</td>
<td>0.7°</td>
</tr>
<tr>
<td>Precision:</td>
<td>0.5°</td>
</tr>
<tr>
<td>Light condition restrictions:</td>
<td>Yes</td>
</tr>
<tr>
<td>Eye-tracking camera resolution:</td>
<td>320x240 px</td>
</tr>
</tbody>
</table>

The eye camera was connected to a PC computer with the eye-tracking software installed and running on Linux OS. The main classes of the eye-tracking software covered eye and scene camera image acquisition, pupil-detection algorithms, video for Linux camera support, gstreamer and opencv camera support and fixation and gaze-tracking algorithms. The eye-tracking software offered three algorithms for pupil centre detection; this study was conducted using the most accurate one, based on the selection of pupil boundary candidate points and ellipse fitting.

a)

![Eye tracking system setup diagram](image-url)

b)

![Eye tracking system implementation](image-url)

To track the eyeball motion, the PAN3101, a low cost CMOS optical sensor integrated with DSP, was used. The
DSP serves as an engine for the estimation of non-mechanical motion. The optical navigation technology used in this optical sensor enabled investigators to measure changes in position by optically acquiring sequential surface images (frames) and mathematically determining the direction and magnitude of movement. The current x and y movements can be read from the registers via a serial port. The sensor required additional optics. The one used in this research (HDNS-2100) allowed application of the sensor at a distance of 7.5 mm from the eyeball model. In fact, this is currently a primary impediment to in vivo use of this sensor. However, it appears to be possible to increase the distance between the optical sensor and the eyeball, although this would require some changes to the angle between the mirrors and the focal length of the lens. The IR LED diode power should also be adjusted in accordance with safety limits [12]. During experiments, the sampling rate of the sensor was set to 125 Hz. The optical sensor was connected to the additional PC unit. All data acquired by the sensors were transferred using the UDP protocol to the external server for further integration and processing.

There were certain discrepancies in the parameters measured by each sensor. The camera was used to acquire pupil positions frame by frame in an absolute coordinate system, while the optical sensor measured the total eyeball movement (total shift between the last two frames). The shift was the sum of the movement before and after camera sampling, so the value of this shift had to be split proportionally between the frames (Fig. 4).

![Fig. 4 Output pupil positions and incoming data from both sensors: at a point (the eye camera) and proportional to a shift in time (the optical sensor)](image)

**B. Data Acquisition and Fusion Algorithm**

The concept underlying of this project was to insert a high frequency signal into a low frequency one (Fig. 5). The algorithm developed for this comprised two major parts. The first was a calibration procedure, while the second was devoted to calculating the additional pupil positions from data registered by the optical sensor, with reference to those captured by the camera. A description of the algorithm is as follows:

1. Start, set the first pupil position from the camera and reset the shift register in the optical sensor (timestamp = 0).
2. Get data from the optical sensor (timestamp, x and y movement).
3. Calculate a new pupil position by adding to the previous pupil position the scaled shift obtained from the optical sensor.
4. Repeat points 2-3 until new data from the eye-tracker is ready.
5. Get data from the eye camera (pupil position and timestamp t1) and update to a new fixation point.
6. Get data from the optical sensor and split information proportionally to time before and after timestamp t1.
7. Calculate a new pupil position based on data after t1.
8. Go to point 2.

![Fig. 5 Block diagram of the proposed algorithm](image)

**C. Experiments**

To evaluate the concept of extending a set of pupil positions recorded by the eye-tracking camera using data acquired by the optical sensor, several experiments were conducted. In the first experiment, a set of pupil positions were recorded over a certain period by both the reference eye-tracking camera (180 Hz sampling rate) and the optical sensor (125 Hz sampling rate). This was done in order to check the similarities of the paths recorded by the sensors. Pearson correlation coefficients were calculated separately for the x and y coordinates:

\[
\text{corr}_x = \frac{\sum (p_x - \bar{p}_x)(m_x - \bar{m}_x)}{\sqrt{\sum (p_x - \bar{p}_x)^2 \sum (m_x - \bar{m}_x)^2}}
\]

(1)

\[
\text{corr}_y = \frac{\sum (p_y - \bar{p}_y)(m_y - \bar{m}_y)}{\sqrt{\sum (p_y - \bar{p}_y)^2 \sum (m_y - \bar{m}_y)^2}}
\]

(2)

where \(p_x\), \(p_y\) are the x and y coordinates of a pupil position, \(m_x\), \(m_y\) are the x and y coordinates of the sample registered by the optical motion sensor, \(\bar{p}_x\), \(\bar{p}_y\) are the average values of pupil position samples along the x- and y-axes, and \(\bar{m}_x\), \(\bar{m}_y\) are average values of eyeball positions along the x- and y-axes, registered by the optical motion sensor.

Following this, a set of experiments exploring different patterns of movement were performed. Square-shaped
movements (Fig. 7) were used to calculate the proper constant ratio between the measurements from both sensors. A set of pupil positions from the camera was recalculated by using perspective transformation to compensate for the viewing angle. After calibration, various sequences of the eyeball movement were tested (ellipse, triangle and random) with a fixation duration of between 140 and 530 ms. Each session lasted for ten repeated sequences, and the measurements were stored with a synchronized timestamp.

The similarities between the pupil positions recorded by the camera and the eyeball movement acquired by the optical sensor are presented in Fig. 6. The calculated correlation between waveforms recorded by the eye camera at 180 Hz and the optical sensor at 125 Hz were strongly positive:

\[
\text{corr}_x = 0.91 \\
\text{corr}_y = 0.89
\]

In the next experiment, data square movement was implemented to calculate the ratio between sensors. The results are presented in Fig. 7 and numerical values are given in Table 2.

Following this, experiments were performed to check for dependencies between the information gain and the signal variability. The eyeball motion was programmed for fixation duration of 140 ms and data from 30, 10 and 5 Hz camera frequencies were enhanced by the optical sensor. The calculated pupil positions were compared to both reference signals: the high-speed camera and the theoretical route. For greater clarity, the results are presented in Figs. 8-10 and in Table 3. The axes of the coordinate system are pixels (except for the optical sensor figure) and the values plotted are the centred pupil positions.

\[
\begin{align*}
\text{MSE}_x &= \frac{1}{n} \sum_{i=1}^{n} (\hat{X}_i - X_i)^2, \\
\text{MSE}_y &= \frac{1}{n} \sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2,
\end{align*}
\]

where \( n \) is number of samples, \( \hat{X}_i \) and \( \hat{Y}_i \) are signal pupil positions in the horizontal and vertical dimensions, and \( X_i \) and \( Y_i \) are pupil positions from the reference signal (ideal movement or high speed camera).

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X ratio:</td>
<td>4.58*10^{-3}</td>
</tr>
<tr>
<td>X standard deviation:</td>
<td>1.59*10^{-4}</td>
</tr>
<tr>
<td>Y ratio:</td>
<td>2.49*10^{-3}</td>
</tr>
<tr>
<td>Y standard deviation:</td>
<td>2.08*10^{-3}</td>
</tr>
</tbody>
</table>
Fig. 8 Raw data before processing: a) ideal movement from the eyeball model; b) pupil positions recorded by the camera; c) eyeball shift measured by the optical sensor.

Fig. 9 The effect of decreasing information during reducing of the camera sampling rate: a) 30 Hz camera showing good reproduction of the signal; b) 10 Hz camera showing sufficient reproduction but with some information already lost; c) 5 Hz camera showing high distortion of signal.

In the last experiment (Fig. 11), a random motion was tested and the system also gave additional data where the sampling rate was insufficient.

Fig. 10 Enhanced signal after combining data from both sensors. Red squares are pupil positions from camera, and blue crosses are fixations calculated by the system a) 30Hz camera showing no new data compared to the camera system only; b) 10Hz camera signal showing some curves between points; c) 5Hz camera showing the largest improvement compared to using only the camera system.

Fig. 11 Experiment combining data from both sensors: a) Low speed camera (red squares) and calculated pupil positions (blue ‘x’) from optical sensor; b) reference high-speed camera.
IV. DISCUSSION

These experiments confirmed the assumption that data captured with the eye-tracking camera can be expanded using additional samples gathered by a faster optical sensor.

Some older studies state that the minimum sampling frequency to record saccades should be 300 Hz [13], but newer research shows that a 50-60 Hz sampling rate is sufficient [14]. The additional data acquired from the optical sensor (which can be set up to 3 kHz) should be sufficient for measurement of both fixations and saccades. The system developed here can be used in applications where a low computing time is required, e.g., in systems containing many peripherals that involve computational complexity [15].

Analytical study of the data obtained by means of the dual sensor system gives the expected results. The eyeball movement direction changed 9 times per second. When the camera sampling rate was three times larger than the signal variability, there was no new information gain after combining the data. When the signal fluctuates fast enough when compared to the camera sampling rate, the information gain increases. This can be used to find the optimal usage of computational resources with an acceptable quality of eye tracking in any mobile device.

The additional value of this system emerges from the first and last experiments conducted (Fig. 6 and Fig. 11). In these recordings, the camera eye-tracking algorithm shows small fluctuations or artefacts. In contrast, the optical sensor during the same timestamp shows no distortions. This feature can be used as redundancy and may result in increased reliability of the system.

V. CONCLUSIONS

The study performed here shows that it is possible to extend the number of pupil positions captured by the camera based on data provided by a much faster optical sensor. A high level of similarity between the expanded and reference datasets proves that the proposed algorithm is correct and reliable. The algorithm developed here may influence the implementation of the eye-tracing procedures utilised in wearable electronic devices such as smart glasses. The possibility of extending the number of pupil positions using the optical sensor allows for a significant reduction in the eye-tracking camera sampling rate, and thus enables reduction of the required computational power and power consumption.
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<table>
<thead>
<tr>
<th>Fixation period: 140 ms</th>
<th>MSE</th>
<th>Camera - Reference</th>
<th>Combined - Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>Shape 60 Hz - 180 Hz cam</td>
<td>0.09</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>Shape 60 Hz - ideal move</td>
<td>7.91</td>
<td>26.00</td>
<td>8.32</td>
</tr>
<tr>
<td>Shape 30 Hz - 180 Hz cam</td>
<td>0.16</td>
<td>0.63</td>
<td>0.71</td>
</tr>
<tr>
<td>Shape 30 Hz - ideal move</td>
<td>8.14</td>
<td>25.73</td>
<td>8.65</td>
</tr>
<tr>
<td>Shape 10 Hz - 180 Hz cam</td>
<td>3.56</td>
<td>20.33</td>
<td>3.40</td>
</tr>
<tr>
<td>Shape 10 Hz - ideal move</td>
<td>8.83</td>
<td>24.42</td>
<td>9.28</td>
</tr>
<tr>
<td>Shape 5 Hz - 180 Hz cam</td>
<td>12.65</td>
<td>124.06</td>
<td>2.66</td>
</tr>
<tr>
<td>Shape 5 Hz - ideal move</td>
<td>30.71</td>
<td>113.25</td>
<td>9.00</td>
</tr>
</tbody>
</table>
Abstract—Newly developed mHealth tools need to be tested in standardized conditions without possible patient harm before implementation. One possible approach to secure these two conditions is to analyze the mHealth tool in a medical simulation center. Medical simulation centers create realistic routine or emergency scenarios with the aid of computer-operated mannequins. Medical simulation is widely established, especially in emergency medicine, because it combines theoretical knowledge and practical skills. To evaluate a mHealth concept in the field of prehospital emergency medicine in a medical simulation center, distinctive scenarios should be used. The mHealth concept in this study was a mobile, high-definition, real-time video connection between the emergency site and a remote medical expert. Since all participants in this study confirmed that the chosen scenarios were realistic and relevant, a medical simulation center appears to be a suitable model for testing mHealth concepts in prehospital emergency medicine.

I. INTRODUCTION

NEWLY developed mHealth tools need to be tested in standardized conditions without possible patient harm before implementation. One possible approach to secure these two conditions is to analyze the mHealth tool in a medical simulation center. As AMMENWERTH and co-workers have explained [1], there are three ways of testing a new health information technology. The first way is to evaluate it in a laboratory, but the results are limited by a low external validity. The second way is a field evaluation test, but for this, both software and hardware have to be sufficiently mature to not possibly harm any person. So the solution is often the third way: a study in a medical simulation center, which combines good internal and external validity [1]. Usability studies in medical simulation centers are ideal for objective, structured analysis of new technical devices [2].

Simulations in general provide the facility to evaluate complex systems and the interaction of the different variables [3], [4]. MHealth concepts in emergency scenarios can be tested in computer generated simulation or in medical simulation centers. It could be shown that the former, for instance in the form of virtual reality, is a successful way of analyzing for instance fire emergencies [5]. This paper aims to analyze how the latter can be used to test mHealth concepts. In medical simulation centers (study) participants encounter realistic routine or emergency scenarios, which are created with the aid of computer-operated mannequins [6]. These scenarios are based on predefined, structured protocols, but are adapted dynamically, depending on the action of the participants. Thus, the participants see and feel the consequences of their individual actions [7]. Because medical simulation combines theoretical knowledge and practical skills, it is widely established, especially in emergency medicine [8], [9], [10]. It is frequently and successfully used in training at all stages of medical education and in research [11], [12]. It can be used for both individual settings and group settings and offers the opportunity to standardize while minimizing negative consequences of potential errors [9], [13]. Simulation studies offer the opportunity to conduct experimental cross-over trials with high internal validity. The external validity depends on how realistic the simulated scenarios are. The perception of how realistic a scenario in a simulation centre is, is influenced by three different aspects: the equipment fidelity, the environment fidelity and the psychological fidelity [14]. The equipment fidelity is characterized by the used hardware and software. The environment fidelity is mostly created by the appropriate surrounding for every scenario. Psychological fidelity is the ability of the individual participant to immerse into the simulated situation. Psychological fidelity can be increased by enhancing equipment and environment fidelity [15].

To evaluate a mHealth concept in the field of prehospital emergency medicine in a medical simulation center, distinctive scenarios should be used. Hence, it is important to generate scenarios of emergencies, which occur often and in
which an early start of the right therapy has a huge impact on morbidity and mortality. Three paramount examples are stroke, myocardial infarction and trauma. These emergencies belong to the “First Hour Quintet”, termed by the European Resuscitation Council. It describes five emergencies, which are life-threatening diseases, which require fast treatment [16], [17]. Stroke, myocardial infarction and trauma are also among the main causes of death in Europe [18]. Worldwide, they belonged to the group of top 10 leading causes of death in 2004 and prognosis for 2030 predicts them to be within the top 5 leading causes of death worldwide [19]. Thus, there are many approaches to improve the therapy of these emergencies; among them the application of mHealth. It could be shown, that mHealth for stroke in prehospital emergency medicine is feasible and beneficial [20].

To reflect the broad spectrum of emergencies, it is also important to include emergencies, which are especially challenging. Examples for those emergencies could be rare diseases and difficulties during pregnancy. The treatment of rare diseases often lacks standard operating procedures. Additionally, the emergency personnel might not have encountered a similar situation before, which increases the stress level. The complexity of difficulties during pregnancy is caused by the fact that the unborn child has to be considered, too. For instance, there are only a limited number of pharmaceuticals, for which it could be proven, that they can be administered during pregnancy without teratogenic or negative long-term effects for the unborn child [21]. Additionally, pregnancy changes many physiological parameters in women, which have to be kept in mind.

II. MATERIAL AND METHODS

To test the hypothesis, that medical simulation centers are ideal for testing mHealth concepts in prehospital emergency medicine, ten typical emergency scenarios were prepared from five different categories: “Stroke”, “Myocardial infarction”, “Trauma”, “Rare diseases” and “Difficulties during pregnancy”. All scenarios were structured to be handled according to the worldwide used “ABCDE”-approach to rapidly evaluate the emergency situation: “A” for airway, “B” for breathing, “C” for circulation, “D” for disability, “E” for exposure. Relevant details of the case have been included to be recognised by “SAMPLE”-history: “S” for symptoms, “A” for allergies, “M” for medication, “P” for past medical history, “L” for last oral intake and “E” for events leading to the illness/injury [22], [23].

The mHealth concept in this study was a mobile, high definition, real-time video connection between the emergency site and a remote medical expert. For this purpose a camera called LiveCity camera was used, which was developed in the European Union funded research project LiveCity [24], [25], [26].

According to usual guidelines in German emergency medicine two paramedics worked together as a team. Together they handled ten scenarios, five of them with a remote medical expert and five of them without. The sequence of the case scenarios and the assignment to the two cross-over categories was randomized.

When paramedics are alerted by the emergency dispatcher, they are provided with information about the location of the emergency, age and gender of the patient and the operation key word. The operation key word is based on the callers description of the emergency and indicates the kind of emergency [27], [28]. For all 10 scenarios in this study operation key words were developed. In general, every scenario followed this pattern:

The paramedics were presented with the operation key words and age and gender of the patient. After that, they entered the simulation room, where the mannequin was postured with additional props, to illustrate the specific emergency scenario. The paramedics then started to ask the mannequin questions regarding the emergency, took the medical history, measured the vital signs and examined the patient. According to the predefined case description, which was developed specifically for every scenario, questions were answered and the vital signs and findings in the physical examination shown. They were dynamically adjusted according to the actions of the paramedics. In the simulation cases with a remote medical expert, the paramedics could decide at which point during the simulation they wanted to start the video consultation. Depending on features of the emergency case (for instance the severeness and the urgency to start the treatment) and on traits of the paramedic (like level of experience and wish for reassurance) the consultation could start either right after hearing the operation key word or after finishing the diagnostics and initial treatment just for confirmation or at any given moment between that, as would be the case after the implementation of this mHealth system. All the scenarios ended, when the paramedics decided to start the transport to the hospital. That endpoint was chosen, because before the beginning of the transport, all major decisions regarding diagnostics and treatment have to be made. If the paramedics did not start transport within 27 minutes, the scenarios were terminated. This time limit was set, because in Germany in 95% the emergency doctor reaches the emergency site within 26.6 minutes [29]. Thus, in the majority of cases there would be an emergency doctor at the emergency site after 27 minutes to take over from the remote medical expert.

For the simulation in this study, the equipment of the paramedics contained all medical devices, that are statutory for an ambulance car in Germany according to DIN EN 1789 Typ C [30], [31]. These are, for instance, monitor of medical parameters (including body temperature, blood sugar level and 12-lead-ECG) and defibrillator, ventilator machine, medical suction machine, stiff neck and medical bag with...
drugs, dressing and devices to secure the airway and blood circulation.

The study was performed in the fully equipped high fidelity medical simulation center of the Department of Anaesthesiology at Greifswald University Medicine. To assess the outcome in practical, technical and psychological aspects, paramedics and doctors were interviewed by use of semi-structured questionnaires.

III. RESULTS

A total of 10 emergency doctors and 21 paramedics took part. Among the many aspects assessed by questionnaires in the LiveCity project, three key findings for this study will be presented. Table I shows how doctors and paramedics rated the statement “The scenarios were realistic.” Table II shows how doctors and paramedics rated the statement “The scenarios were relevant.” Table III shows how doctors and paramedics rated the statement “I took the simulation work seriously.”

Table I: “The scenarios were realistic.”

<table>
<thead>
<tr>
<th></th>
<th>Agree</th>
<th>Partly agree</th>
<th>Partly disagree</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctors (10)</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Paramedics (21)</td>
<td>9</td>
<td>11</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table II: “The scenarios were relevant.”

<table>
<thead>
<tr>
<th></th>
<th>Agree</th>
<th>Partly agree</th>
<th>Partly disagree</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctors (10)</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Paramedics (21)</td>
<td>14</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table III: “I took the simulation work seriously.”

<table>
<thead>
<tr>
<th></th>
<th>Agree</th>
<th>Partly agree</th>
<th>Partly disagree</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctors (10)</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Paramedics (21)</td>
<td>18</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

In this study, the majority of emergency doctors and paramedics confirmed that the simulation of the scenarios was realistic. They also acknowledged that the chosen scenarios were relevant examples of emergency situations. All paramedics and emergency doctors agreed or partly agreed that they took the simulation work seriously.

Great emphasis was put on high verifiability, fidelity and validity, which are three of the most important concepts of evaluating the quality of simulation [32]. These three concepts are interconnected. To achieve high verifiability, all 10 developed scenarios were tested and adapted beforehand. As mentioned above, the fidelity can be divided into equipment fidelity, environment fidelity and psychological fidelity. To increase the equipment fidelity in this study, the Laerdal mannequin Resusci Anne® (Laerdal Medical GmbH, Puchheim, Germany) was used and the vital signs were dynamically simulated with the monitor iSimulate ALSi® (Skillqube GmbH, Wiesloch, Germany). The Laerdal Resusci Anne is globally used in education and research [33], [34], [35]. To enhance environment fidelity, every scenario had different characteristic accessories, e.g. in one case of simulated heart attack, a patient was watching sports sitting on a sofa with a football flag while eating potato crisps. Psychological fidelity is the ability of the individual participant to immerse into the simulated situation. Because the psychological fidelity depends on equipment and environment fidelity, huge emphasis has to be on increasing both of the latter. In the concept, that the behaviour in the simulated scenario mirrors the behaviour in a real case, high authenticity is essential [36]. In this study all participants took their work very seriously during the simulation, and the majority rated the simulated scenarios as realistic. Thus, the possibility of the participants behaving in the study environment similar to their normal behaviour is very high. This implies a good external validity. Furthermore, all emergency doctors and paramedics partly agreed or agreed that the chosen scenarios were relevant. This is also an indicator for a good external validity.

V. CONCLUSION

Since all paramedics and emergency doctors confirmed that the chosen scenarios were realistic and relevant, a medical simulation center appears to be a suitable model for testing mHealth concepts in prehospital emergency medicine. It offers the opportunity to evaluate mHealth concept without potential patient harm.
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Abstract—The paper presents an example of model-based estimation of blood pressure parameters (onset, systolic and diastolic pressure) from continuous measurements. First, the signal was low pass filtered and its quality was estimated. Good quality periods were divided into beats using an electrocardiogram. Next, the beginning of each beat of the blood pressure signal was approximated basing on the function created from the sum of two independent distributions: Gaussian and exponential. The nonlinear least square method was used to fit measurement data to the model. The initial conditions for the fitting procedure were selected for each beat on the basis of its parameters. Finally, the diastolic and systolic values of blood pressure and onset were determined.

I. INTRODUCTION

THE BLOOD pressure analysis allows for a certain characterization of the cardiovascular system and thus the patient state. Therefore, it is very important to accurately estimate its characteristic values from noisy data (measurements). The methodology requires that certain steps are performed. First, the signal quality should be estimated in order to skip the fragments of the data which are too noisy. This can be done by using the methods proposed in [1], [2]. Next, the characteristic points of a full beat of blood pressure signal should be estimated. A different method of estimation can be utilized including a windowed and weighted slope sum function [3], a filter bank with variable cutoff frequencies, rank-order nonlinear filters, and decision logic [4], inflection and zero-crossing points of blood pressure, and then combinatorial amplitude and interval criteria to select the onset and systolic peak [5], wavelets [6], principal components [7], waveform descriptor compared with a customized template [8], determined lines and polynomial approximation [9] or Fourier series interpolation [10].

In our studies we have decided to use a model-based approach to obtain signal parameters. In such an approach the approximation results correspond to the selected model. Therefore, it is important that the model has a similar shape to the real signal. A simple solution is to use a polynomial model (like in R-wave estimation [11], which does not guarantee, however, correct results for longer parts of a signal. We have decided to use the more complicated exponentially modified Gaussian function. The exponentially modified Gaussian function was used in different applications like chromatography [12] or cell proliferation and differentiation [13], but to our knowledge, it has not been used in blood pressure modelling. The practical limitation of such a simple model is that the pressure waveform is a combination of incident and reflected waves. It affects the estimation of systolic pressure. In such an approach, the estimation of model parameters is crucial. Since there is a nonlinear dependence of the model parameters on measurement data, the nonlinear least square approach was used. The model parameters obtained allow to extract diastolic and systolic pressure, but also to compare different pulses using reconstructed parameters. These parameters allow a further data analysis including the dependence between heart rate and blood pressure analysis [14] or estimation of patient condition [15], [16].

II. MATERIAL AND METHOD

The continuous blood pressure and ECG were measured using a custom ECG module and CNAP monitor. Both devices were connected to the 16-channel USB Data Acquisition DAQ Module. All data relayed by the DAQ module were recorded by custom software. The block diagram (Fig. 1) presents a general overview of communication between DAQ and the proposed custom recording software.

The rapid measurement and analysis of the ECG signal was enabled by the dedicated ECG optimized pre-amplifier de-
signed and manufactured for the purpose of this study (Fig. 2). The overall amplification of the unit was set to approximately 5000. The bandwidth was limited to 0.05 Hz-60 Hz with a dedicated 50 Hz notch filter. A similar solution was used in [17] and [18]. To improve the CMRR, a dedicated DRL circuit was implemented. Blood pressure was measured by means of a standalone CNAP monitor. It enabled the continuous monitoring of blood pressure and pulse rate. All utilized hardware and software came from different vendors which made the integration of the measurements slightly challenging. The CNAP monitor analogue output was connected, next to the custom ECG unit, to the additional PC by means of the DAQ Module. Dedicated software was used for reading the data from the data logger. The measurements were triggered over the network by the UDP protocol. Because ECG and CNAP were registered by means a DAQ data logger there was no delay between measurements. The use of external trigger (over network) allows to extend the measurements by additional parameters like respiration rate, etc. The UDP protocol ensured simple and quick data transfer. Moreover, the UDP allowed for multicast traffic which is very convenient for synchronized measurements of different biosignals.

The data were collected from three healthy men at the age of 28, 33 and 47. The duration of measured signals (including blood pressure, ECG, respiration and eye movement - not used in the present study) was 120 seconds for each person.

The measured signals were sampled with 1 kHz frequency. This relatively high frequency is required to obtain a large number of data for each beat of pressure. This allows to increase the accuracy of the approximation results. First, the continuous blood pressure signal was filtered using a low pass FIR filter (order 1256) with cut off frequency equal to 16 Hz. This made it possible to remove the high frequency noise without modifying the shape of the signal and respiratory influence. The Matlab fitfilt function was used, and consequently there was no delay between the raw and filtered data. After blood pressure preprocessing, the R-wave of the electrocardiogram was detected using [19] algorithm. The shape of the blood pressure wave was good enough to skip the above-mentioned quality measure calculations. For each R-wave detected, the minimum of the blood pressure signal was sought. The search was carried out up to 200 ms from the R-wave detected. If there was more than one point of the minimum, than the latest minimum was chosen as a reference \( t_{min} \). Next, the time of the maximum of the blood pressure was sought at the 400 ms window. If there was more than one point, the latest value was chosen \( t_{max} \). The last step was choosing the time interval for signal approximation \( t_{min} = 10 \text{ ms}, t_{max} = 150 \text{ ms} \). Each beat was approximated using the model derived from convolution of two independent additive processes: Gaussian and exponential (ex-Gaussian model)

\[
f(t) = C + M \frac{\lambda}{2} \exp \left( \frac{(\lambda^2 \mu + \lambda^2 \sigma^2 - 2t)}{2} \right) \times 
\left( 1 - erf \left( \frac{\mu + \lambda \sigma^2 - t}{\sqrt{2} \sigma} \right) \right)
\]

where \( M \) is a constant required to stretch the function to the desired range of beat pressure, \( C \) is a constant which determines the level of the signal (diastolic blood pressure), \( \mu \), \( \sigma \), \( \lambda \) are parameters describing the properties of the function (\( \mu \) and \( \sigma \) come from the Gaussian model and \( \lambda \) from the exponential model). The \( erf(\cdot) \) is an error function

\[
erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt
\]

Having \( t_{min} \) and \( t_{max} \) initial values for fitting were calculated as follows

\[
\mu_{init} = t_{max}, \sigma_{init} = (t_{max} - t_{min})/2, \lambda_{init} = 10
\]

\[
M_{init} = (BP(t_{max}) - BP(t_{min}))/4, C_{init} = BP(t_{min})
\]

where \( BP \) is the registered continuous blood pressure signal. The lsqnonlin Matlab function was used to find the global minimum for the nonlinear least square problem. The systolic and diastolic blood pressure was determined from the minimum and maximum values of each estimated beat. A more complicated issue is onset calculation. In the approach assumed, it was represented by the point of the maximum curvature of the estimated model, where the curvature was determined from

\[
curve = \frac{|f''(t)|}{(1 + (f'(t))^2)^{3/2}}
\]

To allow comparison with other methods, the algorithm was tested on publicly available data. The 037 record from the MIMIC database [20] was used. Since the data were sampled at 125 Hz, the FIR filter was redesigned (order 157). The analysed data were restricted to the beats with SBP<180 mmHg and DBP>20 mmHg. This simple operation was conducted to remove the extremely high and low peaks. The median error for SBP, DBP and onset as well as the RMS error (RMSE)

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{data}(i) - \text{approximation}(i))^2}
\]

were calculated for the first 15000 beats. In equation 5, \( \text{data} \) represents either SBP, DBP or onset obtained from annotations, while \( \text{approximation} \) represents the same parameters obtained from the algorithm proposed. The \( \text{data} \) values are integers so \( \text{approximation} \) values were convert integers as well.
III. RESULTS

Example of the fitting results (Fig. 3) and founded onset points (Fig. 4) as well as the influence of sampling frequency on DBP and SBP are presented (Figs. 5 - 6).

There were certain difficulties with the analysis of the reference data for 298 of 15000 beats. Modification of one initial data from $\sigma_{\text{init}}$ to $0.6\sigma_{\text{init}}$ succeeded in 187 cases, while for the last 111 cases, further modification of one initial data from $0.6\sigma_{\text{init}}$ to $0.5\sigma_{\text{init}}$ succeeded in 26 cases. Convergence was not obtained for 85 beats. The median error for SBP, DBP and onset was equal to 2 mmHg, 2 mmHg and 0 samples, respectively, while the $RMSE$ error was equal to 4.97 mmHg, 3.23 mmHg and 2.40 samples. Removing 1% of the worst approximation results reduced the $RMSE$ error to 3.08 mmHg, 2.64 mmHg and 2.28 samples, respectively.

IV. DISCUSSION AND CONCLUSIONS

The results of approximation were highly satisfactory (Fig. 3). In the case of polynomial approximation, the results were much worse. An example of such approximation using 3-rd and 5-th degree polynomial is presented in Fig. 7. The difference between systolic and diastolic blood pressure calculated from low pass filtered data was similar to the approximated one. To reduce the problem of onset detection, the ECG signal was used as a reference. The main problem in nonlinear least square fitting is choosing the starting point for every iteration. Its influence was estimated by perturbing initial conditions. The results of fitting were most sensitive to the $\mu$ parameter.

Even a change of 5% in the initial value caused poor fitting results. The distortions present in the recorded signal caused problems with the estimation of the fitting error. Thus, the results were compared to the fitting with the initial values. The quality of fitting using the initial values was estimated by visual inspection and a comparison of diastolic and systolic blood pressure with the values calculated for the low pass filtered blood pressure signal (defined as the minimum of blood pressure after R-wave - for the diastolic, and the maximum after DBP for the systolic). The fitting results were much less sensitive to the initial value of $\sigma$. Satisfactory results were obtained for values which were as much as ten times smaller and five times greater. Similar results were obtained for the initial $\lambda$ estimation. The method presented was more...
sensitive for the initial values of $C$ and $M$. Based on the experiment conducted we have assumed that a deviation of 5% is acceptable for $C$. In the case of parameter $M$, satisfactory results could be obtained when the value was in the range between 50% and 120% of the initial value.

The nonlinear least squares fitting can use the Jacobian calculated analytically or numerically. We did not notice any significant differences in the results obtained regarding the method of Jacobian calculation. The difference in systolic and diastolic values was lower than $10^{-3}$ mmHg, while the difference in onset was lower than 0.1 ms.

The sampling frequency did not influence the results obtained. Down sampling of the blood pressure signal from 1 kHz to 125 Hz did not modify the estimation of DBP and SBP significantly (except for one sample) (Figs. 5 and 6).

The diastolic blood pressure can be easily obtained from the model (\( DBP=\alpha C \)). The analytic estimation of systolic blood pressure requires solving a nonlinear equation. The advantage of the proposed approach is that the calculated parameters: $\mu$, $\sigma$, $\lambda$ can be used to estimate the arteries’ condition and their changes.

In our approach the onset estimation bases on finding the maximum curvature of the estimated model curve. To prevent finding the maximum value of the model as the point of maximum curvature, the search was limited to 50 ms after the beginning of each beat. The sampling frequency did not have a large influence on onset detection. The difference between values obtained for 1 kHz and 125 Hz sampling frequency was lower than 7 ms (except for three peaks). The approach adopted for onset detection can be modified by introducing an additional parameter $p$, which will allow the onset point to be shifted. The curvature will then be defined as

$$
|f''(t)| \sqrt{p + (f'(t))^2}^{3/2}.
$$

In general, the reference ECG signal is not required. The beat localization can be obtained by using only the blood pressure waveform (for example by using the algorithm proposed in [3]), and the proposed model can be then used to obtain signal parameters.

The results obtained from the reference data are satisfactory. Some problems may be due to the relatively low sampling frequency and possible distortions in the analysed signal. Better results can be obtained by further modifying the initial parameters.

The analysis of all the results obtained enables the conclusion that the proposed method of blood pressure parameters estimation using the ex-Gaussian model is suitable to the requirements and reliable.
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Abstract—Respiration rate is a very important vital sign. Different methods of respiration rate measurement or estimation have been developed. However, especially interesting are those that enable remote and unobtrusive monitoring. In this study, we investigated the use of smart glasses for the estimation of respiration rate especially useful for indoors applications. Two methods were analyzed. The first one is based on measurements of respiration-related body movements using an accelerometer. The second one uses the thermal camera to observe temperature changes in the nostril region. For both methods signals were extracted, filtered and processed using two different respiration rate estimators. Both methods were validated during experiments with the participation of volunteers using the respiration belt as a reference measurement method. Results proved that for both methods it is possible to reliably estimate the respiration rate with Root Mean Square Error lower than 2 breaths per minute, which is sufficient for medical screening.
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I. INTRODUCTION

Smart glasses are wearable devices that can extend human senses and capabilities of information processing. Additionally, the near-to-eye display could provide graphical information with much higher privacy than a smartphone or a tablet. Smart glasses can be equipped with different sensors (e.g. accelerometers, gyroscopes, cameras), communication interfaces (e.g. WiFi, Bluetooth), etc. Recently, many devices have been proposed on the consumer market, including Google Glass, Epson Moverio BT-200, Recon Jet, Lumus DK-40, etc. [1]. Many ideas and demonstrations of potential roles of smart glasses in healthcare have been presented. Some include improved visualization of veins locations (Evena Medical [2]), access and visualization of data from medical records [3][4][5], presentation of vital signs on the display of smart glasses (Philips [6]), etc.

In this paper we analyze the possible role of smart glasses in estimation of respiration rate. Smart glasses were previously used to estimate some vital signs [7][8]. Typically, the pulse rate was estimated using photoplethysmography [9] or respiration rate (and pulse rate) using data collected by an accelerometer or gyroscope of the Google Glass [7]. Additionally, for the identified patient (e.g. using face recognition [10] or using graphical markers like QR-code [11][12]) the measured vital signs or other health-related data can be automatically uploaded to the healthcare information system. The goal of this paper is also to analyze two different respiration rate estimators applied to short-time data collected using the accelerometer or the thermal camera. Respiration rate is typically monitored using masks with thermistors, analyzing ECG drifts or using clinical observations. It is especially important in quality of sleep analysis (e.g. for sleep apnea detection [13]). Some remote methods use analysis of video sequences recorded from the chest region [14] looking for respiration-related movements. Those recordings are typically performed using visible light cameras [15] and infrared cameras [16][17]. Thermal recordings were typically performed using cameras with good spatial resolution [18][19] performing respiratory rate analysis in the frequency domain.

The rest of the paper is structured as follows: Section II presents the proposed methods. Results are described in Section III. Section IV present a discussion of results and concludes the paper.

II. METHODS

A. Measurement systems

Respiration is important measurement of the body's most fundamental function. Smart glasses can use different sensors to measure or estimate respiration rate (for the observed person and for the wearer). Here, we assume that respiration rate can be estimated using analysis of data captured: with accelerometer/gyroscope sensors - for the user of smart glasses and with the thermal camera - for the observed person. Both measurement methods were implemented in the eGlasses prototype, developed under the eGlasses project (www.eglasses.eu). This experimental platform is dedicated to research activities, so different electronic modules can be changed; it is possible to print another cover using 3D printer, add sensors or electrodes, change the display, etc. The current prototype uses OMAP 4460 processor with 1GB RAM, 1024x768 transparent display from Elvision Company, 5MPx camera, WiFi and Bluetooth 4 wireless interfaces, different sensors (accelerometer, gyroscope, magnetometer, OMRON D6T thermal sensor, etc.), eye-tracker and extension slots. The Android 4.1 OS and Linux Ubuntu OS have been already tested. For the goals of this paper the accelerometer and the thermal camera module were used.

B. Accelerometer and respiration rate

The used single-chip MPU-6500 (Invesense) integrates the 3-axis accelerometer, the 3-axis gyroscope, and the onboard Digital Motion Processor™ (DMP) in a small, 3 mm x 3 mm x 0.9mm package. The device can operate from 1.8V and...
 consumes 6.1mW in full operating mode (33 µW in low-power mode). The typical offset of the accelerometer is ±60 mg and 300 µg/√Hz of noise. The location of the chip on the base board (Fig. 1) enables the measurement of acceleration in x direction (head top to down), y direction (back of the head towards face) and z direction (ear-to-ear direction).

![Fig. 1. a) The eGlasses prototype with the indicated location of the (side) base board with sensors. b) The layout of the (side) base board with the indicated axes of the accelerometer and gyroscope.](image)

It is assumed that respiration activities influence body (head) movements so it should be possible to estimate the respiration rate. Typically, the acceleration module is calculated as:

\[
\lvert a \rvert = \sqrt{a_x^2 + a_y^2 + a_z^2},
\]

where: \(a_x\), \(a_y\), and \(a_z\) are the measured acceleration values for particular directions.

In this work, measured signals (\(|a|\) or directional \(a\) signals) are resampled (to \(f_s=11\text{Hz}\)) and normalized (mean removal). Next, filtration is used to remove noise and non-respiratory related signal components. The moving average is used (window size \(s_x/2\)) and the band-pass Butterworth filter (4th order) to pass frequencies between 6bpm and 40bpm. Finally, two respiratory rate estimators are applied (described later).

C. Thermal camera and respiration rate

The respiration rate was also analyzed using sequences of thermal images recorded for nostril regions. The FLIR Lepton thermal camera module, located in the designed front board, was used for thermal recordings (Fig. 2). It is characterized by high dynamic range (14bits), small size (<1cm²) and relatively small spatial resolution (80x60).

The multistep procedure was used for the estimation of respiration rate. First, a sequence of thermal frames was captured during the short time period (30s windows were used in the experiments). Next, in this preliminary study, the nostrils region (a rectangle with width = nose width) was manually selected directly around/below the nose. Then, the nostril ROI was used to calculate the average pixel value inside that ROI. The operation was repeated for each frame producing a 1-D signal (time series) of infrared (thermal) radiation changes. Next the same filtration was used for signals obtained for the accelerometer (i.e. moving average and Butterworth band-pass filter).

D. Respiration rate estimators

Two respiration rate estimators were analyzed for signals obtained for the accelerometer and for the thermal camera. The first estimator, \(eRR_{sp}\), often used in other studies, identifies the frequency in the frequency domain of the analyzed signal, for the dominating peak in the frequency spectrum.

![Fig. 2. a) The module with cameras: visible light camera (top) and Lepton infrared camera (bottom). b) The location of the module in the eGlasses.](image)

The second estimator, \(ePR_{ac}\), analyzes the periodicity of peaks locations for the autocorrelation function in time domain as a function of time lags. The autocorrelation for different time lags is calculated and the period is determined calculating an average time differences between detected peaks. As a peak detector we used a method looking for a local minimum and a local maximum, for which their difference is greater than the threshold value \(T\):

\[
d=s_{\text{fs}}(t_{j+1}) - s_{\text{fs}}(t_{j}), \quad d>T,   \tag{2}
\]

where: \(s_{\text{fs}}(t_{j+1})\) - filtered signal value of the local minimum at \(j\), \(s_{\text{fs}}(t_{j})\) - filtered signal value of the local maximum at \(j+1\).

The threshold value \(T\) was calculated in two phases. In the first phase \((T=T_1)\) as:

\[
T_1=K_1\times(\max(s_{\text{fs}}(t))-\min(s_{\text{fs}}(t))),   \tag{3}
\]

where \(K_1\) was the scaling value set to 0.33.

Then the median of the detected peak-to-peak gradient values was calculated. The scaled \((T_{K_2}=0.25)\) median value was used as the threshold value \((T=T_2)\) in the second pass of the algorithm to detect final peaks of each signal.

The calculated frequencies for both estimators were multiplied by 60 to obtain results in breaths per minute (bpm, e.g. \(ePR_{ac}=f_{ac}*60\)).

E. Experiments and validation

The analyzed methods for the estimation of respiration rate were validated during experiments with the participation of 11 volunteers (mean age: 39.73±11.98). Subjects were asked to seat comfortable and not move except natural breathing. Then, separately, data were measured during 1min, by two devices. In parallel, the pressure, chest belt (Vernier RMB) was used as a reference. To synchronize signals subjects were asked to hold the breath at the beginning of data recording. Measured signals were analyzed manually to calculate reference respiration rate (RR) values. According to the RR definition (number of respiration events in time) the complete periods between successive inspirations were indicated and counted in 30s long time windows. The RR was calculated as:

\[
RR=(N_{RR}*60)/(t_{le}-t_{le}), \tag{4}
\]

where: \(N_{RR}\) - number of respiration events (inspiration to inspiration), \(t_{le}\) - time of the end of the last event, \(t_{le}\) - time of the start of the first event.
III. RESULTS

A. Accelerometer and respiration rate

Table I presents results of the respiration rate estimation for measurements performed using the accelerometer of smart glasses and using the reference respiration belt.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Chest Belt</th>
<th>Accelerometer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR [bpm]</td>
<td>eRR_sp</td>
</tr>
<tr>
<td>S05</td>
<td>20.000</td>
<td>20.510</td>
</tr>
<tr>
<td>S06</td>
<td>15.000</td>
<td>13.184</td>
</tr>
</tbody>
</table>

The values of RMSE for particular estimators are: for the belt: \( \text{RMSE(eRR_sp)} = 0.73 \), \( \text{RMSE(eRR_ac)} = 0.50 \); for the accelerometer: \( \text{RMSE(eRR_sp)} = 2.99 \), \( \text{RMSE(eRR_ac)} = 1.73 \). Signal examples are presented in Fig. 3: measured signals by the accelerometer (subject S05) and obtained results (spectrum for the filtered signal, and autocorrelation as a function of time lags with the detected peaks).

![Fig. 3](image1.png)

**Fig. 3.** Top: Signals from the accelerometer for subject S05. Bottom: Spectrum of the filtered signal and autocorrelation signal as a function of time lags with indicated detected peaks.

Table II presents results of the respiration rate estimation for measurements performed using the thermal camera of smart glasses and using the reference respiration belt.

![Table II](image2.png)

**Table II.** Results of respiration rate estimation for the thermal camera

<table>
<thead>
<tr>
<th>Subject</th>
<th>Chest Belt</th>
<th>Thermal camera</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR [bpm]</td>
<td>eRR_sp</td>
</tr>
<tr>
<td>S01</td>
<td>17.900</td>
<td>18.281</td>
</tr>
<tr>
<td>S02</td>
<td>13.000</td>
<td>12.188</td>
</tr>
<tr>
<td>S03</td>
<td>12.188</td>
<td>12.188</td>
</tr>
<tr>
<td>S04</td>
<td>18.200</td>
<td>18.281</td>
</tr>
<tr>
<td>S07</td>
<td>7.200</td>
<td>7.620</td>
</tr>
</tbody>
</table>

In Fig. 4a some examples of thermal images captured during inspiration and expiration events are presented. In Fig. 4b examples of the filtered signal of thermal radiation changes in the nostril ROI (subject S01) and obtained results (spectrum for the filtered signal, and autocorrelation as a function of time lags with the detected peaks) are presented.

![Fig. 4](image3.png)

**Fig. 4.** Top: Thermal images for inspiration and expiration events. Bottom: Filtered signal, spectrum of the filtered signal and autocorrelation signal as a function of time lags with indicated detected peaks.

IV. DISCUSSION AND CONCLUSIONS

In this study we proposed the use of smart glasses for the estimation of respiration rate using two sensors. The first method was based on measurements performed with the accelerometer. As it could be observed in Fig. 3a respiration-related movements are mainly (for most participants) observed in x direction (head backward/forward). This is probably related to head movement during inspiration, when the chest cage/lungs are filled with air causing natural head movement to the back. The calculated RMSE value for the eRR_ac estimator shows that the respiration rate can be estimated with relatively good accuracy. This is usually good enough for medical screening purposes. For most subjects the accuracy of the respiratory rate was up to 2 bpm. However, as it could be observed for S04, in some cases the result is not acceptable. It is important to underline, that the value of respiration rate is always calculated for a particular time window. So manually
calculated RR values for the belt-based signals are a little bit different that values automatically calculated by two estimators. This is also caused by analyzing different time windows. The manually calculate RR values considered only the whole inspiration-to-inspiration periods. Other estimators used all samples. Additionally, the estimator based on the frequency domain has limited accuracy due to the finite frequency resolution. For example, taking $N=330$ samples and $fs=11Hz$, then spectral resolution is $(11/330)*60=2.9$ bpm. For experiments with the use of the accelerometer the $eRR_sp$ gave worse results than the $eRR_ac$ estimator performing operations in time domain. The experiments were performed under optimistic conditions – subjects did not move. Further research is required to verify the methodology in more natural conditions (head movements).

Experiments performed for the small thermal camera module gave very good results. The respiration rate can be easily and reliably estimated using the described method. The method has of course limits related to required gradient between values of body temperature and ambient temperature. However, when used indoors the required temperature gradient is practically usually fulfilled (e.g. air-conditioning). One of the most interesting finding is that even such a small spatial resolution is not a problem for locating nostril regions and obtaining high dynamics of signals (ambient temperature of the laboratory room when experiment took place was high, 24-27°C). In this work we proposed the use of very small thermal camera with small spatial resolution that is used for smart glasses. We also compared two different estimators: one operating in frequency domain, the second one in time domain. Results proved high accuracy of the method and both estimators. However, in this study we used manually selected ROI for nostril area. This can be performed automatically using automatic face detection for thermal images and detection of nostril regions [20]. This will be a subject for further study. It is also important to investigate different signal quality measures that can be used to evaluate if the measured signal (or RR value) is more or less reliable. Such possible measures can analyze the spectral purity of the periodical components (e.g. Hijorth parameters [21], etc.) or other similar parameters (goodness of fit for parametric models [22], periodicity of the autocorrelation function, etc.).

Using smart glasses senses of a healthcare professional could be extended providing additional knowledge about a patient acquired during routine interviews. This is more natural method of observation because it does not influence the patient by using (wearing) additional equipment. Additionally, smart glasses can provide very good source of medical data for self-diagnostics of the smart glasses user. However, practical application of such methods requires comfortable design of smart glasses, which is a task for further research.
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Abstract—Human activity recognition in Ambient Assisted Living (AAL) is an important application in health care systems and allows us to track regular activities or even predict these activities in order to monitor healthcare and find changes in patterns and lifestyles. A review of the literature reveals various approaches to discovering and recognizing human activities. The presence of a vast number of activity recognition issues and approaches has made it difficult to make accurate comparisons and assessments. Introducing the five basic components of activity recognition in the smart homes as a famous environment to remote monitoring of patients and independent living for elderly, the present paper proposes SARF framework to classify each of activity recognition approaches and then it is evaluated based on the proposed classification by some proposed measures. Using SARF proposed framework can play an effective role in selecting the appropriate method for human activity recognition in smart homes and beneficial in analysis and evaluation of different methods for various challenges in this field.

I. INTRODUCTION

In recent years automatic human activity recognition has received considerable attention due to the growing demand in many applications such as healthcare systems for monitoring the Activities of Daily Living (ADL) in smart homes, especially due to the rapid growth of elderly population, in surveillance and security environments to automatic detection of abnormal activities to alert the relevant authorities about the potential criminal or terrorist behavior, in activity-aware services to convert ideas like smart meeting rooms, home automation, personal digital assistants from science fiction to everyday fact and in entertainment environments to improve human interaction with computers [1][2][3].

Due to the many uses of activity recognition in smart homes and the availability of various approaches in this field, comparison and accurate evaluation of existing methods is difficult. Therefore, providing an account of these activity recognition approaches seems to be essential. The main contribution of this paper, after briefly introducing five basic components of human activity recognition in smart homes, is proposing SARF framework to classify different methods in this field. Then, this framework is analyzed in terms of approaches, their characteristics, challenges and also proposed measures.

The remainder of this paper is organized as follows: In Section II, basic definition for human activity recognition and its capabilities in healthcare systems will be introduced. In Section III, the overall structure of human activity recognition process in smart homes will be described in form of five basic components. In Section IV is represented the proposed SARF framework according to various activity recognition approaches and in Section V the proposed classification based on proposed measures will be evaluated.

II. HUMAN ACTIVITY RECOGNITION IN AMBIENT ASSISTED LIVING

Nowadays learning and understanding the observed activity [2][4] and event mining [5][6] are central to many fields of studies. The activities of an individual affect him/her, the people around him/her, society and environment [1]. Activities refer to complex behaviors consisting of a sequence of actions and/or overlapped and interwoven actions that can be performed by a single individual or several individuals interacting with each other [1][4]. Activity recognition in healthcare systems considered as a way to facilitate the work of healthcare in order to treat and care for patients, reduce the workload of medical staff, decrease hospital stays for patients, reduce costs and improve the quality of life for people who need care [1][2]. Medical experts believe one of the best ways to identify and explore emerging medical conditions is to monitor changes in daily activities, before these conditions become serious [7].

Recently human-activity discovery [8], recognition [9], prediction [10], and abnormalities detection [11], have attracted great interest because of their high potential in context-aware computing systems such as smart environments. Activity recognition in smart homes has made it possible to track occurrences of regular activities in order to monitor healthcare and find changes in activity patterns and lifestyles, so can be a great help in providing automation, security and most importantly remote health monitoring for elderly or people with disabilities [7][8].

Thus, in recent years activity recognition has become one of the application areas in healthcare systems such as AAL and is leading important research activities including Care-Lab, CASAS, Gator-Tech, HIS, Aware Home, SELF, iDorm, MavHom [12].

In this study, a comprehensive classification and evaluation of human activity recognition techniques in smart homes as an AAL system is introduced which tries to cover all existing approaches.
III. BASIC COMPONENTS IN HUMAN ACTIVITY RECOGNITION PROCESS

The process of human activity recognition follows five steps including Sensing, Preprocessing, Feature Extraction, Feature Selection and Activity Learning Techniques [1][13]. Fig. 1 represents basic components of human activity recognition. Note that, depending on environmental conditions, the types of sensors used and the type of data collected, some of these steps may not be needed. Each of these steps will investigate in the following sections.

A. Sensing

In the first step sensing is performed by the sensors and the data are collected in a database [4]. In fact, this step is responsible for collecting sensor data from smart home environment [13]. The data is sent as a signal to perform preprocessing. Signals contain information about the object which is observed and measured [1] and can be numeric, time, multimedia or even quality signals.

In order to monitor human activities in smart homes wide variety of sensors have been used and there are different perspectives to sensors classification. The sensor classification from two general perspectives is also shown in Fig. 1.

The discrete sensors including Passive Infra-Red (PIR), Contact Switch Sensors (CSS) and Radio-Frequency Identification (RFID) have binary output. Due to simplicity and unobtrusiveness nature of captured data from detected objects or residents states, they are very popular. Opposite side of discrete sensors are continuous sensors including Physiological, Ambient and Multimedia sensors with simple or complex data streams such as real numbers, images or voices [1][3][14]. In one point of view, sensors are wearable or environmental. The wearable sensors including Inertial (e.g. Accelerometers and Gyroscopes) and Vital Signs sensors (e.g. Bio-sensors) [3]. Individuals use wearable sensors to generate more information about posture, motion, location and people interaction [15]. Environmental sensors are used to capture data about smart home environment such as temperature, humidity, light, pressure, noise, and etc. [14]. They are not customized for a single resident; therefore, they can be used to group activity monitoring but they cannot discriminate between residents motions or actions [1]. The example of gathered sensor data which has a binary output shown in Fig. 2 generated by the CASAS data collection system automatically.

B. Preprocessing

The aim of preprocessing is to reveal information on signal, noise reduction and to remove excess information [3]. Cleaning, completing and normalizing data are the basic tasks in preprocessing including particle filters, median filters, kalman filter, low-pass filter and discrete wavelet package shrinkage and etc. to noise reduction. Also, linear and nearest neighbour and cubic interpolation using to fill in the missing values [3][16]. Because of the continuous flow of sensor-based information, it should be divided into segments to be easily recognizable by a trained classifier [3][17].

Various approaches can be used to address segmentation of sensor events for activity recognition such as Change Point Detection (CPD), Time Slice based Windowing (TSW) and Sensor Event based Windowing (SEW) [1][17]. The CPD is an unsupervised segmentation and the idea is to find sudden changes in time series and recognize similar activity borders in real time [1]. The TSW is segment readings provided by inertial sensors and widely used in physical activity recognition. The SEW contains the same number of sensor events and segments the streaming data into sub-sequences [17]. Fig. 3 represents the schema of TSWs and SEWs segmentation.

In some cases (i.e. using supervised learning) at this step data annotation is done [13]. Accurate annotation of activities is important for performance evaluation of recognition models [9]. Annotation methods are divided in to two categories: Off-line and Online methods. In Table I characteristics of different approaches in data annotation are represented. The output of this step as discretized data will be sent to Feature extraction step.

C. Feature Extraction

At this step the discretized data is considered as input and the feature vector as output. The purpose of this step is to select and maintain features that contribute to activity recognition. Depending on the kind of data, this step can vary [11]. The most commonly used approaches in this area

![Fig. 1. Basic components of activity recognition process](image1)

![Fig. 2. Raw data from discrete sensors](image2)
<table>
<thead>
<tr>
<th>Annotation Approach</th>
<th>Description</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-line Minimum Intervention</td>
<td>Inferences are done by using cameras, video data or recorded voices.</td>
<td>High Accuracy, No need to user annotation</td>
<td>Time consuming and computationally expensive, Based on resident tracking before data analysis, Lack of scalability in resident and activity increasing, Lack of privacy preserving</td>
</tr>
<tr>
<td>Indirect Observation</td>
<td>Utilizing self-inference and sensor activation visualization by location, time and sensor location. Annotation has been done by residents and supervisors or just residents. Then these annotated data will store in a database.</td>
<td>High Accuracy, No need to user annotation</td>
<td>Time consuming and computationally expensive, Based on resident tracking before data analysis, Lack of scalability in resident and activity increasing, Lack of privacy preserving</td>
</tr>
<tr>
<td>Online Experience Sampling</td>
<td>Utilizing self-report such as record activity information on paper or PDAs. This method is based on periodic alarm in resident environment to do annotation.</td>
<td>Reduce errors, Fast, Easy to use, Better in convergence</td>
<td>Make one-sided or unrealistic data, Make interruptions in residents activities, Useless in a smart homes with elderly residents with dementia disease</td>
</tr>
<tr>
<td>Direct Observation</td>
<td>In this method supervisor determine specific activities which have to be done by residents so the right activity label even before performing activities are clear.</td>
<td>Accurate annotation</td>
<td>Time consuming</td>
</tr>
<tr>
<td>Time Diary</td>
<td>Use topic models such as LDA in order to provide brief description from activities in data, automatically.</td>
<td>Specify brief description of the activities in data, automatically, No need to user annotation</td>
<td>Need to large volume of data, Word order does not matter</td>
</tr>
</tbody>
</table>

Fig. 3. Illustration of TSW and SEW approaches in Preprocessing step [18]

operate in three fields: time (e.g. Mean, Median, and Standard Deviation etc.), frequency (e.g. Wavelet Transformation and Fourier Transform) and discrete domain (e.g. Euclidean-based Distances and Dynamic Time Warping etc.) [3][15].

Actually, there is no general rule for feature extraction and it depends on the type of problem, our understanding of the problem etc. Thus, it can be done in different ways by different characteristics consideration.

Generally, sensor data features can classify into four groups: Features describing characteristics of the sensor event sequence, Features describing characteristics of discrete sensor values, Features describing characteristics of continuous sensor values, and Activity context [1].

D. Feature Selection

The purpose of this phase is to increase the accuracy of the resulting model by selecting more discriminative features. Also, to provide more robust model, reducing the dimensionality of feature vector and removing features with noise or features with irrelevant information are effective.

It should be noted, additional features will increase computational complexity and classification errors [3][13][19]. There are different approaches to feature selection in human activity recognition approaches including Learning-based and Filtering-based methods.

The Learning-based methods such as Simulated Annealing, Best First Search [1], or Genetic Algorithms [19] interact with the classifier to optimize the feature subset but makes classifier selection become an important process [19]. The idea behind the Learning-based methods is shown in Fig. 4. In the Filtering-based methods such as Minimum Redundancy-Maximum Relevance, the basic idea is not using features which are highly correlated among themselves [13]. Information Gain based on entropy ranks and weights each feature based on its ability to separate the activity instances of different classes [20]. Also Principle Component Analysis [21]
is a linear technique and depends on data scaling. In this method principal components are not always easy to interpret [22]. In fact filter methods are fast, scalable and provide good computational complexity but they ignore interaction with the classifiers [19]. Table II is represented properties of different feature selections approaches in human activity recognition in smart homes.

E. Activity Learning Techniques

In this step machine learning methods are applied for learning activity using selected features [1]. Most smart homes activity recognition studies focus on the Katz index which is usually used in healthcare to evaluate the dependence level, physical and cognitive abilities of elderly people [9]. Generally, new algorithms that correlate the sensor firings, activity labels and predict activities from new sensor firings are required to identify activities from sensor activations alone [23].

A proposed general classification of different methods will address in the following section which tries to cover all existing approaches in human activity recognition in smart homes.

IV. SARF: SMART ACTIVITY RECOGNITION FRAMEWORK IN SMART HOMES

As mentioned before, when the problem of activity recognition in smart home arises, we track occurrences of regular activities in order to monitor health care and find changes in patterns and individuals lifestyle [8]. Since there are different approaches to activity recognition in related areas, presenting a general classification and examining each approach according to the applications and existing challenges seems necessary. Several categories have been presented to classify these approaches and a well-known classification is presented in [4]. This classification must be updated with new concepts and represent new challenges and future work which should be taken into consideration. This work is done by SARF framework.

In our viewpoint, human activity recognition methods can be categorized into three approaches including Bottom-Up, Top-Down and Hybrid approaches which are summarized in Fig. 5. Each of these approaches considers activity recognition intelligible from different perspectives. In this section, the SARF proposed framework will be analyzed.

A. Bottom-Up Approaches

In Bottom-Up activity recognition methods, a learning activity model uses a large collection of user behavior data obtained by the sensor through data mining and machine learning techniques and try to recognize performed activities [24]. These methods can be divided into three categories: Probability-based, Similarity-based and Integration-based methods.

1) Probability-based Methods: These methods improve the generalization ability by modeling the underlying distribution of classes from the obtained feature space [25]. These methods are flexible, since they learn the structure and relationship between the classes by exploiting prior knowledge for a given task such as Markov assumptions, prior distributions and probabilistic reasoning, although the parameters are not optimized [4][26].

An example of a Probability-based approach is to use Nave Bayes [23] classifier that estimates the parameters distribution based on the independence assumption. Let $I_{js}$ which is an activity instances is assigned to the class $A_s$ for which it has maximum posterior probability given by (1) in accordance Bayes Theorem. Each $I_{js}$ observed by R sensors and represented by feature set $F_{js} = \{f_{jsr}\}_{r=1}^{R}$

$$p(A_s | I_{js}) > p(A_m | I_{js}) \quad \forall m, s.t. 1 \geq m \leq S, \quad s \neq j \quad (1)$$

The classifier resulting from the assumption mentioned before is known as the Nave Bayes classifier given by (2).

$$p(A_s | I_{js}) = \prod_{r=1}^{R} p(f_{jsr} | A_s) \quad (2)$$

Where $p(A_s | I_{js})$ is the product of the values of features $\{f_{jsr}\}_{r=1}^{R}$ of an activity instance $I_{js}$ for a given class $A_s$ [27].

2) Similarity-based Methods: The similarity-based approaches when training data size is large enough, lead to higher efficiency in generalization [25]. However, these methods may suffer from over-fitting, thus making recognition models inconsistent [26]. In these methods, it is important to define the similarity measurement in order to perform patterns selection. Many approaches have been proposed to calculate the distance between different sequences, and one of the most commonly used methods is the edit distance [17].

<table>
<thead>
<tr>
<th>Feature Selection Approaches</th>
<th>Method Example</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtering-based Methods</td>
<td>Minimum Redundancy-Maximum Relevance, Information Gain based on Entropy, Principle Component Analysis</td>
<td>Fast, Scalable, Acceptable computational complexity, Independent from classifier</td>
<td>No interaction with classifier, Ignore effect of selected feature on classifier, Ignore correlation between features, Lack of appropriate criteria to specify number of required features</td>
</tr>
<tr>
<td>Learning-based Methods</td>
<td>Simulated Annealing, Best First Search, Genetic Algorithms</td>
<td>Choose simple features with low computation interaction with classifier, Consider correlation between features</td>
<td>Dependent to type of classifier, Time-consuming in high dimension, Suffer from over-fitting</td>
</tr>
</tbody>
</table>

TABLE II: COMPARISON OF DIFFERENT FEATURE SELECTION APPROACHES
Accordingly, the similarity function between two patterns \((X,Y)\) is defined as in (3).

\[
\text{Similarity}(X, Y) = 1 - \left( \frac{e(X, Y)}{\max(|X|, |Y|)} \right)
\]  

(3)

Where \(e(X, Y)\) is the number of edits required to transform an event sequence \(X\) into event sequence \(Y\) [8].

3) Integration-based Methods: Classification performance and accuracy can often be improved by combining multiple models together, instead of using a single model [28]. This is the basic idea of introducing integration based methods.

In some studies ensembles models are used in human activity recognition in smart homes such as what is done in [29]. Hence, a combination of the models, such as a voting strategy, a simple average among the models [1] and Genetic Algorithm [30] used to combine fusion weight selection of classifier within ensembles, which will decide the winning label for a particular data point and optimizing the output of multiple classifiers.

On the other hand, some studies proposed an activity recognition approach that integrates Probability-based with Similarity-based methods. For example, Fahad and Rajarajan in [28] to improve the reliability of recognitions, integrates the distance minimization and probability estimation approaches. Fig. 6 represents the Block diagram of the proposed activity recognition approach in [28].

B. Top-Down Approaches

In Top-Down activity recognition approaches activity models exploit rich prior knowledge to construct activity models directly using knowledge engineering and management technologies. This usually involves knowledge acquisition, formal modeling, and representation [4]. These methods can be divided into two categories: Description-based Activity Modeling and Formalism-based Representation Methods.

1) Description-based Activity Modeling: The Description-based activity modeling represented activity as an object and models activities as a hierarchy of classes where each class can be described by a number of properties so these approaches including a set of representational concepts [4][31]. The generated activity models are able to capture built-in interrelations between objects and activities such as proposed method in [32]. For example, to detect activity "clean up" which is a complex activity, recognition in the form of the simpler components carried out and the following axioms represented in (4) and (5) are added to the knowledge base [31].

\[
\text{CLEANUP} \subseteq \text{COMPLEXACTIVITY} \quad (4)
\]

\[
\forall \text{HASACTOR.} (\text{PERSON} \ni \exists \text{HASSIMPLEACTIVITY.PUTINDISHWASHER})
\]

\[
\text{CLEANUP} \subseteq \text{COMPLEXACTIVITY} \quad (5)
\]

\[
\forall \text{HASACTOR.} (\text{PERSON} \ni \exists \text{HASSIMPLEACTIVITY.CLEANTABLE})
\]

2) Formalism-based Representation Methods: These methods views an activity as a knowledge model that can be formally specified using various logical formalisms. Activity models generated in these methods are normally used for activity recognition or prediction through formal logical reasoning, e.g., deduction, induction, or abduction [4].

Bouchard, Giroux, and Bouzouane in [33] proposed a formal framework for the recognition process based on lattice theory and action Description Logic (DL). This framework minimizes the uncertainty about observed actors activity by bounding the plausible plans set.
C. Hybrid Approaches

The objective of these kinds of approaches is taking advantage of the features of both Bottom-Up and Top-Down modeling and fusing them in a single modeling approach [24]. Modeling ADLs is a challenging task due to their unique characteristics. For example, there are a large number of ADLs in a variety of categories which can all be modeled at multiple levels of granularity [3]. In addition, most ADLs involve performing a number of actions. The sequence of the actions to be performed is usually dependent on an individual's own preferences [34]. As mentioned before, some actions for different activities may occur together and make overlapped or interleave activities [1][4]. Thus the ideas of using Hybrid approaches have been introduced, which can be divided into two categories: Static Activity Modeling and Dynamic Activity Modeling.

1) Static Activity Modeling: The static activity modeling systems cannot automatically be adapted to accommodate new features in activities performed by the user [35]. Also Top-Down approaches are static and they cannot automatically evolve [24] such as the proposed method in [32]. Some Integration-based Bottom-Up approaches only used to model static characteristics of activities. Dynamic Activity Modeling exposed to discussion due to the modeling dynamic nature of human activities.

2) Dynamic Activity Modeling: The idea of using dynamic modeling is based on the dense sensing paradigm, which establishes the idea of inferring activities by monitoring Human-Object Interactions (HOI) through the usage of multiple multimodal miniaturized sensors [4][24]. Actually in these kinds of modeling want to model high-level activities usually share common sets of physical actions, and are difficult to differentiate based solely on physical signals [36]. To make Top-Down activity recognition systems work in real world applications, activity models have to evolve automatically to adapt to users varying behaviors. The Bottom-Up approaches can be properly addressed to model adaptability and evolution [24]. The goal of this kind of modeling is represented in Fig. 7 as an example.

V. Evaluation of SARF Framework

Due to a wide variety of approaches in human activity recognition, these approaches are classified as SARF framework. Table III represents each of the approaches in this proposed framework according to their characteristics and challenges as a general classification. Particularly, it is essential to introduce specific measures to evaluate and compare these approaches accurately. The goal of evaluation is analyzing the effects of proposed approaches in human activity recognition and ensure of algorithm performance. Utilizing appropriate measures can lead to well understanding of different approaches for activity recognition in smart homes and also take advantages of them in a systematic and correct way based on the requirements.

A. Proposed Measures

There are different ways to evaluate activity recognition algorithm but generally authors use classifier-based criteria such as F-measure, Precision, Recall and most importantly Accuracy [9][37], and also Sensitivity and Specificity to ignore detailed information about the errors [25] or frameworks such as N-Fold cross validation [37] and Leave-one-day-out [25].

Basically, human activity recognition process has two overall phases: Training and Test. In N-Fold cross validation, the set of data points is split into N non-overlapping subsets. The model is trained and tested N times, on each iteration, one of the N partitions is held out for model testing and the other N-1 partitions are used to train [37]. The performance is averaged over the N iterations. In Leave-one-day-out technique the sensor readings of a whole day are used for testing and the remaining days used for training [38].

In our viewpoint along with other mentioned evaluation measures, there are some important criteria which should be taken into consideration by researchers. Thus, in this section along with Accuracy, as an important measure, these evaluation measures have been proposed.

Data Requirements: In some approaches, due to the needs of large volume of data to support training for each ADL, there is a possibility to face data scarcity which may lead to accuracy and performance reduction [4]. This issue will be increased in the assisting living context which residents are reluctant to reveal their behavioral data due to privacy and ethical considerations [34]. In Top-Down methods there is no data scarcity problem unlike Bottom-Up approaches. Therefore, volume of required data and its importance for human activity recognition in AAL systems such as smart homes must be considered by researchers.

Noise Effect: In general, sensory data are inherently noisy and has untrustworthy nature which leads to lack of reliability in the Bottom-Up, Top-Down and Hybrid approaches [29][31]. As mentioned before, there is possibility of noise existence in annotation process too and lead to accuracy reduction, increase computational complexity and classification error in activity recognition unless some actions such as what is done in [24] using hybrid approaches have been considered.
### TABLE III
**COMPARISON OF SARF APPROACHES**

<table>
<thead>
<tr>
<th>Activity Learning Approaches</th>
<th>Learning Examples</th>
<th>Main Idea</th>
<th>Characteristics</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom-Up</td>
<td>Probability-based Methods</td>
<td>Hidden Markov Model[9], Nave Bayes[23]</td>
<td>Probabilistic Classification</td>
<td>Modeling uncertainty and temporal information Generalization Flexibility Dynamic activity modeling</td>
</tr>
<tr>
<td></td>
<td>Similarity-based Methods</td>
<td>Keshid[8], Conditional Random Field[9], Support Vector Machine[21]</td>
<td>Define the similarity measurement in order to perform patterns selection</td>
<td>Simple and dynamic activity modeling Modeling uncertainty and temporal information Heuristic</td>
</tr>
<tr>
<td></td>
<td>Integration-based Methods</td>
<td>Fahad[28], Fahim[29], Chernbhumroong[30]</td>
<td>Integration of Similarity or Probability-based methods, or combination of both of these methods</td>
<td>Accuracy Reliability Generalization Efficient Reduce uncertainty in decision making Allow to recognize complex activity</td>
</tr>
<tr>
<td>Top-Down</td>
<td>Description-based Activity Modeling Methods</td>
<td>Zolfaghari[31], Chen[32], Chen[34]</td>
<td>Using semantic and context reasoning to describe concepts and relationships, in a high-level and formal expressiveness</td>
<td>Lack of the data scarcity problem Clear semantic on modeling and inference Interoperability and reusability Preserve decidability Allow to recognize complex activity</td>
</tr>
<tr>
<td></td>
<td>Formalism-based Representation Methods</td>
<td>Bouchard[33]</td>
<td>Logical formalisms inferences e.g. deduction, induction, abduction</td>
<td>Lack of the data scarcity problem Clear semantic on modeling and inference</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Static Activity Modeling</td>
<td>Chen[32], Bouchard[33]</td>
<td>Using Probability-based or Similarity-based methods and fusion them with one of Top-Down approaches</td>
<td>Using multiple data sources Accuracy Reliability Allow to recognize complex activity</td>
</tr>
<tr>
<td></td>
<td>Dynamic Activity Modeling</td>
<td>Azkune[24], Okeyo[35], Wen[36]</td>
<td>Using Probability-based or Similarity-based methods and fusion them with one of Top-Down approaches</td>
<td>Using multiple data sources Adaptability Reusability Allow to recognize complex activity</td>
</tr>
</tbody>
</table>

**Accuracy:** Accuracy is the most common criteria in classifier performance analysis and human activity recognition. It should be noted, noise, class-imbalanced datasets and datasets with inappropriate features lead to accuracy reduction [1][7][13]. Higher accuracy of methods leads to error reduction and increase efficiency [16].

**Scalability:** In general, human activity recognition systems are performing on a particular or public datasets or considering limitation conditions. In fact, the main problem is the needs to real world data which make them inapplicable in other environments with different settings [14]. Furthermore, most of the built models are used for a specific ADL and do not change over time. Also, they do not consider ADL patterns may change due to the dynamic nature of human activities which lead to inconsistency and scalability reduction in built model. In fact, scalability in activity models is an important factor in presence of new activities and new residents in order to constructing a general model for all activities [14], new residents or transfer learning to environment with different layouts [39].

**B. Evaluation of Methods According to Proposed Measures**

In this section efficiency of human activity recognition approaches classified as proposed SARF framework shown in Fig. 5 is evaluated by proposed measures formerly. Table IV shows the results of this evaluation. It should be noted the values of proposed measures are relative and they are based on research investigation in this field.

As represented in Table IV, due to the Data-Driven nature of Bottom-Up approaches, they require large volume of data to make recognition unlike Top-Down approaches which utilizing prior knowledge and knowledge engineering to human activity recognition in smart homes; therefore, they need to sensory data as lower as other approaches as well as effects of noise on them. On the other hand, there are Hybrid approaches which using Bottom-Up and Top-Down methods all together...
to achieve acceptable scalability along with adaptability to dynamic nature of human behavior especially in dynamic activity modeling. Therefore, in these kinds of approaches we face to sensor data requirement as well as noise effect but not as much as Bottom-Up approaches.

As mentioned in proposed SARF framework, combining multiple methods together can improve accuracy of human activity recognition in smart homes as well as using Hybrid approaches especially static activity modeling due to its static assumption. Furthermore, there is data requirement in Integration-based methods due to its Bottom-Up nature. Also, inherently noisy sensory data can lead to accuracy reduction in these methods. However, the most effective way to reduce noise impacts, as mentioned in preprocessing phase, is cleaning, completing and normalizing. As represented in Table IV, the other approaches can achieve medium and almost acceptable accuracy in human activity recognition in smart homes.

VI. CONCLUSION

In this paper different approaches to human activity recognition in smart homes investigated and described how to evaluate these approaches were classified and presented in the proposed framework, i.e. SARF, using the obtained results. In order to provide a convenient tool for selecting appropriate approaches, results presented in the form of diagrams and characteristics of each group were investigated and evaluate based on proposed measures represented in form of tables.

The results of this study show that there is no unique way to introduce a single approach, as an optimal approach, to human activity recognition in AAL systems. Since each approach is used for a specific purpose comparing the approaches does not make any sense. One of the most important issues in human activity recognition is to remove the challenges and improve the efficiency of algorithms which is a dynamic research domain warranting further investigation. Using the SARF proposed framework in this paper can play an important role in development of our knowledge in this area and a starting point to resolve some of the challenges which were outlined in this paper.
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Joint Agent-oriented Workshops in Synergy

JOINT Agent-oriented Workshops in Synergy is a coalition of agent-oriented workshops that come together to build upon synergies of interests and aim at bringing together researchers from the agent community for lively discussions and exchange of ideas. For the first time JAWS was organized during the 2011 FedCSIS Conference. Workshops that constitute JAWS in 2016 are:

- MAS&S’16 - 10th International Workshop on Multi-Agent Systems and Simulations
- SEN-MAS’16 - 4th International Workshop on Smart Energy Networks & Multi-Agent Systems
MULTI-AGENT systems (MASs) provide powerful models for representing both real-world systems and applications with an appropriate degree of complexity and dynamics. Several research and industrial experiences have already shown that the use of MASs offers advantages in a wide range of application domains (e.g., financial, economic, social, logistic, chemical, engineering). When MASs represent software applications to be effectively delivered, they need to be validated and evaluated before their deployment and execution, thus methodologies that support validation and evaluation through simulation of the MAS under development are highly required. In other emerging areas (e.g., ACE, ACF), MASs are designed for representing systems at different levels of complexity through the use of autonomous, goal-driven and interacting entities organized into societies which exhibit emergent properties. The agent-based model of a system can then be executed to simulate the behavior of the complete system so that knowledge of the behaviors of the entities (micro-level) produce an understanding of the overall outcome at the system-level (macro-level). In both cases (MASs as software applications and MASs as models for the analysis of complex systems), simulation plays a crucial role that needs to be further investigated.

**TOPICS**

MAS&S’16 aims at providing a forum for discussing recent advances in Engineering Complex Systems by exploiting Agent-Based Modeling and Simulation. In particular, the areas of interest are the following (although this list should not be considered as exclusive):

- Agent-based simulation techniques and methodologies
- Discrete-event simulation of Multi-Agent Systems
- Simulation as validation tool for the development process of MAS
- Agent-oriented methodologies incorporating simulation tools
- MAS simulation driven by formal models
- MAS simulation toolkits and frameworks
- Testing vs. simulation of MAS
- Industrial case studies based on MAS and simulation/testing
- Agent-based Modeling and Simulation (ABMS)
- Agent Computational Economics (ACE)
- Agent Computational Finance (ACF)
- Agent-based simulation of networked systems
- Scalability in agent-based simulation
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Abstract—Internet of Things (IoT) networks are being continually developed in several domains, however no systematic processes for their modeling and simulation exist so far. In this paper, an agent-oriented approach to IoT networks modeling is proposed by exploiting the ACOSO model. Then, agent-modelled IoT networks of different scales are simulated through the Omnet++ simulation platform, with the goal of analyzing issues and bottlenecks at communication level.

I. INTRODUCTION

S MART Objects (SOs) constitute a new generation of enhanced everyday things (able to perceive the surrounding physical environment, elaborate and communicate the acquired information, and hence provide cyber-physical services) that are globally networked and mutually interacting, even without a steady human orchestration [1]. SOs are technologically and functionally heterogeneous, thus their clustering constitutes “Internet of Things” (IoT) networks [2] that look like loose collections of heterogeneous devices and sub-networks requiring distributed mechanisms of communication and management. Whereas defining methods to model, design and simulate IoT networks before their final implementation is an open challenge, no research efforts have currently been devoted to systematically address such issue.

As IoT networks share many substantial features/issues with multi-agent systems (MAS) [3] and SOs may be effectively modeled as agents, in this paper an agent-oriented approach to model IoT networks is presented. In particular, the ACOSO (Agent-based Cooperative Smart Object)-based SO model [4] has been exploited to describe, from the agent perspective, SO main features, relationships and interactions. Moreover, in order to analyze IoT networks at SO communication level, the Omnet++ [5] network simulation platform has been used to evaluate bottlenecks and issues in specifically defined scenarios. The rest of the paper is organized as follows: in Section II, the ACOSO-based SO model and other concrete examples of the Agent-oriented Modeling (AoM) applied to the SO-based IoT context are introduced and compared. In Section III, the designed simulation scenarios, the selected metrics, and the obtained results are presented and discussed. Finally, conclusions are drawn and future work is briefly delineated.

II. AGENT-ORIENTED MODELING

Agent-based Computing paradigm has been successfully used over the years for the analysis, modeling and implementation of complex, cooperative and adaptive distributed systems [3]. The agent abstraction, indeed, is suitable to model and implement autonomous, intelligent and interacting entities, characterized by different behaviors and goals. Nevertheless is well-established that the AoM [6], differently to other modeling paradigms (e.g. object-oriented, service-oriented, etc.) is able to fully support proactiveness and situatedness, key features in SO-based IoT networks, to date few agent-oriented models are available in the literature in this context.

With reference to the agent-oriented SO modeling, [7] and [8] present coarse-grained models, characterized by a high degree of abstraction and therefore mostly suitable to support the SO analysis phase; the ACOSO-based SO model [4], instead, specializes the SO ecosystem in a deeper degree of detail, thus supporting also the SO design and implementation phases. In detail, in [7] the authors envision an IoT system architecture where each resource (e.g. computer, SO, human user) is represented by an agent and interconnected to the rest of the cyber-physical world by means of specific adapters. Each agent has a role (and not an identifier) that determines its own behaviors, tasks and communication paradigms. Both roles and behaviors are taken from two repositories which are assumed to be managed depending on the application scenario. In [8] the SO model comprises five elements: the execution environment (to run the actual agent task and manage its lifecycle), a repository (which contains both database and knowledge base), a set of physical components (such as sensors and actuators), the agent interface (to enable the intra-agent information exchanges among the aforementioned SO-model elements) and the object interface (for communication with other SOs and with the system).

This work has been partially carried out under the framework of INTER-IoT, Research and Innovation action - Horizon 2020 European Project, Grant Agreement #687283, financed by the European Union.
The ACOSO-based SO model allows the modeling of high-level SO main features (basic information of an SO, its augmentation devices like sensors and actuators, its services, etc.) and it also extensively describes the functional components of the system, their relationships and interactions. Due to such reasons, the ACOSO-based SO model represents one of the cornerstones of ACOSO (Agent-based Cooperative Smart Object) [9], a middleware specifically conceived for the full management and development of agent-oriented cooperating SOs. In detail, the ACOSO-based SO model abstracts SOs in event-driven cooperating agents whose specific objectives are encapsulated in their behavior and modeled as Tasks. A Task is an event-driven and state-based component that can refer to the common operations required for the agent lifecycle management (SystemTask) or to specific-purpose operations defining the specific behaviors of the SO (UserDefinedTask). Indeed, SO services are mapped on UserDefinedTask. By means of different tasks the SO exploits different subsystems in order to react to external stimulus, to fulfill specific goals and to exploit inference rules on local/remote knowledge bases. In particular:

- **The DeviceManagementSystem**, through multiple DeviceAdapters, handles the SO augmentation devices that enables SO to interact with the physical world generating Device Events. In particular, the BMFAdapter [10] and the SPINEAdapter [11-13] enable the management of environmental and wearable sensor networks.
- **The CommunicationManagementSystem** provides communication services between agents and external entities. Different kinds of interactions (e.g. intra-agent FIPA-ACL based interactions or inter-entities UDP/TCP-based interactions) are enabled by means of different CommunicationAdapters. Both events generated inside (InternalEvent) or outside (ExternalEvent) the SO are handled by the CommunicationManagementSystem.
- **The KBManagementSystem** exploits local or remote knowledge bases to handle information pertaining the SO, its current status, its inference rules and other useful data that can be shared among the agent tasks.

### Table I

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SO-Modeling Phase</strong></td>
<td>Analysis</td>
<td>Analysis</td>
<td>Analysis &amp; Design &amp; Implementation</td>
</tr>
<tr>
<td><strong>Augmentation Devices</strong></td>
<td>Adapter</td>
<td>Physical Components</td>
<td>DeviceManagementSystem (DeviceAdapter)</td>
</tr>
<tr>
<td><strong>Communication</strong></td>
<td>Role</td>
<td>Int-/Ext. Agent Interface</td>
<td>CommunicationManagementSystem (CommunicationAdapter)</td>
</tr>
<tr>
<td><strong>Decision-Making</strong></td>
<td>Role</td>
<td>Execution Environment</td>
<td>Set of Task (Agent-Behavior)</td>
</tr>
<tr>
<td><strong>Service Provisioning</strong></td>
<td>N/A</td>
<td>N/A</td>
<td>UserDefinedTask, Event</td>
</tr>
<tr>
<td><strong>Knowledge</strong></td>
<td>Role</td>
<td>Repository</td>
<td>KBManagementSystem, Behavior</td>
</tr>
</tbody>
</table>

### A. Comparison

Table I shows a comparison of the three agent-oriented SO models introduced in this Section. First of all, it has been highlighted that they are suitable in different modeling phases. Indeed, [7] and [8] are mostly suitable to approach the SO analysis phase while the ACOSO-based model support also design and implementation phases. This implies that the three models describe the main SO characteristics (augmentation, communication, decision-making, service provisioning and knowledge) with a different degree of detail. In particular:

- **Augmentation Devices**: in SO models of [7] and [8] sensors and actuators are not explicitly modeled as they are considered minor SO components and their interactions are not elicited. In the ACOSO-based SO model augmentation devices are managed by the DeviceManagementSystem and handled by multiple DeviceAdapters.
- **Communication**: in [7] the SO role determines its communication paradigm and structure, while in [8] internal/external SO communication interfaces are defined. In the ACOSO-based SO model communication is managed through the CommunicationManagementSystem and a set of CommunicationAdapters.
- **Decision-Making**: in [7] an SO/agent autonomously behaves to achieve certain goals depending on its role in the domain (e.g. smart car, smart driver-support or smart road within the smart transportation domain), while in [8] task execution concerns the Execution Environment. Decision-making relies on the agent behaviors in ACOSO-based SO model, defined through tasks.
- **Service Provisioning**: in [7] and [8] the concept of SO cyber-physical service is not completely declined and is mostly reduced to a simple Web Service. In the ACOSO-based SO model services are mapped on UserDefinedTasks (enabled by specific events).
- **Knowledge Base**: in [7] the SO knowledge is stored in repository organized in function of the SO role, while in [8] relational databases record SO-related information. In the ACOSO-based SO model the information is spread between the KBManagementSystem and the agent behavior.
III. SIMULATION-BASED ANALYSIS

As highlighted in the previous Section, the ACOSO-based SO model, leveraging on both the agent and MAS concepts, enables the effective modeling of SO-based IoT networks at different development phases. In this Section, the simulation of IoT networks allowing the validation of models, protocols and algorithms before the actual deployment of the network infrastructure, is addressed. Indeed, IoT networks simulation is an important but complex task because, depending of different scales, the number of the SOs may vary from dozens (e.g. home automation or body sensor networks) to thousands (e.g. Smart City scenario), with a different degree of density and different communication paradigms depending on the specific service. In addition, factors unrelated to the applications but specifically associated to the networking (e.g. traffic congestion, wireless signal attenuation and coverage, etc.) influence the SOs interactions and the service provision/fruition. Taking into account these issues and particularly focusing on communication among SOs, the IoT networks previously described through the agent-oriented approach are simulated by means of Omnet++ [5]. The modeling of an agent through an Omnet++ network node is straightforward. In fact, each network node/SO can be considered as an autonomous agent whose behaviors and tasks, which realize SO decision making and service provisioning (see Table I), are implemented at the application layer. All the other tasks related to transport-network-link protocol implementations, wireless connectivity issues, physical environment modeling are carried out by Omnet++.

In particular, Omnet++ makes it possible to design nodes with different communication boards or interface ports (to simulate the connection with external physical devices); in the following simulations, due to the intrinsic wireless nature of the IoT networks, nodes with 802.11 wireless boards have been considered.

Simulations have inspected IoT networks in the Information Exchange phase (IE) by exploiting TCP-based reliable and UDP-based unreliable transport protocols. The round trip time (RTT) and the packet delivery ratio (PDR) have been hence measured considering nodes that exchange empty messages and exploiting either a Client/Server (C/S) or a Peer-to-Peer (P2P) paradigm. Deterministic (1 pk/s) and stochastic Normal (with 0.5 mean and 0.2 variance) data generation models (DGM) have been used. In Table II the communication settings exploited in the simulations for the RTT/PDR measuring are shown.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGM (Data Generation Model)</td>
<td>TCP</td>
</tr>
<tr>
<td>Patterns</td>
<td>P2P (Peer-to-Peer), C/S (Client/Server)</td>
</tr>
<tr>
<td>Protocols</td>
<td>R (Reliable), U (Unreliable)</td>
</tr>
</tbody>
</table>

Both RTT and PDR have been evaluated in the context of small-, medium-, large-scale IoT networks with different SOs density. In particular, simulations took into account:

- The number of involved SOs (#SOs), since network congestion may increase depending of the SOs population. In the following SOs population is considered limited to 100 nodes for small-scale networks, 500 nodes for medium-scale networks and 1000 nodes for large-scale networks;
- SO distribution in a different number of subnetworks (#subnetworks). In the following it is assumed that small-scale networks are constituted by a single network, medium-scale networks comprise two or more subnetworks deployed in the same area that their coverages overlap, and finally large-scale networks comprise two or more subnetworks deployed in not adjacent areas;
- The deployment area in which SOs are located (supposing that they have no mobility patterns) since the proximity of multiple SOs may cause signal interferences in the wireless communications. For sake of simplicity, square grid areas with different side dimensions have been considered.

Table III summarizes the scenarios tested during the simulation phase.

<table>
<thead>
<tr>
<th>Table III SIMULATION SCENARIOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#SOs</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Small Scale (S)</td>
</tr>
<tr>
<td>Medium Scale (M)</td>
</tr>
<tr>
<td>Large Scale (L)</td>
</tr>
</tbody>
</table>

In the following, for the sake of space, only some results of the simulations are shown, and in particular the PDR in the case of small-scale networks with #SOs increasing (see Fig. 1) and the RTT in the other two scales with #subnetworks increasing (see Fig. 2 and 3).

![Figure 1: PDR when the #SOs increases in a square grid of side 100 m](image-url)

Fig. 1, in the case of unreliable protocol shows that (i) with increasing of SOs, PDR decrease due to communication fails caused by interferences; (ii) with the same DGM, C/S and P2P patterns are equivalent; (iii) with a small number of SOs (less than 70) non-deterministic data generation models...
outperform the deterministic ones, while with the increase of SOs the trend inverts. In the case of reliable protocol, as might be expected, the PDR keeps the maximum value regardless of the DGM, patterns, and #SOs.

In the case of reliable protocol, as might be expected, the PDR keeps the maximum value regardless of the DGM, patterns, and #SOs.

![Fig. 2: RTT of 500 SOs equally distributed into 5 and 10 subnetworks](image)

Fig. 2 shows that the RTT decreases if the same number of SOs (500) is deployed on the same area but distributed on more subnetworks (5 and 10 square grids of side 100 m), since the traffic is well-balanced. As might be expected, the unreliable protocols outperform the reliable ones.

Fig. 3 shows that in the large-scale scenario (5, 10 and 20 subnetworks deployed in a squared area of side 100m with 50 SOs each) the absence of interferences among the subnetworks generates RTT values quite stable and lower than the correspondent ones in the medium-scale scenario.

IV. CONCLUSION

In this paper the agent-oriented modeling of SO systems through the ACOSO-based SO model has been presented, by considering that (i) SOs and software agents share multiple features, and (ii) agent-based modeling flexibly assists the conceptualizing of dynamic and autonomous distributed systems in different contexts. Beside the agent-oriented SO modeling, IoT networks of different scales have been simulated through the Omnet++ simulator, with a particular attention to the SO communication in order to evaluate performances (focusing on bottlenecks, issues and networks dynamics) and validate network design choices. Simulation results highlight that multiple factors influence the network performance (as the SO number, their more or less dense distribution and the selected communication settings) and thus their combination should be made by following an application-driven approach.

Further research efforts will be devoted to (i) provide a full mapping between ACOSO-based SO model and Omnet++ simulation, in order to translate on such simulator the behavioral/application side of the SO systems, including also the simulation of the device layer; (ii) develop a full-fledged methodology for the analysis, design, simulation, implementation and validation of SO-based IoT systems [14, 15].
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Abstract—Agent-based modelling is becoming widely used for studies in Social Sciences. However, its application faces limitations coming from its bias to software development, which precludes a more active involvement of social researchers. In order to deal with this problem, this work proposes using domain-specific modelling languages based on the socio-psychological Activity Theory. These languages apply agent research to crystallize that theoretical framework in a formal definition suitable for automated processing but close to Social Sciences. The paper focuses on the language for the specification of group constructions such as organizations, norms and shared knowledge. A case study about contradictory decisions in the space shuttle program illustrates the discussion.

I. INTRODUCTION

AGENT-BASED Modelling (ABM) [1] has become a mainstream technique for research in Social Sciences. Traditionally, this research requires the gathering of data over potentially long periods of time and about large populations that are not fully controlled, which largely increases its costs. The formal description of social systems with models [2] allows applying analysis techniques based on simulation and verification, reducing the needs of eliciting data for the initial testing of hypotheses. ABM facilitates modelling by providing social and intentional computational abstractions that are closer to the concepts used in this research field than those of other approaches.

Despite of its advantages, ABM is limited by its inherent development complexity. The design, implementation and use of an archetypical agent-based model involve different subtasks and roles, which need diverse backgrounds and competences [3]. This situation may lead to misunderstandings between the different stakeholders, which make it hard to guarantee that the model really corresponds to the initial requirements of social science researchers [4]. Available methodologies to develop such ABM models [3], [5], [6] offer little help to address this problem. They focus on the researchers’ conceptual models and describe very general tasks for the development. Agent-Oriented Software Engineering (AOSE) also seems not to be a suitable solution, since it mostly deals with the development of standard Multi-Agent Systems (MAS) [7]. On the contrary, ABM focuses more on the translation of the conceptual models of social science researchers to computational models using agent abstractions [5]. Besides, MAS are usually tied to certain architectural patterns, while ABM deals with an enormous heterogeneity of structures [1]. There are also differences about implementation. ABM applications usually require centralized monitoring components that can access the internals of agents in order to gather analysis data [8], and sacrifice the individual agent complexity in favour of huge populations [4]. These aspects are often not considered by AOSE methodologies [7].

Model-Driven Engineering (MDE) [9] with Domain-Specific Languages (DSL) [10] has been proposed as a way to overcome some of these limitations [11], [12]. A DSL for ABM uses a vocabulary grounded on conceptual frameworks from Social Sciences. The DSL has a formal definition which enables the use of automated MDE techniques to process its models, for instance to generate the code for simulations. Such approach reduces the impact of misunderstandings in ABM in two ways. First, social science researchers are able to perform the modelling themselves using a language they are familiar with. Second, transformations from conceptual models to computational ones can be generalized and reused in different projects. This offers improved opportunities for verification and validation. There are some preliminary examples of this trend, but they are still too biased to their foundations in software development [12] or only present partial solutions for some modelling aspects [11]. Especially issues like the management of large populations or centralized supervision are still open.

This paper introduces a DSL for modelling social constructs and organizational interactions. It is part of the ATCAS (Activity Theory for the Computational Analysis of Societies) framework. The Activity Theory (AT) [13] is a well-known paradigm for the analysis of human groups. It focuses on the study of activities, which are interactive acts between people and their physical and socio-cultural environment, where both of them act on and mould the other at the same time. ATCAS is intended to provide a general and extensible basis for ABM in social research supporting different applications. The actual representation of AT concepts in ATCAS depends on agent concepts, for instance about inconsistency management [14], code generation [12] and organizational interactions [15]. This last aspect is the focus of the current paper.

From the AT perspective [16], the social aspect of groups regards communities of subjects engaged in shared activities. The norms of the division of labour organize these activities and rules emerging from the socio-cultural environment influ-
ence and constraint both communities and activities. AT works at the level of abstraction of human societies but the automated analysis of models in MDE requires formalizing them as computational abstractions. ATCAS-IL adopts for this purpose the OperA [15] framework for the specification and analysis of agent organizations. OperA provides predefined modelling primitives for the high-level specification of organizations and the Logic for Contract Representation (LCR), which is an extension of deontic temporal logic, for the fine-grained details. The choice of OperA is motivated by the fact that AT explicitly considers social features that are not embedded in individual agents, but apply to the society as a whole. ATCAS-IL extends OperA primitives with AT concepts and introduces a macro mechanism intended to tailor the language for the specific needs of social science researchers. This gradually increases their autonomy in modelling, as they can define their own abstractions.

The formal description of ATCAS-IL uses metamodels. This is a common technique for language definition in MDE [9] that facilitates language extension and evolution. MDE manipulates models (i.e. instances of metamodels) mainly using standard transformation languages. In this way, engineers do not need to devote effort to the low-level details of model processing, but just to define the transformations for the different purposes. In the case of ATCAS-II, transformations consider the semantics of the DSL according to AT and agent research. These transformations generate code, for instance, for checking contradictions as [14] and simulation as [12]. This kind of approach has already been successfully tested in other domains [17].

The remainder of the paper further explains the elements in this introduction. Section II presents AT and the case study that guides the discussion in this paper. Section III provides a brief introduction to OperA. ATCAS-IL is introduced in section IV, and section V applies it to the analysis of the case study. Section VI compares the presented approach with existing ABM works. Finally, section VII discusses some conclusions about ATCAS-IL.

II. ACTIVITY THEORY

The Activity Theory (AT) [13] is a socio-psychological paradigm for the study of human behaviour. It focuses on the mutual dialectics between people and their physical and social environment: the environment shapes human actions and their execution, and is also changed by these same actions. Hence, human acts cannot be analyzed independently of their context. These contextualized acts constitute the minimal meaningful unit of analysis and are called activities.

An activity [18] is a transformation process driven by people’s needs. These needs are satisfied with an outcome produced transforming an object. Any element used in this process is a tool. The active component that carries out the activity is the subject. Subjects with a set of common social meanings constitute a community [16], which represents the socio-historical context of the activity. Two bodies of social constructions mediate the relationships of communities in the activity: rules with the subject and the division of labour with the object. Both of them contain similar elements, such as knowledge, implicit assumptions or norms. The key difference is the focus. The division of labour regards task specialization in the community through aspects such as power relationships, goal decomposition or the assignment of responsibilities. On the contrary, rules are guides and constraints not targeted specifically to the activity but affecting it, such as group beliefs, country laws or accepted scientific theories. The different elements can be both physical and mental, so AT considers both types of activities with a unifying analysis. All these elements make up the context of an activity, which is named its activity system. Its traditional depiction [16] appears in Fig. 1.

Activity systems always exist in neighbourhoods of interconnected activity systems linked by shared elements. The execution of an activity produces outcomes that become the artefacts (e.g. subject, tool or rules) needed to execute other activities. Subjects carry out activities in these networks following their own rationality.

AT also considers the hierarchical decomposition of activities. Activities pursue high-level objectives that meet people needs. These activities are executed through sequences of actions, which try to achieve low-level goals. These goals do not satisfy by themselves any need, but they contribute or are part of higher-level goals. In their turn, actions are implemented through operations that depend on the specific state of the environment.

The evolution of activity systems over time depends on their inner contradictions. These contradictions are conflicts between the elements in the networks of activity systems, and they can appear both inter and intra systems. Subjects try to remove contradictions through the evolution of the involved activity systems, commonly generating new tensions that produce further evolution.

As an example of AT analysis, this paper considers the work in [19] about the Challenger crash. In 1986, the Challenger shuttle exploded shortly after launching. This accident has been frequently used as a case study about engineer ethics, communication and group thinking. According to Holt and
Morris [19], NASA began in the early 1960s as a tightly coupled set of subsystems aimed at space research and development. Over the 1980s, it became the home of several competing groups. At the same time, the lowering perceived value of the space research in public opinion put the agency under increasing pressure to cut down costs. NASA could not satisfy all its opposing goals, so a critical situation made it inevitable to violate some of them.

The analysis focuses on the readiness activity where the decision is taken to launch the shuttle or not. It discusses how the inner contradictions present in the NASA’s organization culture at the end of the 1980s led to the catastrophe, how these contradictions generated the new and culturally more advanced activities in today’s organization, and the still existing contradictions in the current forms of activities. Though the case is inevitably simplified, it synthesizes several complex settings and lengthy sources of information. For instance, the report of the Presidential Commission about the accident comprehends 5 volumes of documentation and analysis¹.

Fig. 2 depicts the readiness activity system. The nodes of the triangle show the opposition between the two perspectives about the NASA. The initial NASA from the time of the Cold War had priorities focused on research and safety, and almost unbounded resources. The new cost-aware agency competes with other agencies all over the world for the launching of satellites. The roots of this conflict appear in the object, which is the launching of a shuttle. It opposes the safe shuttle need to the timely and cost-efficient shuttle need. This opposition permeates all the other elements in the activity system. For the subject, it opposes the safety and the cost consciousness of the decision maker. The tools include information, devices and procedures supporting the activity. In this case, they are focused on the safety procedures, confronting a strict adherence to them with a convenient reading, which is only concerned about critical errors and relies on the low probability of certain failures. The social context of the activity shows this same duality. The community includes the NASA defence-dependent with high funding of the Cold War, and the one of decreasing funding in the 1980s aimed at getting a self-sustaining shuttle program. The division of labour regards work organization. In this case, it defines the acceptable tradeoffs between prioritizing security and the flight readiness team. These norms emerge from a wider context of rules where NASA was pushed to have successful and cost-effective timely flights more than to guarantee safety first beyond any reasonable risk.

These intra-node tensions scale up to contradictions between nodes. When the decision-maker needed to decide about launching, he/she was confronted with the dual nature of its community, tool and rules. Whatever decision this engineer made, it could lead to failure in some of the objectives. This situation is known as a double-bind contradiction [20]. In it, the system trying to satisfy opposed goals is under growing pressure that it can only overcome through its evolution.

This paper uses this case study to illustrate the application of ATCAS-IL to model complex organizations and subsequently analyze particular features of them. Specifically, it shows how its formal specification method supports the automated identification and analysis of the inherent contradictions of the NASA organization.

III. THE OPERA FRAMEWORK

AT considers that the integrated analysis of the individual and social contexts of activities is key for their understanding. Thus, its formalization as a DSL needs to include and define precisely the behavioural aspects common to the artefacts present in both scopes. For this reason, we have chosen OperA as the basis for ATCAS-IL.

OperA [15] is a framework for the specification of agent organizations. It considers the requirements regarding the structure, norms and external behaviour of these organizations and their members. Being focused on specification, OperA makes no assumption about the internals of the agents implementing the organization, and represents interactions through landmark patterns. These provide abstract representations of families of protocols. As such, OperA specifications enable different actual instantiations. Three models specify its organizations.

The Organizational Model (OM) describes the organization requirements using as main concepts, roles and scenes. The definition of a role includes its objectives and their decomposition, the norms applicable to that role, and the rights or capabilities it has. Scenes describe interactions between roles. They specify the participant roles, the ordering of actions through landmarks, the norms governing the scenes, and the results of their execution. This description makes use of information about the domain and the general normative structure applicable in the system.

The Social Model (SM) specifies the activity of agents in the society. Agents are executable entities able to enact the OM roles. OperA establishes constraints on the behaviour of agents using social contracts, but not their implementation.
These contracts indicate under which conditions an agent will play a role, and are used, for instance, to describe the benefits that the agent obtains, additional constraints or potential plans.

Finally, the Interaction Model (IM) describes how agents enacting roles participate in the scenes. It specifies the actual execution of the scene through a sequence of actions and adds additional norms for it.

OperA uses the Logic for Contract Representation (LCR) for the specification of contracts and norms in agent organizations. As stated in the introduction, it is an extension of deontic temporal logic that includes the stit operator (i.e., an agent sees to it that), the temporal operators of the branching temporal logics, and several deontic operators (i.e., obligation, permission and prohibition). Its expressions can be linked to deadlines corresponding to events or observed situations.

The OperA framework includes a graphical tool, OperettA [21], an IDE built as a plug-in of Eclipse. OperettA has facilities for the visual specification of organizations, syntax checking based on the OperA metamodel, static analysis, (e.g., dependent roles have to have a social link) and normative verification (e.g., inconsistencies between objectives and norms).

The formal logical semantics of OperA form a basis for the formal verification of the new specification language ATCAS-IL, as the paper shows in the next section.

IV. ATCAS-IL

ATCAS-IL extends the underlying OperA framework in several aspects determined by three main requirements. The first one is the foundation of ATCAS-IL in AT. It makes activities the focus of the analysis, which takes in turn the environment becoming a first class citizen of the specifications. The second one is the aim of ATCAS-IL for social analysis through automated tools. This requires specifying not only the constraints for the behaviour of the organization, but also some aspects of the actual behaviour of its members. The last requirement is the need of providing support to deal with the complexity of the description of social systems. Since these specifications account for a wide variety of issues and individuals, the language has to provide mechanisms to work with them at different levels of abstraction.

An activity is an act contextualized by its activity system [18]. The activity system includes subjects using tools to transform objects into outcomes, in the context of communities that specify the division of labour and the general rules applicable to that activity. While subjects, communities, and rules and division of labour can be roughly approximated by roles/agents, groups of these, and norms respectively, there are no suitable OperA concepts to describe activities, objects and tools.

Objects and tools are elements of the socio-physical environment. In ATCAS-IL, an artefact represents a general element of the environment. Following a widespread perspective in MAS [7], ATCAS-IL characterizes artefacts in terms of an internal state, the operations available to manipulate them, the events they can generate, and the knowledge and norms about their use. An operation is a basic act that can be executed when certain constraints are satisfied, and that generates some results. Both the artefact state, and the constraints and results of operations are defined with OperA formulae. Environments group artefacts adding specific norms.

Algorithm 1 shows an example of the specification of an artefact. It introduces as knowledge the different states in which an artefact can be: non-available (i.e. non-created and therefore non-useable in activities), available (i.e. usable by activities) and blocked (i.e. used exclusively by an activity). Several specific rules limit the behaviour of this basic artefact: rule-0 states that this is an abstract artefact and therefore no instance of it can be created; rule-1 indicates that the artefact must be created (i.e. available) before it can be locked for exclusive use (i.e. blocked); rule-2 states that an artefact cannot be blocked at the same time by different activities. All the artefacts in the case study satisfy this basic specification.

Communities control the access of subjects to environments. A community is a group of subjects that share social meanings and artefacts. ATCAS-IL, defines them as an extension of the concept of role group in OperA. It comprehends several sets of elements: roles representing the subjects; the environments it has access to; accessibility rules mediating between subjects and artefacts; and knowledge and norms applicable in it. Roles are standard OperA roles whose capabilities are represented as operations. The accessibility rules indicate that when the states of the role and its environment meet some conditions, the role can use the operations of the artefact and be aware of its events.

The previous elements are put together in activities, whose definition following AT [16] includes the following elements:

- Subjects indicate who are in charge of executing the
activity. OperA roles describe them. Objects and tools represent the elements of the environment affected by the execution of the activity. Artefacts represent them.

- Communities determine how the subjects can access the artefacts related with the activity system.
- Rules and division of labour establish the norms that provide constraints for the execution of the activity.
- Outcomes of the activity are modelled as OperA formulae that become true after the activity execution.
- Patterns establish intermediate steps in the execution of activities.

As seen in Section II, activities are hierarchically decomposed in actions, which are further decomposed into operations. ATCAS-IL only considers operations in its refinement of activities. Patterns allow specifying the preferred order of generation of the results of operations.

The previous elements (i.e. communities and activities) define general patterns of behaviour, and appear at the level of OperA OM. The elements that actually implement them are the agents for the subjects and the instances for the artefacts. SM define these elements. An agent is characterized by its objectives, capabilities (i.e. operations), applicable norms and priorities about objectives. Objectives are states of the world that agents pursue defined as OperA formulae. Priorities determine the objectives that agents prefer trying to achieve when their states and that of the accessible environments meet certain conditions. These priorities provide the means to further describe the dynamic behaviour of systems. OM indicate existing objectives and their satisfaction conditions, and the priorities establish a simple way to choose the objective to attempt when several alternatives are available. The instances of artefacts are described in terms of their capabilities, and the knowledge and rules about them.

Finally, IM define for each activity the specific agents and instances that act in it, and sequences of operations to execute it. These sequences of operations must be able to satisfy the patterns included in the definition of the activity.

The division between the conceptual definition of the model (through communities and activity systems) and its actual realization (with instances, agents, and interactions) facilitates two goals in ATCAS-IL. First, it isolates the researchers’ hypotheses, which appear at the conceptual level of OM, from the variability of individual elements, which SM and IM define. This allows managing the heterogeneity of individuals in populations, which is relevant to check that the obtained results are really a consequence of the hypotheses and not of specific configurations of the population. Second, it enables the independent evolution of the definition and implementation of subjects and artefacts. This evolution is required to adapt the realization of agent-based models the requirements of different applications, as the already mentioned centralized supervision and different levels of complexity in the implementation of the individual agents depending on the population size.

ATCAS-IL also incorporates mechanisms to manage the models complexity. ABM [5] is increasingly being accepted as a tool for social research due to the inadequacy of analytical and traditional computational models to deal with large, heterogeneous and non-linear systems. Nevertheless, ABM models can also become quite complex, in cases that: involve several types of agents; where individuals evolve in different ways; or, large bodies of knowledge and rules affect the society behaviour. The management of such complexity requires that approaches incorporate abstraction mechanisms. Besides the decomposition of specifications in several models present in OperA, ATCAS-IL includes an extension mechanism for modelling primitives and the capability of defining macros.

The extension mechanism allows indicating that a given sub-concept extends a super-concept by including all its attributes. This mechanism is available for artefacts, environments, roles, communities, activities, activity systems, agents and instances. It reduces the size of the specifications and allows building conceptual hierarchies of concepts. Such hierarchies highlight the common features of concepts, allow their incremental description, and facilitate the definition of exceptions. For instance, they allow indicating that subjects usually comply with the rules of their communities, but a minority of them are going to break the law, that is, ignoring some of those constraints.

The second mechanism is the definition of macros. Deontic logic, used as formal basis of OperA, does not belong to the standard background of social science researchers, so they need the support of experts to use it. In order to improve the researchers’ autonomy when using ATCAS-IL, their experiences are gradually crystallized in a set of tailored macros suitable for a domain. That is, researchers initially determine what they want to specify and experts in logics help them to describe these operators with basic logic primitives. After some studies, this early joint effort defines a researcher-friendly specialization of the DSL for that domain. That specialization includes macros for the most commonly used operators and concepts. Then, researchers can specify models on their own, and only need experts in logics to describe new and unusual properties.

V. Case study: NASA Shuttle

This section uses ATCAS-IL to analyze the conflicts existing in the flight readiness activity system described in Section II. The AT description of this activity system has been presented in Section II and is depicted in Fig. 2. As stated there, the conflicts emerge from the NASA duality between an agency focused on research and safety, and the modern one trying to reduce costs. It affects the shuttle launching opposing a total guarantee of safety and a reduced one but with a timely launching.

The first step of this analysis is the formalization of the activity system using the primitives presented in Section IV. Algorithm 2 shows a simple mapping for it. The flight-readiness activity extends the basic-activity, which includes basic information about activities. Its object has been simplified to focus on the contradictions coming from the community. The two communities reflect the duality of goals in NASA between the
Algorithm 2 ATCAS-IL activity system for Fig. 2.

**Activity** basic-activity (flight-readiness-activity,
Subjects : decision-maker,
Objectives : ,
Objects : Shuttle,
Tools : safety-procedure(Shuttle),
Communities : public-funded-agency, autonomous-agency,
Rules : safety-first, timely-flight(Shuttle),
DivisionOfLabour : priority-to-safety-procedures, flight-team-readiness,
Outcomes : shuttle-flight(Shuttle),
Patterns : )

Algorithm 3 Communities of the flight readiness activity system.

**Community** (basic-community, Roles : decision-maker,
Environments :,
Knowledge :,
Rules : OBLIGED(rule-3, cost(W) and safety(X) and funding(Y) and income(Z) and (W + X) < (Z + Y)),
Role-dependencies : ,
Artefact-accessibility : )

**Community** basic-community (public-funded-agency, ...)

**Community** basic-community (autonomous-agency, Roles : cost-conscious-decision-maker : decision-maker,
Environments :,
Knowledge : funding(0),
Rules : ,
Role-dependencies : ,
Artefact-accessibility : )

public-funded-agency and the autonomous-agency. The knowledge related with the artefacts in this activity is described as part of their definitions.

Algorithm 3 shows a partial definition of the communities involved in the previous activity system. The basic-community contains the role decision-maker, who is the subject of the activity, and a rule that states that the agency must run balancing its expenses (i.e. functioning and safety costs) and the incoming money (i.e. funding and incomes). As there are no constraints about artefact accessibility, all the roles have granted full access to all the artefacts of the community. Depending on the type of agency, the specification adds more rules to its description. For instance, the autonomous-agency should run without public funding, which is asserted as knowledge of that community. Note that the specification of the autonomous-agency indicates that it constrains the general decision-maker to a cost-conscious-decision-maker, so it does not add a new subject but specializes the existing one.

The definition of the rules is illustrated with safety-first and timely-flight in Algorithm 4, which are also examples of the use of macros introduced by keyword DEF. The rule safety-first states that the probability of failure cannot be over a given limit, and timely-flight indicates that launchings must adhere to the expected planning.

The last type of elements to define is the roles involved
in the activity system. Algorithm 3 introduced the decision-maker as the subject of the flight readiness activity system. As also seen in Fig. 2, it is specialized in the safety-conscious and cost-conscious decision makers. The definitions of these roles can be seen in Algorithm 5. They have available several operations, such as check-readiness in the decision-maker. All of them produce pieces of information according to the available state of the shuttle. The operation decide-launch takes this information to approve or deny the launching of the shuttle, which satisfies the objective take-decision.

Algorithms 3, 4, and 5 describe the general behaviour of the activity system. Then, the SM specifies the actual individuals implementing it, and the IM how they carry out the activity.

In this case, the SM just considers one instance per artefact and one agent for the decision maker (in this case an engineer) playing the two possible roles, the safety-conscious and the cost-conscious decision maker. This models the kind of situation that faced NASA engineers about launching the shuttle in the presence of non-optimal conditions.

The final element of the specification is the IM in Algorithm 6. It uses the previous instances to implement the activity system. The protocol establishes the sequences of steps that the roles can perform to execute the activity. The operations have been already discussed in this section.

The verification of the previous specification is the second step of the analysis with ATCAS-IL. It finds out the double-bind contradiction pointed out in [19]. When the engineer needs to abort the launching because it does not meet the safety-first condition, there is a violation of the timely-flight condition as no launching time is scheduled before the planned time. If the engineer decides launching anyway, there is a violation of the safety-first condition. This inability to take an action without violating constraints corresponds to the double-bind contradiction [20]. Thus, the verification has been able to automatically find the contradiction and to point out the conflicting properties. Details on the analysis process can be found in [17].

The presentation of the case study has used a textual specification with ATCAS-IL. Operetta supports visual modelling as long as the corresponding Eclipse models with the abstract and concrete syntaxes of the language are available. This step is required to complete a DSL suitable for social science researchers. They can easily grasp the primitives related with AT concepts, as they correspond to a structured textual representation of activity systems. However, the deontic logic used to specify the low-level details do not belong to their standard background. The use of macros and a graphical notation can reduce their difficulties to use it in their models.

VI. RELATED WORK

The field of ABM shares with general agent research many of its limitations. The review of Gilbert and Terna [5] about the implementation of ABM points out the lack of conceptually well-defined blocks for modelling and implementation guidelines.

ABM applies models to a large extent as a conceptual tool with only a swallow agreement about what an agent is [3]. Just to discuss some examples, the research in [11], [22], [6], [12] can be considered. The agents in [6] are modelled as sets of simple variables and rules to modify them. There is a set of external parameters not modifiable by agents, and a set of internal parameters that agents can modify with actions. Actions are rules triggered by certain conditions. There are also information links between agents that indicate when changes in their variables are propagated to other agents. The model can consider some noise in the communications to allow non-modelled environmental effects. Works as [22] have a more complex representation of the involved agents. Their condition-action rules include symbolic representations of elements such as goals, tests or capabilities, being therefore closer to traditional MAS. However, they do not represent key elements in MAS like the society, norms or decision making. Some researchers [11], [12] advocate the use of common MAS for ABM. This approach allows for the richer and more abstract modelling of individuals, but overlooks several relevant facts. The first is that MAS abstractions come from software development, and therefore they are not well-suited for social researchers. The second is that ABM usually deals with huge populations that cannot be implemented with computationally expensive agents.

ATCAS-IL aligns with research that promotes MAS for ABM, as it allows making modelling as complex as required. However, its language foundation is in AT, and thus in Social Sciences instead of AOSE. Moreover, ATCAS-IL relies on automated transformations of models to manage the implementation and its tradeoffs. This is an approach already pointed out in [12], though it proposes the use of programming languages instead of model transformation languages [9] as ATCAS-II does. This last approach is intended to be closer to the concepts of the domain.

The issue of the lack of implementation guidelines was already mentioned in the introduction. ABM methodologies focus on capturing the information of the social systems at a very abstract level, but disregard how to migrate from these conceptual models to computational ones [3]. From the already mentioned works, [11], [22], [6] only consider the general features of agents in their models and the results of their simulations. The absence of general implementation details suggests that they rely on specific implementations for the problem at hand. This constitutes a major problem to validate the models, as it is not easy to know whether some of the results come from unintended features of the coding [4]. Approaches emerging from MDE and promoting the automated transformation of models [11], [12] facilitate to some extent this validation, as the same transformations are applied to different models. Nevertheless, the full validation of models in these example approaches still requires a complete understanding of the program code involved in the transformation. For this reason, model transformation languages [9], which work at the level of models, seem a more suitable approach for this task. Nevertheless, complete development
processes for ABM that guide researcher in the modelling process are still an open issue.

VII. CONCLUSION

This paper has introduced ATCAS-IL as part of the ATCAS framework for ABM. ATCAS-IL is a DSL to represent social constructions. It is based on two main sources: the socio-psychological AT to define its conceptual framework; the OperA framework for agent organizations for its formal definition. This foundation pursues two objectives. First, it tries to increase the autonomy of social researchers in ABM by directly applying their own concepts. This reduces the misunderstandings that inevitably appear when researchers need to rely on engineers without a background in Social Sciences for the modelling. Second, the formal definition of the language enables the automated processing of its models. ATCAS-IL proposes making these transformations through standard model transformation languages. This implies that the transfer of information between models is partly specified at the level of abstraction of models, and not with code. It is also expected to improve comparability between models: the application of the same transformations to different models of the same hypotheses should generate equivalent results.

The paper has illustrated the use of ATCAS-IL with the problem of the identification of the contradictions that led to a well-known failure in the space shuttle program. While the original AT work relies on the human analysis of data, a suitable model allows the automated discovery of the problem and its potential reasons.

ATCAS-IL has currently three main limitations. First, the domain-specific primitives are not enough to model a complete system. As the case study illustrates, low-level details have to be expressed with logics, which are not suitable for social researchers. Ongoing work is intended to determine the additional primitives required in the language according to AT and agent research. AT also considers recurrent social patterns [16], [14] that can be described with reusable macros. Second, textual specifications are too verbose given the amount of details required in the models. The extensions of the DSL can help to solve this issue. Besides, the use of the visual modelling capabilities of Operetta can simplify the development of the specifications, hiding the repetitive details of modelling. Third, facilitating the development of the automated model transformations is still an open issue, as social researchers are not expected to be experts in transformation languages. Approaches based on the automated generation of transformations from model prototypes are a potential solution.
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Abstract—There are serious contributions to the theoretical foundations of flocking systems, but there are only few systems which have the capability of autonomous task allocation, however, many use cases demand this functionality. The implementation of a task allocation algorithm could be a serious challenge even in a simulated environment due to the numerous problems arising from the nature of these systems.

This paper proposes a novel algorithm to find the optimal allocation of heterogeneous agents to heterogeneous tasks by utilizing distributed auctions based on local peer-to-peer wireless communication and exploiting graph theory with a tree-based multicast protocol. The solution was tested over a number of different scenarios and compared to existing algorithms in order to measure and prove its capability in handling autonomous task allocation in different systems as well.

I. INTRODUCTION

The FLOCKING phenomena (the notion of flocking is used as a synonym of collective motion), observed in various fields in nature (such as insect swarms, fish schools, herds of wildebeests, etc.), can be an appropriate solution in many engineering applications as well. Applications of flocking include massive mobile sensing in an environment [1]; parallel and simultaneous transportation of vehicles or delivery of payloads [2]; performing military missions, such as reconnaissance [3], surveillance [4], and combat using a cooperative group of Unmanned Aerial Vehicles (UAVs). A flocking group of robots can perform tasks like exploration of an area, autonomous navigation for deployment, surveillance, or search and rescue operations [5].

In contrast to the huge number of flocking algorithms already published in the literature, most of them handle the group as a whole, no dynamic and autonomous reconfiguration or partition is possible [6]. Several use cases require utilizing autonomous regrouping of the flock, where a subset of the flock can leave the group, move to a given destination and perform various tasks on the spot. Several important uses cases impose scenarios where the flock has a large set of nodes, but only a few are required to move towards a specific location, for example when monitoring the behavior of the crowd during mass events or when observing the condition of a dam at multiple points with cameras. In cases where there is only one operation center broadcasting commands, the selection of the subset of nodes acting on the command and routing those nodes to the event site needs to happen autonomously based on the implemented control algorithm and the peer-to-peer communication between the nodes. This is an autonomous task allocation problem, which is an NP-hard [7] combinatorial problem.

In this paper we propose an algorithm capable of choosing the optimal task allocation based on the actual requirements without any central supervision, relying only on local interactions of the nodes. The algorithm does not depend on the tasks or the requirements directly, since it can select the optimal allocation with respect to the criteria defined by the use case.

II. RELATED WORKS

Multi agent task allocation is a problem that arises where a number of agents are working together in the aim of achieving a common goal or task which is subdivided into a number of subtasks. The problem can be formulated as a Multiple Traveling Salesmen problem which is NP hard [8]. Many solutions try to approximate the optimal solution by relying on auctions.

There are fully centralized solutions, such as [9] that require a central task allocator to determine the optimal allocation of tasks for the whole system. This approach certainly has advantages, such as the optimal global cost can be calculated easily, but it is usually not feasible in a real life scenario, especially in scenarios mentioned in Section I, as a fully centralized approach requires complete and perfect communication between nodes and the central task allocator has to keep track of the state of the whole system including internal knowledge of each agent’s state.

Some solutions utilize combinatorial auction [10] (where bidders can bid on combinations of items) in a centralized manner in order to find the optimal task allocation such as in [11] and [12]. Combinatorial auction compared to centralized task allocation has many advantages, however, a few disadvantages as well. Due to the distributed cost computation, this method does not require a fully centralized task allocator to keep track of the internal state of each node in the system. However, it has the communication and computational disadvantages of a fully centralized approach. Combinatorial auctioning can provide globally optimal solution based only on local interactions but it is well known to be an exponential complexity algorithm.
algorithm, therefore, it does not scale well with the number of nodes which can result in extreme energy consumption [13].

Distributed auctions are used to exploit the peer-to-peer communication between nodes in [14] and [12]. This class of methods is the primary mechanism for providing intentional coordination between agents. Distributed auctions have the advantage of not requiring the auctioneer to have a model of each agent (for example a robot). They do not require full communication between the agents and the auctioneer either (which means the network graph does not have to be complete, only connected) and can be robust with respect to communication failures. However, they are inherently suboptimal when a complex global cost function is used.

Fully distributed approaches [15], [16] do not use auctions in a conventional manner, therefore, they do not require direct communication between nodes. Each robot in this case retains local control and chooses its own actions based on its observations of the environment. Cooperative actions however, can be achieved by estimating models of the other agents’ strategies. Distributed approaches are robust to communication failures, but can result in worse performance than distributed auctions due to a lack of intentional coordination via an auctioneer.

After studying the listed solutions thoroughly, we have chosen the method of distributed auctions for our algorithm, as it does not require full communication between the agents and being robust to wireless communication failures. The initiator event can be triggered only on one agent, but it uses graph theory solutions to select the most appropriate local auctioneers that do the auctions in a parallel and distributed way. To convey the tasks and the bids between the agents our solution uses tokens which can be transferred via peer-to-peer communication through the whole network.

III. PROPOSED DISTRIBUTED TASK ALLOCATION ALGORITHM

We are investigating the problem of allocating a subset of agents based on local events, such as when a node senses disturbances, hazards, etc. or global events: the control center orders nodes to perform tasks. The event can originate from a higher level entity in the system but the allocation process has to be performed in a self-organized manner among the nodes. A global or local event can be associated with certain requirements, such as a minimum energy level required or various properties of the nodes: speed, agility, maximum operating altitude, presence/accuracy of sensors/actuators, etc. The goal then is to select a subset of the nodes with the best fit with respect to the requirements associated with the event.

A. Problem formalization

An event triggers a request in the system that can be translated into a logical entity called the token. In our terminology a token is a simple data structure which contains the requirements (e.g. in a key-value map) associated with the event and nodes can manipulate it during the allocation process. This is very important, since a node needs to add its own data to the token in order to indicate that it has previously seen the token. A token can be transferred between nodes via wireless communication. It follows that a token is the subject of auctions, since every node is competing for the tokens based on the requirements in the token and the node’s properties. Therefore, the selection process can be viewed as a highly distributed auction, where the bidders are the agents in the system and the “goods” are the tokens. The main benefit of the token representation of tasks is that the initial abstract problem can be mapped to a more formal problem which now can be solved by using graph theory and other mathematical tools. Thus the autonomous task allocation problem can be formalized as a token translation step and based on the token a distributed auction between the nodes. In the token translation step the algorithm should translate the requirements of the event to a transferable entity called token. And with distributed auctions (starting from the triggered agent) the nodes in the system can exchange the tokens in a controlled manner. At the end of the auction a task allocation can be done based on the bids contained by the token. In order to guarantee the optimal allocation of tokens to nodes, each node must bid on each token at least once, otherwise there could be a node in the system which did not bid to a token but would be the perfect fit.

In a distributed system limiting the number of local auctions is beneficial, since an auction can consume a huge amount of resources. In this case the auctioning algorithm is coupled with a flocking algorithm that depends on wireless communication to synchronize the state of the nodes such as position, velocity and heading. A naive solution would use no auctions at all but nodes that have the token could bid on it. This solution however involves unnecessarily broadcasted messages, as all tokens have to be transferred to potentially all nodes in the system. This approach is one extremity, where the number of auctions is minimized. Thus the algorithm should find an optimal trade-off between the number of the auctions and the required time to complete the allocation process. To minimize used resources and ensure that an optimal solution is found, our algorithm can be broken down to these general steps:

1) Select the auctioneer nodes based on the network graph
2) Build up a multicast tree in which the source is the node where the event was triggered and the destinations are the auctioneer nodes
3) Use the multicast tree to make communication more efficient in the process of allocating nodes to tokens

In the next subsection we focus on the first sub problem, since the second and third can be solved by enhancing traditional tree-based multicast algorithms (will be described in a later subsection).

B. The auctioneer selection algorithm

As we are considering mobile agents, the graph representing the network connections is not stable and not known a priori, thus some assumptions have to be made. We assume that each node has a local network table, which contains all other nodes in an adjacency matrix. This table is built up using the periodically received topology information (containing
the whole network from the sender’s perspective) from the neighbors (similar to the distance-vector routing method [17]). Thus, every node transmits its local network table periodically (like the heartbeat packet in distributed systems) in order to ascertain the node is still operating (since a device can be broken down at any time because of many reasons) and to create a local copy form the whole network topology in all nodes. The next assumption deals with the structure of the network, since in our case the graph is undirected and connected before the task allocation phase. However after it can change, due to for example a task which requires that few nodes from the connected flock move away for a time and do dedicated tasks such as exploration and then join back to the flock. The undirected graph can be guaranteed by allowing only pairwise connections. Thus, if only one node can communicate with the other but the other can not (because of different sizes of transmission ranges) then this asymmetric connection will not be placed in the network matrix and hence the undirected communication graph is guaranteed.

Based on these assumptions auctioneer selection can be formalized and solved by using tools from graph theory. It is a selection problem and the goal is to select the minimum number of auctioneers in the system. Let \( G \) denote the graph representation of the whole network, and \( G = (V,E) \), where \( V \) are the vertices (the nodes) of the graph and \( E \) is the set of edges, representing the communication links between the nodes. Thus, the problem is to select a subset \( (V') \) from \( V \), which has the minimum number of elements (minimum cardinality set) and can cover all the nodes in the network with the edges covered by the vertexes in the subset. More formally, we are seeking a subset \( V' \) of \( V \), such that for all \( u \in G \) there exists \( (u,v) \in E \), where \( v \in V' \) and \( V' \) is the minimum cardinality set. This set is very similar to the minimum vertex cover, however, in this case the goal is to cover all nodes instead of all edges.

Assume that every vertex has an associated cost of \( c(v) \geq 0 \). Then the problem discussed earlier can be formulated as the following integer linear program \((x_u)\) which labels whether the node is chosen as the element of the minimal set:

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in V} c(v) \cdot x_v \\
\text{subject to} & \quad \sum_{x_u + x_v \geq 1} \forall v \in V(G), \forall u : (u,v) \in E(G) \\
& \quad x_v \in \{0,1\} \forall v \in V(G)
\end{align*}
\]

The formulation as an integer linear program can be done in polynomial-time (since from the adjacency matrix the equations can be formulated, processing the whole matrix in \( O(n^2) \)). As the graph should be processed \( n \) times, the reduction can be done in \( O(n^3) \)). The 0-1 Integer Linear Programming (a special case of the ILP) problem is one of Karp’s 21 NP-complete problems. Thus, we were able to reduce our problem in polynomial-time (i.e. Karp reduction, where \( c(v) = 1 \forall v \)) to an NP-complete problem, therefore, our problem is NP-hard. It follows straight-away from the fact that ILPs are NP hard.

This problem also contains the well-known minimum vertex cover problem as a special case, when in the subject we do not summarize all the neighbors instead one (thus subject to \( x_u + x_v \geq 1 \forall (u,v) \in E(G) \)).

Since the problem is NP-hard, we provide a constructive heuristic algorithm which finds only a suboptimal solution but does it in polynomial time. The main idea behind the algorithm is to select nodes with higher degree as they contain more previously uncovered nodes of the graph. Obviously the degrees of the nodes have to be updated after each selection since the selected node and all of its neighbors are covered. Thus, our algorithm can be described by the following pseudocode:

**Theorem:** The Algorithm 1 does find a (sub optimal) solution in polynomial time.

**Proof:** It is easy to see that the above algorithm does find a solution, since it can stop only after Step 2, and after this step it always stands that \( V'' \cup V \) equals to all the vertices in the graph, and it returns only if \( V = \emptyset \), thus \( V'' \) (which is the set of the covered nodes) contains all the devices in the network. And it can be proved as well, that it stops in polynomial time as the algorithm steps in the loop (Step 1-2) at most \( n \) times, where \( n \) is the number of vertices in the graph (\( n = |V(G)| \)). To find the node with the highest degree from the adjacency matrix is \( O(n) \) and the update process of the matrix (after removing the vertices and the edges) is \( O(n^2) \). Thus, the running time is \( O(n(n+n^2)) = O(n^3) \). The \( O(n^3) \) time relates to only the auctioneer candidate selection which runs locally on the triggered node and therefore, can be really fast when the adjacency matrices are stored in-memory.

It would be beneficial as well if an upper bound could be determined for the number of selected nodes, since it is a good indicator for the speed of the whole process (includes the distributed auction as well).

**Theorem:** An upper bound for the number of the covering nodes is \( \lceil |V(G)|/2 \rceil + 1 \), where \( |V(G)| \) is the set of the vertices in \( G \).

**Proof:** It is easy to see, that if we can guarantee this upper bound on a spanning tree of the graph, then the bound is valid for the original graph as well. Since the original graph has more (or at least equal number of) edges than the spanning tree, the nodes we selected based on the spanning tree still
cover all vertices in the original graph. In a tree the set we are looking for is identical to the well known minimum vertex cover from graph theory (since in this case to cover all vertices we have to cover all the edges as well). From the Gallai theorem we know that in a graph the sum of the minimum vertex cover and the maximum independent set is equal to the number of vertices. In a tree the number of nodes in a maximum independent set is equal to or greater than \( |V(G)|/2 \), since trees are bipartite graphs, thus, can be divided into two distinct sets and the vertices of either set are independent from each other. Therefore the number of nodes in the minimum vertex cover is equal to or less then \( |V(G)|/2 \). The additional 1 vertex is added to the upper bound because by using a heuristic algorithm in trees it may happen that it selects the wrong one from the two distinct sets (this happens only when the difference between the two sets is only 1).

In this section we have proposed an algorithm able to select a subset of vertices from a connected graph covering all other vertices in the graph through their edges. We have proved that the algorithm does the selection in polynomial time and we could define an upper bound for the number of selected vertices. Thus, with the help of this algorithm we are able to determine the agents in the system where the local auctions have to be performed in order to find the optimal task allocation.

**C. The tree-based multicast algorithm**

We have seen previously that the main problem was divided into 3 sub problems and in Section III-B we have provided a heuristic algorithm to approximate the solution for the first subproblem. In this subsection our goal is to identify the appropriate tree-based multicast algorithm to solve the remaining two problems based on the aforementioned selection process result. Thus, the role of the multicast algorithm is to deliver the tokens from the source node to the selected local auctioneer nodes relying on a multicast tree.

The problem of finding a minimum cost multicast tree is well-known as the minimum Steiner tree problem. According to [18] this problem is also NP-complete, even when every edge has the same cost, by reduction from the exact cover by 3-set. Although it is widely assumed that a Steiner tree is the minimal cost multicast tree, it is not generally true in multihop wireless networks [19]. The problem of minimizing the cost of a multicast tree in an ad hoc network needs to be re-formulated in terms of minimizing the number of the data transmissions.

Since in a broadcast medium, the transmission of a data packet from a given node to any number of its neighbors can be done with a single transmission, thus, the minimum cost tree is the one which connects sources and receivers by issuing a minimum number of transmissions, rather than having a minimal edge cost. However, finding this optimal tree in a wireless network is also NP-hard [19], therefore, a heuristic algorithm will be used in this case as well.

There are many heuristic algorithms to compute minimal Steiner trees: for instance, the MST algorithm in [20] provides a 2-approximation, and Zelikovsky [21] proposed an algorithm which obtains a 11/6-approximation. However, these algorithms try to solve the minimum cost tree in general instead in a broadcast manner. Authors in [19] proposed two heuristics (a centralized and a distributed one), both resulting in a tree with lower or equal data-overhead then the MST Steiner tree. Since in our case each node knows the whole network (because of the locally maintained adjacency matrices), the centralized solution seems to be an appropriate choice.

Thus, in the first step of the algorithm it selects the most appropriate auctioneer nodes, in the second step it creates a multicast tree where the multicast receivers are the nodes from the first step. This tree is not only usable for spreading the tokens from the source to the receivers (local auctioneers) but for the opposite direction as well. Therefore, if an auctioneer finishes the local auction, it transfers its token back on the multicast tree to the source. If a node on the path from auctioneer to source possesses two or more tokens at a time, it merges them in order to decrease the number of broadcast transmissions. Finally the first node (in worst case the source) which obtains all the tokens, immediately calculates the winner nodes and instructs them to carry out the tasks formulated in the token. Thus basically, only the auctionee node selection step runs locally on a single node (where the task allocation event has been triggered) and then the algorithm uses distributed auction backed by multicast trees in order to increase the efficiency of the local auctions.

**IV. PERFORMANCE THROUGH SIMULATION**

In the previous section we have proven that our algorithm can find the optimal allocation and does it in polynomial time, but our objective is to evaluate the effect of the proposed auction based task allocation algorithm in the context of a flock environment. Thus we have chosen to conduct a simulation study using the SimPy process-based discrete-event simulation framework [22] in a realistic scenario.

The simulations are based on a static context, thus the agents in our simulation do not move, since primarily our goal is to prove the algorithm can operate optimally in cases where the dynamics of the agents in the system are negligible compared to the communication speed. The nodes in the simulation communicate with each other via a radio interface, such as Wi-Fi, Bluetooth or anything else in a predefined communication range. It is important to note that in the simulation a perfect communication model is assumed as well, therefore, interference and packet loss are not considered.

To model the communication graph we used instances of the connected Watts and Strogatz graph [23], which is a random graph and can be parametrized to resemble the communication graph of flock. The communication network of a flocking system is a type of graph which is similar to a regular grid, therefore the valency of the nodes are nearly the same (since the agents in the flock are placed almost the same distance from each other). We generate a random connected Watts and Strogatz graph by setting the algebraic connectivity parameter as well. The algebraic connectivity of a graph is the second-smallest eigenvalue of the Laplacian matrix of the graph and...
the magnitude of this value reflects how well connected the overall graph is. It depends on the number of vertices as well as the way in which they are connected. In random graphs, the algebraic connectivity decreases with the number of vertices, and increases with the average degree (and is greater than 0 if and only if the graph is connected). The simulations are performed with different algebraic connectivities in order to simulate different kinds of flocks. Every graph with a unique algebraic connectivity value was tested 100 times and the results were aggregated in order to minimize the impact of outlier cases.

As it has been stated before, the requirements generated by an input event are translated into a token. However, our framework is capable of handling multiple types of requirements (and cost functions as well) since the algorithm does not restrict it. Thus it is really important to note that the proposed system does not depend on the type of the requirements or the cost function, instead these can be defined differently from case to case and the algorithms will adopt dynamically. In this paper we have considered a simple scenario where a token only contains a minimal energy level as requirement. An energy level is generated for each agent before the simulation, following a uniform distribution between 70% and 100%. In the generated event, the energy requirement is 65%, therefore every node can perform the task to ensure that a solution exists. In this configuration there are optimal and suboptimal allocations based on the generated energy level distribution.

Five different algorithms have been compared against each other in the simulator. The random walk algorithm, which transfers the token (the translated request) on randomly selected edges until some conditions (such as all nodes placed a bid or the token has been transferred at a given threshold) are fulfilled. The well known hill climbing algorithm, that transfers the token only to a node that has a higher bid than the current one, therefore, in our case it means that the tokens move towards nodes with higher energy. The simulated annealing algorithm: it tries to avoid suboptimal selection by allowing temporary worse states (so the selected node’s bid is lower than the current highest). The algorithm uses acceptance probabilities of making the transition from a current node to a candidate one, which depends on the energy of the nodes and on a globally-varying time parameter, called the temperature.

A. Simulation Results

The results will be shown in two different aspects. The first is the main focus of the paper, that relates to the success of the task allocation. Measuring the success ratio of finding the optimal allocation among the nodes, 0% to 100% indicates the effectiveness of the used solution. And the second aspect focuses on the simulation time, which indicates the speed of the algorithm. Therefore, the goal is to minimize the time and select the most appropriate agents as quickly as possible.

Figure 1a presents the results from the first aspect. It has to be noticed that the hill climbing algorithm is not depicted since it performs really bad (around 40% at lower density and improves to around 80% in more connected networks) because its performance heavily depends on the location of the initial request event. And obviously the hill climbing algorithm produces the worst selections as it chooses nodes greedily, therefore it terminates at suboptimal nodes (local optimaums). Therefore, for a clearer picture only solutions with close to the optimal performance are shown. When observing the percentage of the optimal coverage it could be seen that there are only two algorithms able to achieve the optimal selection regardless of the structure of the network graph: our proposed algorithm and the full multicast algorithm. The full multicast algorithm finds the optimal allocation in any case by definition, since it transfers the token to every node. The simulated annealing algorithm results in an almost optimal selection in all cases, but in really sparse environments (graphs with lower algebraic connectivity) it has some errors. The relatively good results of this algorithm is because its parameters (such as the initial and the terminating temperature and the transfer rate) have been trained on many networks. The random solution (which passes the token to randomly selected nodes) also achieves a nearly optimal selection in all cases, since its input parameter (the number of token transfers) has also been trained on the same dataset. It is important to notice as well that the results
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(a) For a clearer picture only the optimal or near to optimal solutions are depicted.

![Speed of the selected algorithms.](image)

(b) Speed of the selected algorithms.

Fig. 1. Simulation results of the autonomous task allocation from all the aspects.
are improved when increasing the algebraic connectivity of the graphs, as higher algebraic connectivity values mean a denser and more connected network graph. Therefore local information becomes more global, in the extreme case of a fully connected graph each node has global knowledge about the whole graph.

Our final results are depicted on Figure 1b, and it shows the speed (the simulation time measured in ticks by the discrete simulator) of the different selection solutions. As it can be observed, all algorithms except the hill climbing are highly dependent on the algebraic connectivity. The relation between the algebraic connectivity and the speed is not linear but exponential, therefore, a less connected graph results in much slower selection. Hill climbing performs the best with respect to speed due to the greedy optimization: blindly passing tokens to agents with higher utility. On one hand this algorithm can terminate in local optimum instead of a global one (see Figure 1) but on the other hand it provides the fastest coverage. The other four examined solutions perform better if the underlying network graph is more connected, since in that case the network can be covered within less time. The second most efficient solution is our proposed algorithm, which can outperform the other three optimization techniques even by 30–40% in less connected environments. Based on the results from all the aspects, we can conclude that our solution finds the optimal selection in any network and does it in the fastest way among the algorithms which find the optimal or nearly optimal allocations. Only the hill climbing search technique does faster allocation but it can reach an optimal selection only in strongly connected flocking systems.

V. CONCLUSIONS

We have proposed and described a novel distributed auction based task allocation algorithm to enhance flocking systems. This task allocation algorithm exploits the network graph maintained locally by nodes in order to build a (sub) optimal multicast path from the source node to the chosen local auctioneers. Using this multicast tree our solution can find an optimal allocation based on the generated requirements.

Real-life flocking examples were used as a case study to evaluate how our novel algorithm can solve the distributed task allocation problem in flocking systems. We evaluated the performance based on multiple environments by varying the algebraic connectivity of the generated graphs. Our experimental results indicate that the proposed algorithm can find the optimal allocation regardless of the algebraic connectivity of the graph and does it relatively fast compared to the other examined solutions such as random walk, hill climbing, simulated annealing and the full multicast algorithm.
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Abstract—This work presents a multi-agent-based computational model of an artificial fractional reserve banking system. The model is implemented in NetLogo. The computational experiments and simulations we performed to analyse the proposed model show that different scenarios can lead to bank insolvency. We show that both the minimum reserve rate and the loss of confidence have large contributions to the insolvency of a bank, suggesting them as likely destabilizing economic forces driving the dynamics of the model.

Index Terms—agent-based model, agent-based simulation, BDI agents, fractional reserve banking, NetLogo.

I. INTRODUCTION

AGENT-BASED models (ABMs) are computational models consisting of a set of autonomous, self-driven agents that exhibit complex behaviours emerging from their interactions rather than from the complexity of the individual agents. ABMs are usually simulated in frameworks specially developed for these purposes [1]. They have already been applied to the study of emergent phenomena in a variety of domains that include social, political, and economic sciences.

ABMs have several interesting properties. Among them are the following: they are relatively easy to implement, are very practical for analysing the evolution of the simulations step by step, and can show emergent properties that could be difficult to predict. By stepping the simulations, it is possible to analyse the emergence of stylised facts and new equilibrium states, as well as the conditions under which they occur. For example, it is possible to analyse the emergence of pernicious domino effects, which may be achieved by increasing the degree of interdependence between the agents. The domino effects are of special interest to the analysis of financial fragility, in particular bankruptcies cascades, due to the intricate structures of liabilities among heterogeneous agents.

One of the goals of the ABM we present in this paper is to describe a methodological tool that can reproduce some of the stylised facts in fractional reserve banking (FRB) systems. Fractional reserve banking\(^1\) is a banking system "in which banks hold only a fraction of their deposits in reserves, so that the reserve-deposit ratio is less than 1" [2]. In other words, some of the deposits are further used by the banks to be loaned out at interest-earning rates to other parties. Yet FRB has received a lot of criticism. For example, there are studies that show the viability of ending fractional reserve banking, as is the case of the FRB in Iceland [3].

Why then a computational agent-based model to simulate FRB? We believe that understanding FRB better could be one of the most important outcomes. Simulating artificial scenarios could help suggesting possible improvements or new policies. This is especially important for scenarios that could eventually be avoided if anticipated by a computational economic model for FRB. The FRB agent-based model presented in this paper can then be used to analyse possible scenarios that arise from evaluating different initial parameter settings of the model. The major purpose of the model is to provide artificial ways to represent and to simulate the impact of the fractional reserve banking system on a time period. It defines a very simple modern banking world that is, by no means, an example of the modern banking world that is, by no means, an example of modern banking world that is, by no means, an example of modern banking world that is, by no means, an example of modern banking world that is, by no means, an example of modern banking world.

II. RELATED WORK

Traditional simulation approaches mainly use historical data [4] to analyse the interbank lending for scenarios with homogeneous and heterogeneous agents. Iori, Jafarey, and Padilla [6] show that, if the banks are homogeneous in size and risk exposure, then the interbank market has strong effects to avoid cascades and stabilise the system. However, if the agents are heterogeneous, then the system may present some cascade effects.

Modern simulation approaches like ABM have also been used to study economic and social systems, where the main

---

\(^1\)Also known as fractional deposit lending.
idea is to describe the behaviour of the agents in the system and to reconstruct the aggregate behaviour by simulating their interactions. Also, some works allow behaviour adaptation based on changes in the different scenarios [7]. By this means, ABM is a methodology bringing together verbal descriptions of component systems and equation-based models [8]. In particular for our investigations, we are interested in ABM for analysing the credit, liquidity, and operational risks of settlement systems. In this type of system, banks are modelled as software agents that follow some behavioural rules and act independently, which leads to stylised facts that result from their interactions in the simulated world.

Simulation tools like StartLogo have also been used to simulate behavioural rules for banks in Real Time Gross Settlement systems. Arciero and co-authors present a model with a money market [9] which, after a critical event, either blocks or limits the activity of the bank. In their model, banks are perfectly informed on all payment requests. Thus, when delays in payments start accumulating, some banks start adjusting their expectations accordingly until the turbulence spills over in the market, needing the intervention of the central bank.

III. An Agent-Based Computational Model for Fractional Reserve Banking

A computational model that describes an FRB system using ABM was introduced in a previous work [10]. The model basically consists of three main groups of artificial entities that are simulated by three types of agents, i.e., depositors or investors, debtors or borrowers, and banks, which interact through communication in a multi-agent system. When compared to the approach of Mallet of simply managing a list of accounts with deposits and loans [11], our model differs in that it simulates not only the bank behaviour, but also other parties and the interactions involved. In this paper, we focus on initial experiments with our model rather than extending it.

Each agent in our model pursues different interests. They are modelled in NetLogo, a multi-agent programmable modelling environment [12], by following the BDI paradigm [13]. In other words, they are artificial agents with beliefs (B), desires (D), and intentions (I) that are defined using the NetLogo BDI add-on [14].

All agents follow a deliberation process that determines their subsequent actions and interactions with other agents. For example, depositors aim to create as much capital as possible without running the risk of losing their assets due to insolvency of the bank. They can retrieve the entire deposit or a specific, lower amount. They can also deposit money or do nothing. Depositors act depending on their own personal value scale. It would not be reasonable for a depositor to deposit 80% of her on-hand cash into a bank she has 10% of trust in, for instance. Other variables influence the decision process, too, like the time preference $p$, the current capital $C$, the deposit interest rate $\beta$, and the trust $t$ in the bank. Algorithm 1 shows the pseudo-code that drives the depositors’ actions, where $D$ is the amount to deposit, $W$ is the amount to withdraw, and $S$ is the current deposits or savings in the bank. If confidence in the bank is lost, i.e., the trust in the bank is less than 30%, then a depositor might withdraw her entire deposits. She might deposit money, however, if the trust has a greater value and depending on both the time preference (a random parameter to simulate the possibly non-deterministic character of each agent’s operations) and the interest rate.

Depositors act depending on their own personal value scale. It would not be reasonable for a depositor to deposit 80% of her on-hand cash into a bank she has 10% of trust in, for instance. Other variables influence the decision process, too, like the time preference $p$, the current capital $C$, the deposit interest rate $\beta$, and the trust $t$ in the bank. Algorithm 1 shows the pseudo-code that drives the depositors’ actions, where $D$ is the amount to deposit, $W$ is the amount to withdraw, and $S$ is the current deposits or savings in the bank. If confidence in the bank is lost, i.e., the trust in the bank is less than 30%, then a depositor might withdraw her entire deposits. She might deposit money, however, if the trust has a greater value and depending on both the time preference (a random parameter to simulate the possibly non-deterministic character of each agent’s operations) and the interest rate.

Debtors or borrowers behave similarly, only that they have other local variables as well as actions in their repertoire, like borrowing a specific amount of money from the bank. The bank agent serves as a contact partner for depositors and debtors. It accepts or rejects requests from the agents depending on its own state. For example, a bank would award no credit to debtors if its reserves fall below the minimum permissible reserve amount because otherwise it could lead to insolvency. All agents update their information and knowledge about the world, i.e., their beliefs, iteratively, which determines the construction of new desires and intentions that are transformed in later actions.

IV. Experimental Settings

We are interested in finding which parameter values lead to either bank insolvency or to a stationary scenario with no insolvency of the bank, over iterations.
A bank becomes insolvent when its reserves are lower than the money one or more depositors want to withdraw back from their deposits. Such illiquid state scenarios are reached when both the trust of the depositors decreases, leading to withdrawals, and the reserves of the bank are lower than the withdrawals. Intuitively, the following three scenarios could lead to an illiquid state: (i) the bank does not invest at least some part of the deposits and converts them into profits from the loan interests to at least cover the deposit interests; (ii) the trust of the debtors decreases so that they do not want to get a loan. Thus, the profits of the bank would decrease and the bank will not be able to pay the deposit interests back; (iii) the bank uses a large part of the reserves but even a small withdrawal from a depositor can lead to an insolvency of the bank.

In order to analyse these scenarios, we first perform three computer experiments, i.e., $E_1$, $E_2$, and $E_3$, where we change the values of both the minimum reserve rate and the average loss of confidence rate parameters, while leaving the rest of the parameter fixed, which are: number of depositors (5), number of debtors (5), average income (2000), start capital (5000), starting loan (credit) interest (10%), starting deposit interest (0.2%), and average win of confidence rate (30%). See Table I for those parameter values that differ among the experiments.

### Table I

<table>
<thead>
<tr>
<th>Experiment</th>
<th>minimum reserve rate</th>
<th>average loss of confidence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>1%</td>
<td>30%</td>
</tr>
<tr>
<td>$E_2$</td>
<td>1%</td>
<td>50%</td>
</tr>
<tr>
<td>$E_3$</td>
<td>5%</td>
<td>30%</td>
</tr>
</tbody>
</table>

It can be seen that an insolvency is more probable when the loss of confidence increases, leading to a lesser number of iterations needed for a bank to become insolvent. Thus, when the average loss of confidence is greater than the average win of confidence, then both the depositors and the debtors lose their trust in the bank. Furthermore, if the reserves are low because of a large loan and the bank is not able to pay a deposit back, then all depositors start trying to withdraw their deposits, leading to an insolvency of the bank. This can be
seen in Figures 2 and 3 at the end of the simulations starting at iteration 220 and 50, respectively.

Furthermore, the larger the difference between the average loss and the win of confidence, the faster the depositors start to withdraw their deposits and the faster the debtors stop asking for loans from the bank. Note also that if the average loss of confidence is too great, then the difference between the deposits and the reserves can be so small that the bank may reach a state in which it does not become insolvent but neither does it have any depositors or debtors any more.

Figure 4 shows an example of the evolution of both the money warehouse receipts and the reserves for some iterations for the computer experiment E3 with a minimum reserve rate of 5%. When comparing this result with the one from the computer experiment shown in Figure 2 where the minimum reserve rate is 1%, we can observe that the amount in Euros is greater in the computer experiment with higher minimum reserves (i.e., the one from Figure 4). It can be seen that the reason for the bank insolvency was the loss of confidence of a single depositor, which led to a cascade of confidence loss and withdrawals from all other depositors.

![Money warehouse receipts and reserves](image)

**Fig. 4.** Experiment E3 with minimum reserve rate of 5% and an average loss of confidence rate of 30%.

We performed more computer experiments with larger minimum reserve values leading to fewer bank insolvency scenarios. The larger the minimum reserves are, the fewer the cases where the bank is not able to pay the withdrawals of the depositors. Therefore, it is not probable that a bank becomes insolvent unless a large number of depositors decide to withdraw their deposits at the same time.

These computer experiments also show that the minimum reserves do not have a great influence in the model. The reason for this is that there are not so many depositors. Thus, each agent has a large influence in the dynamics of the model. In this context, the loss of confidence of a single depositor can only lead to a withdrawal of 10 to 20% of the deposits in the bank. Furthermore, it was observed that the bank rarely becomes insolvent when the confidence loss has values between 30 and 60% and the re-utilised percentage of money is between 10 and 40%. It was also observed that, for a confidence loss between 30 and 40%, the bank becomes insolvent when a depositor withdraws her deposits just after a loan was granted.

VI. CONCLUSIONS

The results of the computer experiments show that the variable that has the greatest influence in the dynamics of the model is the average loss of confidence. This variable is determined randomly in the current version of the model. Further work is to consider different trust reputation mechanisms to make it adaptable, together with the average win of confidence, according to the number of deposits and loans over time.

Moreover, it would be of interest to further investigate the influence of the number of depositor and debtor agents in the model, i.e., whether the dynamics of the model scale in size or not. With respect to the bank agent, it would be interesting to analyse the impact of excluding external sources that would help a bank to pay to the depositors and keep it solvent.
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Abstract—Currently, bike-sharing systems undergo a rapid expansion due to technical improvements in the operation combined with an increased environmental and health awareness of people. When it comes to the acceptance of such systems the reliability is of great importance. It depends heavily on the availability of bicycles at the stations. But, in spite of truck-based redistribution efforts by the operators, stations still tend to become full or empty, especially in rush-hour situations. This paper builds upon an incentive scheme that encourages users to approach nearby stations for renting and returning bikes, thereby redistributing them in a self-organized fashion. A cooperativeness parameter is determined by the fraction of users that respond to an incentive by choosing the proposed stations. It uses a decentralized control process to calculate alternative rent and return stations for each of the stations. These alternatives are then proposed to the users when they approach an empty or full station. The approach is based on a decentralized control framework that allows to equipping different distributed software systems with the control capabilities needed to realize the coordination efforts required to achieve the desired self-organizing properties.

I. INTRODUCTION

RECENT challenges like climate changes, declining supplies of fossil fuels, noise emissions and congestion lead to discussions about individual means of transportation in urban areas. Especially bicycles (bikes in the following) have received an increased attention in city transportation, as they offer a healthy and environment-friendly way of transportation and allow to reach areas in cities that do not have direct access to public transportation. Combined with technical improvements of the underlying information systems, this results in a rapid extension of bike-sharing systems worldwide [1]. Obviously, bikes have drawbacks in comparison to other modes of transportation, as the usage of bikes strongly depends on weather conditions and the topography of the targeted area. This makes bikes more suitable for short trips [2]. As mentioned before, the increasing success of bike-sharing systems depends strongly on the introduction of information systems supporting the whole renting process (finding available bikes in the departure area as well as renting and returning them) [3]. Today, many cities aim at implementing bike-sharing systems in order to improve inner-city air quality and to reduce congestion [4].

The main challenge for the operation of modern bike-sharing systems in big cities is to ensure the availability of bikes at the stations. In rush-hour situations, stations may run out of bikes while others become full, thus reducing the overall reliability of the systems. Therefore, the planning and operation of redistribution attempts is essential to ensure reliability and user satisfaction. There are several attempts that have been tested to overcome these problems in scientific research as well as in practice [1] (cf. Section II).

This paper extends previous work [5], where an incentive scheme was investigated, that encourages users to approach nearby stations for renting and returning bikes, thus redistributing them in a self-organizing way. This work is extended by two aspects: First, a decentralized control framework is introduced that allows the declarative description of decentralized coordination processes to control the required coordination efforts among the participating entities in order to achieve the desired self-organizing behavior. Thereby, it shall support different types of heterogeneous applications and systems. The framework is used to replace the coordination processes that were tailored especially for the used RinSim simulator [6] presented in [5] by declarative, generic ones. Second, based on the redesigned control processes, the efficiency of the self-organizing redistribution approach depending on a circular communication range coordination parameter is examined. The communication range determines which other bike stations are within reach of a certain bike station and therefore, receive the status updates emitted from this station as part of the coordination process. There is a direct 1:1 mapping between the communication range and the maximum distance a user is detoured when an alternative rent or return station is proposed to him. Thus, minimizing the communication range is of concern when to ensure user cooperation and satisfaction.

Following the approach described in [5] a microscopic simulation of an idealized Monday based on data from Washington, D.C.’s bike-sharing system (2014) is realized. The simulation will be used to describe the application of the decentralized control framework and to measure the impact of the communication range as a coordination parameter. Washington, D.C.’s bike-sharing system was chosen as a base for the simulation.
as all data concerning the system is freely accessible over the Capital Bikeshare Dashboard [7]. The Capital Bikeshare system has been started in September 2010 and until May 2013 it was the largest bike-sharing service offered throughout the United States [8]. In 2014, the system had 345 stations and about between 2400 and 2900 bikes were available for usage. Like many other bike-sharing system the pricing is based on the principle that the first 30 minutes of a rental are for free (except a fixed membership fee). Each additional 30 minutes require an extra fee. To ensure the reliability of the system and therefore, both the availability of bikes and free docks at the stations, Capital Bikeshare uses trucks to redistribute the bikes [9]. Fig. 1 shows the rebalancing efforts ventured by Capital Bikeshare in 2014. The figure shows that the operation of such a bike-sharing systems requires a significant amount of redistribution efforts.

![Fig. 1. Capital Bikeshare rebalancing efforts in 2014 (data taken from [7]).](image1)

However as shown in Fig. 2 stations still tend to become empty or full. Here the number of full and empty instances per month in 2014 are shown. From the data it becomes visibly, that the amount of empty stations is higher than the amount of full stations, indicating that the stations may be designed to have spare capacities to increase the chance that a bike can be returned at a station. In conclusion, the figure shows that, despite the redistribution efforts that are already carried out, there is potential for further improvement. This can either be an increasing number of truck-based redistributions or the introduction of new approaches, especially to overcome the problem of empty stations, e.g., by a self-organizing approach for the redistribution of bikes by the users.

The remainder of this paper is structured as follows: the next section will introduce related work in terms of the operation and planning of redistribution attempts as well as approaches dealing with the realization of self-organizing behavior based on decentralized control. Section III presents a decentralized control framework designed to allow the construction of decentralized coordination processes for different types of applications and systems. In Section IV, a Multi-Agent-based simulation system of Washington D.C.’s bike-sharing system is introduced and it is described how the decentralized control framework is used to realize the self-organizing redistribution of bikes in the simulation system. Section V presents the results of the simulation and evaluates the impact of the communication range coordination parameter to the self-organizing strategy. Finally, Section VI concludes the paper and presents an outlook on future work.

II. RELATED WORK

Several attempts have been ventured out to overcome the previous mentioned problem of maintaining reliability in bike-sharing systems. The authors of [10] used clustering techniques to identify shared behaviors across stations in order to predict short-term station usage for Barcelona’s Bicing system. Thereby, they provide a spatiotemporal analysis of 13 weeks of bike station usage to sense and predict the rush on certain stations depending on their location and the time of day. Thus, supporting the operation of the system by providing planning support for the distribution of bikes. Similar work, also focusing on Barcelona’s Bicing system was done in [11]. The authors analyzed human mobility data in an urban area using the amount of available bikes at the stations. Based on the data sampled by the system operator’s website temporal and geographic mobility patterns within the city have been detected. These patterns were applied to predict the number of available bikes at the stations ahead. The timeliness of the whole bike-sharing topic is elaborated in [12] where the characteristics and commonalities between particular bike-sharing systems with a view to deriving influences on the sustainability of systems is explored. The empirical study analyzes bike-sharing systems in five Chinese cities. As China is suffering from severe negative consequence of high private vehicle usage in large and densely populated cities, it would greatly benefit from an environmentally-friendly way of transportation like bicycling. China has a long history of bike usage in the country and therefore, it provides a great potential for such a green form of travel to be part of public and
private transportation. Therefore, the authors of [12] analyze the effect of different bike-sharing systems in China and draw conclusions based on their success for the development of new systems.

In terms of building self-adaptive and self-organizing systems, there are several approaches which deal with the associated challenges. Research areas like Autonomic [13] or Organic Computing [14] provide approaches to solve these challenges. Both approaches rely on different types of feedback loops based on (usually) centralized control elements. According to [15] feedback loops are a key design element within a distributed system in order to exhibit adaptivity.

Feedback loops normally consist of three main components: (1) Sensors are in charge of observing the behavior and the (current) status of the component, respectively the environment it is situated in. (2) Actuators can change the configuration of the system, which can lead to changes in the component’s behavior. (3) A computing entity serves as a connector between the system input (sensor) and the output (actuator). It can be very different with regards to its internal architecture and abilities (cf. [16]). The importance of decentralized control to achieve requirements like resilience, robustness and scalability in large distributed systems has been identified in [17]. The work presented there distinguishes decentralized self-adaptive solutions from their centralized counterparts and also proofs some of the key research challenges for the realization of decentralized self-adaptation.

Related work in terms of decentralized coordination is among others presented in [18]. There a framework for the decentralized coordination of ubiquitous web services is proposed. It is based on an Event-Condition-Action (ECA) approach and relies on an XML-based language for describing ECA rules that are embedded in web service-enabled devices. Another example for a self-organizing infrastructure that offers coordination capabilities, inspired by chemical reactions is the TuCSoN coordination space concept [19]. It relies on a multiplicity of independent communication abstractions, called tuple centers. These can be spread over Internet nodes and are used by agents to interact with each other. TuCSoN exploits tuple centers as its coordination media, where a tuple center enhances a tuple space with a behavior specification. Therefore, the tuple centers are a communication abstraction whose behavior can be defined to embed an overall law of coordination. This is similar to the approach presented in this paper which utilizes coordination media as communication abstractions. Also similar is the propagation of a clean separation of concerns between application and coordination logic as introduced by [20]. The authors of [20] propagate a loose coupling between the core functionality of an application (computation) and the coordination. Thereby coordination is an orthogonal aspect w.r.t. to the computation when it comes to the realization of distributed systems. According to [20] this increases the generality when the coordination is swapped in a separate model.

However, there is a lack of approaches that support decentralized coordination in general regardless of the used technology and design patterns. The authors of [21] for example present a decentralized framework for the dynamic composition and coordination of autonomic agent applications. As a first step toward such a general decentralized control framework, that will be proposed in the next section, previous work dealt with a middleware supporting the construction of decentralized control in self-organizing system based on the concept of Active Components [22]. Active Components combine the autonomous behavior known from software agents with the service provider paradigm from the Service Component Architecture (SCA). A more detailed description about the concept of Active Components is given in [23].

III. DeCoF: A decentralized Coordination Framework

Today’s distributed systems are characterized by an increasing size and complexity, which requires novel engineering approaches. The utilization of self-organizing processes has been proposed to enable adaptiveness of inherently decentralized systems [24]. Self-organization refers to physical, biological and social phenomena, where global structures arise from local interactions of autonomous individuals [25]. It has turned out to be a promising paradigm for the development of advanced distributed applications and systems with strongly decentralized control and high demands for self-adaptive behavior.

The designed decentralized coordination framework is based on the concept that the self-organizing dynamic that causes a system to adapt to external and internal influences is controlled by decentralized coordination processes. The processes describe the self-organizing behavior that continuously structures, adapts and regulates aspects of the application. They instruct a set of decentralized Coordination Media and Coordination Endpoints. Coordination Media deal with the interactions between the components (information propagation), while the Coordination Endpoints handle the adaptation of the components (local entity adaptation). Together they control the microscopic activities of the components, which on a macroscopic level lead to the manifestation of the intended self-organizing dynamic. The integration of the Coordination Endpoints and Media is prescribed by declarative defined coordination processes which structure and instruct their operations (cf. Section IV-A for an example of such a declarative coordination process description).

The Decentralized Coordination Framework (DeCoF) emerges from a tailored programming model for the software-technical utilization of coordination processes as reusable design elements in Multi-Agent Systems (MAS). The DeCoMAS (Decentralized Coordination for Multi-Agent Systems) [26] architecture introduces concepts like Coordination Media for the propagation of Coordination Information and Coordination Endpoints for the observation and adaptation of the local entities. But while the DeCoMAS architecture is especially
designed to equip BDI\(^1\)-agent system with coordination processes and therefore, is limited to such systems, DeCoF aims at supporting distributed systems in general. Thereby, different and also heterogeneous software components in general are supported, allowing to equip not only MAS but component based systems in general with decentralized coordination processes to extend them with self-organizing capabilities. The current reference implementation supports software components written in Java. But, it is also applicable to other programming languages in general.

Fig. 3 shows the conceptual architecture of the proposed framework. Components respectively agents that should be equipped with coordination capabilities to realize self-organizing behavior based on the aforementioned concepts are labeled as Coordinatorable Components. As the framework aims at supporting various types of MAS resp. distributed systems in general, there are no inherent characteristics that could be used to monitor or control the behavior of the agents respectively components, e.g. different types of MAS use different scheduling and life-cycle mechanisms, while component-based systems might lack them at all. Therefore, the concept of Coordination Events is introduced. These are events that are fired by a coordinatorable component, whenever something relevant for the coordination happened inside the component. A coordination event \((ce)\) is a tuple with the length 2 (double or 2-tuple) containing contextual data about the specific coordination event \((cd)\) as well as a representation of the event’s originator \((eo)\). A coordination event is thus defined as: \(ce = (cd, eo)\).

Following a separation of concerns between the application and the coordination logic as propagated by [20], the actual processing of the coordination events is handled by a related Coordination Endpoint. The coordination endpoints are loosely coupled to the coordinatorable component via a so called Coordination Event Bus. An event bus\(^2\) allows publish-subscribe-style communication between components without requiring the components to explicitly register with one another (and thus be aware of each others). The separation of concerns requirement is fulfilled by the loosely coupling between the coordinatorable component and the coordination endpoint realized by the coordination event bus. Thus, the component is only responsible for realizing the application logic and do not need to have knowledge about (the present of) the coordination endpoint.

When a coordinatorable component fires a coordination event, it is received by the related coordination endpoint via the coordination event bus. The endpoint then processes the event according to a prescribed coordination process definition. The process definitions defines how different coordination events have to be handled by the endpoints. These descriptions contain instructions on how to distribute the coordination event to which other coordinatorable components. The how is described by indicating what kind of coordination medium should be used for the information dissemination. As described before, coordination media deal with the information propagation among the components. The which is realized with a role-concept. A coordination process definition specifies various roles that components might adopt. Thereby, a component can have multiple roles and a role may be carried out by various component types. So to process a coordination event the endpoint encapsulates it and enriches it with additional information about the originating coordination endpoint. The resulting Coordination Information \((ci)\) is a 2-tuple containing the coordination event \((ce)\) and information about the originating endpoint \((oe)\), thus is defined as: \(ci = (ce, oe)\). Besides prescribing which coordination event, originating from which coordinatorable components should be published to which other components, a coordination process definition also prescribes which type of coordination event should be triggered in the receiving components. How the coordination information are actually propagated is part of the implementation of the actual coordination medium. This regards the technical realization of how the information should be distributed, as well as how the subset of receivers is selected. Therefore, simple coordination medium relying on a network-topology for the information dissemination as well as complex ones, where the dissemination of the information relies on, e.g. diffusion processes in an (virtual) environment are possible.

Fig. 4 shows an UML class diagram of the relevant classes and interfaces of the framework. A component that should be equipped with coordination capabilities has to implement the ICoordinatable interface. It requires the component to implement two functions. The getId function returns an unique string that identifies the component. The handleCoordinationEvent function is called whenever a coordination event relevant for the component has been received by its coordination endpoint. Here the

---

\(^1\)The Belief, Desire, Intention software model is developed for programming intelligent agents. It is characterized by the implementation of an agent’s beliefs, desires and intentions and uses these concepts to solve a particular problem in agent programming [27].

component-specific coordination event handling should be implemented. Also, an according coordination endpoint has to be created for the component. The framework provides a helper function that creates such a coordination endpoint and connects it to the component with a coordination event bus. The framework provides a ready-to-use implementation of the CoordinationEndpoint class as well as a generic implementation of the CoordinationInformation class. Abstract super classes exist to implement specific CoordinationMedium and CoordinationEvent classes. Therefore, if an application should be equipped with coordination capabilities the following steps have to be performed:

1) Writing the XML-based declarative coordination process description that instructs the coordination endpoints.
2) Implementing the ICoordinatable interface for the components that should be coordinated.
3) Identifying the relevant coordination events and implementing them using the abstract CoordinationEvent super class.
4) Implementing the coordination logic for the information propagation by extending the abstract CoordinationMedium super class.

IV. SIMULATION: SELF-ORGANIZING REDISTRIBUTION OF BIKES

The decentralized coordination framework described in the previous section has been used to implement a coordination process in order to control the self-organizing redistribution of bikes in a simulated bike-sharing system. This section will give an overview about the implementation details of the simulation system as well as the usage of the coordination framework. Also, the simulation scenario will be described.

A. Implementation Details

The simulation system is realized using RinSim [6], a logistics simulator written in Java. It supports (de)centralized algorithms for dynamic pickup-and-delivery problems (PDP). The cyclists renting bikes at stations were realized as agents. They are created at a specific station, where they try to rent a bike and if a bike is available at the station, they drive it to their designated destination stations, where they return it. In order to map the road model of Washington, D.C., the corresponding area was extracted from OpenStreetMap (OSM) [28] and transformed into the graph-based road model supported by RinSim. Thus, the movement of the cyclists along the roads can be simulated by moving them on the edges of the resulting graph. Following the PDP-modeling approach, the bikes were modeled as parcels and the bike stations as depots. Time in the simulation system is simulated in a discrete manner, divided into ticks of 60 seconds length. Therefore, the simulation of a whole day consists out of 1440 simulation ticks.

In order to rebalance the availability of bikes at the stations, as a possible addition to the truck-based redistribution efforts ventured by Capital Bikeshare, an incentive scheme for the users to stimulate them to re-distribute bikes in a self-organizing fashion is proposed. The approach is based on the concept that whenever a user tries to rent a bike at an empty or nearly empty station, an alternative rent station with a sufficient amount of bikes is suggested to the user. Equivalent, whenever a user tries to return a bike at a full or nearly full station, an alternative return station with a sufficient amount of free docks is suggested to the user. Thus, the distribution of bikes among the stations will be balanced in a self-organizing way, as users renting a bike are detoured from empty stations to, preferably full or nearly full ones or at least non-empty ones. The same goes for the returning of bikes, where users are detoured from full or nearly full stations to preferably empty or at least non-full ones.
For the simulation the alternative stations are proposed to the user agents whenever they approach a station, in a real world scenario a mobile phone application is imaginable that informs users about alternative rent or return stations before they actually approach them in case they state their intent to approach a station a priori. Possible incentives for a detour are, e.g., free minutes that are added to the users next trips or virtual bonus points that they can exchange for goodies in web shop, similar to the bonus programs of many retail stores. Fig. 5 depicts the whole process from a user’s point of view.

A decentralized coordination approach is used to calculate the alternative rent and return stations that are suggested to the users. It is realized using DeCoF. Bike stations periodically send their current occupancy rate to all other bike stations within a certain circular communication range. Stations receiving such status updates from other stations collect them and use them to calculate alternative rent and return stations in a decentralized way. Whenever such status updates are received, the receiving bike station determines the station with the lowest and the highest occupancy rate from the list of stations. The station with the lowest occupancy rate is selected as the alternative return station and the station with the highest occupancy rate is selected as the alternative rent station. These alternative stations are suggested to a user whenever it tries to rent a bike at the station when the station is currently empty, respectively when the user tries to return a bike at the station when it is currently full or critical occupied. So, the maximum detour distance equals the communication range of the stations, as only stations that are within a station’s communication range are considered. For the simulated scenarios, a critical occupancy rate of 75% is used.

Following the usage instructions of the DeCoF the bike stations that are implemented as RinSim specific depot agents (Bikestation), implement the ICoordinatable interface and are equipped with a coordination endpoint. Every minute of the simulated time they fire an BikeStationStatusUpdateEvent as a coordination event which contains their current occupancy rate. The according coordination endpoint publishes this as part of a coordination information over a RoadBasedCoordinationMedium. This medium extends the abstract CoordinationMedium super class with RinSim specific coordination logic. Therefore, it has a reference to the simulator’s road model, so it has knowledge about the simulation environment and the position of all the bike stations. The circular communication range is a configurable coordination parameter of the medium. Based on the road model the medium selects all bike stations within the communication range and publishes the coordination information to their according coordination endpoints. When receiving such coordination information the endpoints trigger a BikeStationStatusUpdateEvent in the coordinatable bike stations and thus, initialize the calculation of the alternative rent and return stations. Listing 1 shows the declarative coordination process description for this application. It shows how the Bikestation agent is mapped to the bikestation role. This role is used to instruct a decentralized coordination link (deco-link). The link definition contains information about the affected roles, the bikestation role in this case, and how the coordination events should be mapped to each other as well as which coordination medium should be used for the information propagation. In this case the RoadBasedCoordinationMedium is used and it is configured with a maxCommRange coordination parameter limiting the information dissemination. In case of the listing a communication range of 1 km is used.

```xml
<coordination-description context="BikeSharing">
  <role-definitions>
    <role name="bikestation">
      <components>
        <component class="de.haw.c4das.bikesharing.simulation.Bikestation"/>
      </components>
    </role>
  </role-definitions>
  <deco-link-definitions>
    <!-- Bikestation status update link -->
    <deco-link id="bs-update">
      <from role="bikestation" event="de.haw.c4das.bikesharing.simulation.BikeStationstatusupdateEvent"/>
    </deco-link>
  </deco-link-definitions>
</coordination-description>
```

Fig. 6 visualizes the system’s self-organizing dynamic that results from the previous described concepts. The dynamic is composed of two parts, the **Bikestation Coordination** as well as the **User Cooperativeness**, and it results from the interactions between them. The coordination among the bikestations generates the alternative rent or return stations that are proposed to the users. Then the self-organizing dynamic of the systems depends on the users’ willingness to follow such a proposal.

![Bikesharing coordination process](image)

**Fig. 6.** Self-organizing dynamic of the bikesharing-system.

### B. Simulation Scenario

A typical Monday was examined in order to simulate Washington D.C.’s bike-sharing system and to evaluate the impact of the proposed coordination strategy. Therefore, the trip history data of all Mondays (except holidays) from 2014 provided by Capital Bikeshare (the system’s operator) was analyzed. To do so, the day was divided into 24 time slices. For each of these 24 time slices the departure probabilities \( q \) and the dependent destination probabilities \( q_B \) for the bike-stations were calculated based on the ventured trips: The departure probability \( p_A \) for a station \( A \) is denoted by

\[
p_A = \frac{n_A}{N},
\]

with \( n_A \) as the number of all trips started at station \( A \) while \( N \) is the total number of trips. The dependent destination probability \( q_B \) is denoted by

\[
q_B = \frac{d_B}{D_A}.
\]

It is characterized by the fraction of numbers of departures to station \( B \) from station \( A \) denoted as \( d_B \) and the total number of departures from station \( A \) denoted as \( D_A \). The simulated scenario starts at 12 a.m. In order to simulate the different rush at different times of the day, the mean total number of trips for each of the 24 hours of the day was determined based on the trip history data. During the execution the simulator generates the number of cyclist agents specified by the rush equally distributed for the currently simulated time slice. As a simplification, all cyclists move with a constant speed along the graph-based road model. In order to find a route from the departure to the destination stations, they use a shortest path approach and traverse the edges of the graph road model, considering the edge weight as the distance to the next node. The simulation was configured to allow an overcrowding of bike stations, when no free docks are available. If a cyclist agent tries to rent a bike at an empty station, this incident is reported and the total number of rides that did not take place is returned as part of the simulation results for evaluation purposes. Fig. 7 shows an extract of the simulated map with the road model and some of the cyclists and bike stations as well as the chosen communication range.

![Simulated map](image)

**Fig. 7.** Extract of the simulated map showing the road model, some of the cyclists and bike stations as well as the chosen communication range.

### V. SIMULATION: SELF-ORGANIZING REDISTRIBUTION OF BIKES

In order to evaluate the impact of the self-organizing redistribution strategy depending on the communication range as the relevant coordination parameter, different scenarios with fluctuating communication ranges as well as a reference scenario without any self-organizing behavior were simulated. In all of this scenarios the cyclists moved with a fixed speed of 18km/h. Initially, half of the docks of the bike stations were...
occupied. The bike stations’ number of docks was extracted from the data provided by operator via the Capital Bikeshare Dashboard [7]. For all the scenarios simulating the self-organized redistribution of bikes, a user cooperativeness rate of a 100% was assumed. This means that the users always follow a proposed detour to an alternative rent respectively return station. This assumption was made for a more precise evaluation of the impact of the communication range. A detailed analysis of the impact of the users’ cooperativeness rate on the proposed self-organizing redistribution strategy is presented in [5].

Fig. 8 shows and compares the results of a simulation scenario with no self-organizing redistribution of bikes and one with a communication range limited to 1.5 km. The parameters of the simulated scenario are summarized in Table I. The figure depicts the number of stations that are in a normal state (neither full nor empty) for both scenarios. It is observable for both cases, how the number of normal stations declines with the morning rush-hour beginning at around 7 a.m. (minute 420). Over the day, these numbers fluctuate only a little. In the late afternoon (around minute 1800) the number of normal stations recovers a bit. This behavior can be explained by the rush-hour movements of commuters. In the morning they drive from the suburbs to the city center and return in the afternoon. Stations in the suburbs tend to become empty during the morning rush-hour, while stations in the city center tend to become full or over-crowded. The returning commuters in the afternoon take bikes from the overcrowded stations in the city center and refill the empty ones in the suburbs when they return, thus increasing the number of normal stations. The figure gives a first impression about how the self-organizing redistribution of bikes improves the number of normal stations over the whole day.

**Table I.** Parameters of the conducted simulation.

<table>
<thead>
<tr>
<th>Simulation Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of cyclists</td>
<td>7433</td>
</tr>
<tr>
<td>No. of stations</td>
<td>345</td>
</tr>
<tr>
<td>Cyclist speed</td>
<td>18 km/h</td>
</tr>
<tr>
<td>Initial bikestation utilization rate</td>
<td>50%</td>
</tr>
<tr>
<td>User cooperativeness rate</td>
<td>100%</td>
</tr>
<tr>
<td>Bikestation communication range</td>
<td>1.5 km</td>
</tr>
</tbody>
</table>

In order to further measure the impact of the self-organizing redistribution with regards to the maximum communication range, 6 simulations with different communications ranges (from 0.5 km to 3 km) were performed and compared to the reference scenario. Apart from the fluctuating communication range the same simulation parameters as displayed in Table I were used. The according results are shown in Fig. 9. It contains the mean deviation of the number of normal stations in comparison to the previous described reference scenario with no self-organizing behavior. This value states how many more stations in average over the simulated day are in the normal state in comparison to the reference scenario. The figure shows that with a communication range of 1.5 km a maximum deviation of 10.7% can be achieved. This means that about 10% more of the total amount of stations are in the normal state in comparison to the scenario with no self-organizing behavior. Considering 345 stations in total, an improvement of 10% of the stations means that about 35 more stations are in the normal state. Fig. 8 shows that without any self-organizing redistribution efforts at least about 280 stations are in the normal state. This results in 65 stations being empty or full/overflown. By increasing the number of normal stations by 10% of all stations to about 315 stations, the number of stations that are empty or full/overflown is reduced by about 55% to 30 stations.

As the communication range is directly related to the distance a user is detoured when he/she wants to rent or return a bike, it is obvious that this value should be as low as possible to increase user acceptance. Also the figure shows that a higher communication range actually may have a negative impact on the results. One potential reason is that the trip time is lengthened and therefore, also the time the bikes are in usage and thus, not available at the stations. In addition, a higher communication ranges may decrease the density of bikes in the area where they are actually needed. For example, they might be detoured from the city center back to the suburbs if the communication range is too high and therefore, no longer available to meet the higher demand in the city center.

**VI. CONCLUSION AND FUTURE WORK**

The acceptance of bike-sharing systems depends heavily on the availability of bikes at the stations. In spite of truck-based redistribution efforts by the operators, stations still tend to become empty or full, especially in rush-hour situations. In this paper, we explored an approach for the self-organizing redistribution of bike by the users and presented a decentralized coordination framework for the realization of self-organizing systems. It is based on the concept that the self-organizing dynamic that causes a system to adapt to external...
and internal influences is controlled by decentralized coordination processes. The processes describe the self-organizing behavior that continuously structures, adapts and regulates aspects of the application. They instruct a set of decentralized coordination media and coordination endpoints. Coordination media deal with the interactions between the components (information propagation), while the coordination endpoints handle the adaptation of the components (local entity adaptation). Together they control the microscopic activities of the components, which on a macroscopic level lead to the manifestation of the intended self-organizing dynamic. The integration of the coordination endpoints and media is prescribed by declarative defined coordination processes which structure and instruct their operations. A microscopic simulation of a bike-sharing system based on data taken from Washington, D.C. (2014) was realized to show how the presented framework can be used to build self-organizing applications. In case of the presented bike-sharing system, a decentralized coordination process was introduced that allowed the bike stations to communicate their current occupancy rate to other stations within a certain circular communication range to calculate alternative rent and return stations for the users. Thereby, we measured and evaluated the impact of the communication range as the relevant coordination parameter for the performance of the self-organizing behavior.

Future work will deal with the structural adaptation of coordination processes. Under certain conditions self-adaptive systems may exhibit a behavior where performance decreases and/or starvation may occur. Structural adaptations are a promising concept under such conditions, that can be used to realize the dynamic exchange or reconfiguration of self-organizing coordination processes. By facilitating the concept of structural adaptations presented in [29] for the proposed decentralized coordination framework it is envisioned to realize the dynamic exchange of the described coordination process. Thereby, another coordination process based on the formation of clusters among the stations, where a random station will take on the role of a super station for this cluster and receive status updates from all stations within the cluster, so it can calculate the optimal alternative rent and return stations for all stations within the cluster, will dynamically replace the existing coordination process at runtime.

**REFERENCES**


Run-time Injection of Norms in Simulated Smart Environments

Patrizia Ribino, Carmelo Lodato, Antonella Cavaleri, Massimo Cossentino
Istituto di Reti e Calcolo ad Alte Prestazioni
Consiglio Nazionale delle Ricerche
Palermo, Italy
Email: {ribino, c.lodato, a.cavaleri, cossentino}@pa.icar.cnr.it

Abstract—Smart systems have to deal with environmental changes and react for adapting their behavior to changes in the operating conditions, so to always meet users’ expectations. This is fundamental for those systems operating in open environments that may change frequently. Smart environments are complex systems that more than others are affected by these issues. In this paper, we propose a normative framework for regulating at run-time system behavior when some situations occur, thus providing system flexibility. The proposed approach includes also mechanisms to identify anomalous situations that can occur in the system due to the run-time injection of new norms.

I. INTRODUCTION

A GREAT challenge in complex systems is to adequately deal with the unpredictability and the dynamics changing of the application context the systems are plugged in. Smart environments are complex systems that more than others are affected by these issues. A way to provide system flexibility is given by implementing statically normative frameworks in which norms for regulating the behavior of the system are specified at design time. This kind of solution is not effective when we face with unpredictable and unexpected situations that have not been considered at design time. Hence, solutions for modifying at run-time norms or injecting new ones into the systems are mandatory.

It is widely accepted that multi-agent systems provide relevant features for implementing smart environments [1][2][3][4]. In such fields, norms have been widely employed for regulating the ideal behavior of the system. Norms are considered as a mechanism for controlling multi-agent societies and for ensuring order and predictability [5]. Such norms define standards of behaviors that have to be adopted in the society as well as undesired behaviors that have to be avoided. Hence, normative frameworks rely on a representation of norms by means of permission, obligations and prohibitions that ensure the agents behave within predefined boundaries. In particular, several works have been conducted for addressing theoretical and practical aspects about norm change [6][7][8] providing agents with mechanisms for enacting behavior modification. Typically, new plans/actions have been created for agents to be complied with new norms.

In this paper, we propose a normative framework to be coupled with goal oriented systems in order to introduce more flexibility in smart environment by means of run-time injection of norms regulating system goal fulfillment. In our approach, norms and goals allow to cope with two main aspects of a smart environment. Goals express what is the desired state of the world the system has to result in. Norms regulate the desired state of the world according to the normative context in which the system works.

In order to modify system behaviors when new norms are injected into the system, we implemented some algorithms in agents life cycle for reasoning about new goals to be pursued according to new norms. In so doing, we also manage some anomalous situations that can occur in the system due to the run-time injection of new norms. In particular, we identified three kinds of anomalies:

- the injection of an inconsistent norm, namely containing logical contradictions;
- the injection of a norm that is structurally incompatible with a goal;
- finally, the injection of a norm that creates an antinomy.

Thus, the main contributions of this work are:

- an algorithm for modifying agent goal fulfillment according to norm changing;
- an algorithm for checking the consistency of norms with the system.

In order to show in semi-natural languages some practical examples, we use GoalSpec [9] and SBVR [10] for modeling goals and norms.

Moreover, the normative framework with algorithms was implemented in MUSA [11]. It is a Middleware for User-driven Service Adaptation that provides means for supporting run-time adaptation of a process together with a multi-agent system for executing the activities of the process.

In order to validate our approach, we simulated a smart environment for improving services of a health care home. The simulation has been developed by integrating MUSA with ICasa simulator [12].

The rest of the paper is organized as follows. Section II introduces the theoretical background of the paper. In Sections III and IV, related works and motivation are respectively presented. Section V and Section VI presents the key concepts and the algorithms the proposed normative framework is based on. Section VII illustrates an application scenario of the proposed approach in a simulated smart environment. Finally, in Section VIII conclusions are drawn.
II. BACKGROUND

The main purpose of this work is to introduce more flexibility in smart environments by means of run-time injection of norms for adapting the behavior of the system to new situations. This section introduces the theoretical background of the paper. In particular, it is organized in four parts: the first one presents the features making multi-agent systems more suitable for implementing smart environments; the second one introduces two modeling languages (GoalSpec [9] and SBVR [10]) we use for modeling goals and norms for specifying functionalities and setting regulations the smart environment has to own. The third one provides an overview of MUSA [11], a multi-agent system for the dynamic composition and the orchestration of services in a distributed and open environment we adopt for implementing the functionality of the smart environment. The last one introduces ICasa [12], a dynamic pervasive environment simulator, we use for simulating the injection of norms in a smart environment.

A. Multi-Agent System features for Smart Environment

A Multi-Agent System (MAS) is a distributed system composed of autonomous entities, called agents. The decentralized and loosely coupled nature of such kind of systems makes it possible to design applications that are highly flexible, scalable and adaptive. The multi-agent paradigm provides several features that make them more suitable in order to fit smart environment requirements. Among them:

- **Decentralization** - MASs provide decentralized control based on distributed autonomous entities.
- **Interactions** - MASs support complex interactions between entities, using high level semantic languages. It is essential for smart environments that commonly deal with various, heterogeneous information from physical sensors, services or users preferences.
- **Coordination** - In a MAS, individual entities with limited capabilities are able to coordinate in order to achieve complex tasks. Flexible organization patterns enable groups of agents to create and dynamically reconfigure applications depending on current conditions. In an open, and dynamic smart environment, this feature is highly suitable for dynamic composition of elementary functionality in order to accomplish more sophisticated processes.
- **Heterogeneity** - A MAS is a society of agents with different capacities and roles.

B. GoalSpec & SBVR

GoalSPEC [9] is a language designed for specifying user-goals and enabling at the same time goal injection and software agent reasoning. The concept of goal is central in GoalSpec. Goals are described as states of the world that the user desires to achieve [13]. In GoalSpec, a goal is composed of a Trigger Condition and a Final State. The trigger condition is an event that must occur in order to start acting for addressing the goal. The final state is the desired state of the world that must be addressed. Trigger conditions and final states must be expressed by using domain ontology predicates. In GoalSpec, uppercase words represent the keywords of the language, and lowercase words represent the predicates constrained by the domain ontology.

Let us suppose we want define in our smart environment system the following common user goal:

\[
\text{If at 07:00 the living-room temperature is below 20 C, the shutter should be closed and the air conditioning turned on at level 6.}
\]

In GoalSpec, it could be written as follow:

\[
\text{WHEN on}(07:00 \text{ pm}) \text{ AND temperature}(T) \text{ AND } T < 20 \text{ THEN system SHALL ADDRESS closed(shutter) AND turned_on(air_conditioning, level(6)).}
\]

In order to define norms in natural language, we adopted the SBVR [10] standard as a modeling language for our system.

The Semantics of Business Vocabulary and Business Rules (SBVR) is an adopted standard of the Object Management Group (OMG). It is designed for business domains for formalizing complex business rules. In business domains, a business rule describes the conditions of a business process execution. A business rule may define the semantics of business concepts, reactions to business events, constraints and preconditions on tasks and activities, as well as the prohibitions, permissions and obligations of business actors and activities. In other words, business rules guide and constrain various aspects of business, including the sequence and timing of activities [14]. SBVR uses 'semantic formulation', which is a way of describing the semantic structure of statements and definitions.

In our approach, we use GoalSPEC for defining expected results of the system in terms of functionality and we adopt SBVR for specifying the normative context the system works in. Hence, by using the same kind of abstraction of SBVR, we can see a smart environment as an organization of entities that are involved in activities for reaching goals. The entities of the smart environment, sharing the same domain ontology (the SBVR vocabulary), constitute a community’s body of shared meanings that can understand SBVR rules.

An example of SBVR rules for the previously defined goal could be: *It is prohibited that the system closes shutters if John is at home.*

C. MUSA- A Middleware for User-driven Service Adaptation

The Middleware for User-driven Service Adaptation (MUSA) proposed in [11] is intended to provide a means for supporting run-time adaptation of a process based on a multi agent system for executing the activities of the process. The core element of the approach is the use of Goals for explicitly representing user-preferences into the system (what to address). The injection of goals triggers the re-organization of the agents in hierarchical groups. These self-adaptive structures allow for dealing with dynamic composition and orchestration of services. MUSA provides a platform in which (i) it is possible to deploy some capabilities that wrap real services,
completing them with a semantic layer for their smart use; (ii) users can inject their goals for satisfying their specific needs. Under the hypothesis that both goals and capabilities refer to the same semantic layer (described as an ontology), then the agents of the system are able to conduct a proactive means-end reasoning for composing available capabilities into tasks for addressing the user request.

D. iCASA - a dynamic pervasive environment simulator

iCasa [12] is a set of integrated tools for the development and administration of pervasive applications. It includes a smart home simulator that allows the creation and removal of a wide range of devices that can be used by the applications. Specifically, iCasa Simulator provides:

- A graphical user interface that displays a map of the house and the localization of the different devices. It allows developers to create and configure devices, create and move physical users, and watch their actual configurations;
- Scripting facilities for controlling the environment and to test the applications under reproducible conditions;
- Notification facilities for notifying users of any modifications in the environment.

III. RELATED WORKS

Norms like obligations, permissions and prohibitions have been implemented in multi-agent systems in order to specify (un)desired behavior of agents so that the goals of the system can be reached. They also provide means for coordinating agent activities in order to reach the overall objective of the system they are part of [15]. Norm-governed systems are also known as Normative systems.

Normative systems are commonly defined as systems that specify every possible system transition, whether or not that transition is considered to be legal or not. In other words, Normative Systems specify which actions or which states are considered by agents for reasoning about plan selection and execution. Moreover, the norms governing the behavior of a NoA agent refer to either actions that are obligatory, permitted, forbidden, or states of affairs that are obligatory, permitted or forbidden. The NoA language enables an agent to be programmed in terms of plans and norms. Normative statements formulated in the NoA language express obligations, permissions and prohibitions of an agent: Obligations motivate the agent to achieve either a state of affairs or to perform a specific action. Prohibitions restrict the agent to not achieve a state of affairs or to not perform an action. The agent is forbidden to pursue a specific activity. Prohibitions represent restrictions on what capabilities the agent is allowed to reach.

A lot of work has been done about normative frameworks in the field of Electronic Institutions or Virtual Organizations where norms have found a natural implementation. For instance, Alechina et.al [19] present a programming framework for developing normative organizations. Such framework is based on N-2APL, a BDI-based agent programming language for implementing norm-aware agents. N-2APL supports normative concepts such as obligations, prohibitions and sanctions. In such a work, the normative system is conceived in such a way that the interaction between agents and the environment is regulated by a "normative exogenous organizations," which is defined by means of a set of conditional norms (i.e.: conditional obligation and conditional prohibition). Such norms have the form obligation(l, o, d, s) that means "agent l is obliged to establish an environment state satisfying o before deadline d, otherwise it will be sanctioned by updating the environment with s" [19]. A norm-aware deliberation approach is also proposed. It allows agents to determine the set of plans (to be adopted in order to satisfy a goal) of highest priority which do not violate higher priority prohibitions.

In [20] Kollingbaum and Norman proposed the NoA Normative Agent Architecture. It supports the implementation of norm-governed practical reasoning agents. NoA agents are motivated by norms to act. In the NoA language, all the effects of a plan are declared in a plan specification. These effects are considered by agents for reasoning about plan selection and execution. Moreover, the norms governing the behavior of a NoA agent refer to either actions that are obligatory, permitted, forbidden, or states of affairs that are obligatory, permitted or forbidden. The NoA language enables an agent to be programmed in terms of plans and norms. Normative statements formulated in the NoA language express obligations, permissions and prohibitions of an agent: Obligations motivate the agent to achieve either a state of affairs or to perform a specific action. Prohibitions restrict the agent to not achieve a state of affairs or to not perform an action. The agent is forbidden to pursue a specific activity. Prohibitions represent restrictions on what capabilities the agent is allowed to reach. Finally, Permissions allow the achievement of a state of affairs or the performance of an action.

Some works have been conducted for addressing norm change and norm consistency providing agents with mechanisms for enacting behavior modification. Typically, new plans/actions have been created to comply with new norms [8][21][22]. In [23], Jiang et.al propose a normative structure, named Norm Nets (NNs) for modeling sets of interrelated regulations. NNs aims at verifying whether executions of business process are compliance with process regulations. Authors define a norm as a tuple of elements that specify the type of deontic operator, the pair role-action (the target) to which the deontic modality is assigned, a deadline of norm validity and a precondition that determines when the target is initiated. A formal method for checking norm compliance by using Colored Petri Nets is proposed. In [24] [25], authors propose a means for automatically detecting and solving conflict and inconsistency in norm-regulated Virtual Organization and Electronic Institution.

In the next section, we provide the reasons that motivate our work with respect to the related works.

IV. MOTIVATION

Although a considerable literature exists about norms, it is mainly directed to explore the role of norms inside Virtual Organization and Electronic Institution that are tightly coupled with agents. We take inspiration from those works and we are trying to introduce norms in smart systems as mechanisms that regulate the system at a higher level of abstraction than that where agents work.

The normative framework we defined adopts a norm specification similar to the previous ones. But in our framework, we employ norms at a higher level of abstraction by moving them from activity's regulations to goal's regulations. This choice is motivated by the context of self-adaptive and self-organized systems (SASO) we are working on. Commonly this
kind of systems are able to effectively adapt their behavior to environment changes and self-organize their internal structure for finding composed solutions in order to achieve collaborative goals. In particular, the kind of SASO systems we are considering owns the following features [11]:

- **Openness** - They are open systems that evolve at run-time because: (i) new services could be made available for satisfying user requirements; (ii) the satisfaction of new user requirements may be demanded to the system;
- **Goal-directed** - They are goal-directed systems. Goals are motivators for these systems providing them the reason for doing something. Goals express user requirements to be satisfied.

The aim of this work is to increase the openness of the system by allowing the run-time introduction of new regulations thus improving the flexibility of such systems. In so doing, we look at norms from a different perspective with respect to the classical one. Starting from the consideration that goals are key elements for the systems we focus on and they are motivators of their behavior, we look at goals as commitments the system engages with. In other word, goals can be seen as a particular kind of obligation that has to be satisfied when some conditions occur.

Hence, in the normative framework we developed norms that are directly linked to goals where a permission norm relaxes the conditions under which the goal has to be satisfied and a prohibition norm nullifies the commitment under the circumstances expressed by the prohibition. The effect is that norms may act for increasing the opportunity for the system to pursue the goal it is committed to (Permission) or, on the contrary, norms may inhibit system intentions to pursue the goal it is committed to (Prohibition).

By adopting this perspective, the norms operate for regulating what the system has to satisfy and not how it does that.

In order to provide an example, let us suppose there is a system that is committed for satisfying the user goal *have lunch* and at the moment of the commitment, the system owns two means to satisfy the *have lunch* goal. Fig. 1 shows a goal diagram where the goal "have lunch" can be satisfied by performing the tasks "book a restaurant" or "take a pizza". Let us suppose that such smart system has to provide its assistance to a diabetic patient. A norm in the system states "It is prohibited that a diabetic patient has lunch before taking insulin". The norm (at the goal level) constraints the requirement that the system can provide by inhibiting its intentions rather than disabling all the possible ways the system can follow in order to satisfy that requirement.

Let us suppose now that a new task "cook with microwave oven" is introduced at run time for satisfying the "have lunch" goal (see Fig.2). Considering that the norm at the goal level spreads to the task level, we do not need to add/change any system regulations to adapt the behavior of the system to manage the change of its operative context.

Moreover let us suppose that a new norm for the goal "have lunch" is injected at run-time in the system. The simultaneous presence of interrelated norms may cause some system conflict or inconsistency. Indeed, when two norms are interrelated, it may happen that being compliant with a norm may cause to be uncompliant with the second one, thus generating conflicts or inconsistencies. In classical approaches, conflicts are generated when an agent wants to perform an action that is simultaneously allowed and forbidden. Inconsistencies, instead, occur when an agent may be forbidden to perform an action that may be essential for fulfilling one of its obligations [26].

In our approach, we characterize the definition of conflict and inconsistency to deal with dynamically changing environments, where the conflicting state of two norms may change according to the particular execution context. In order to address this concern, we introduce some new definitions about conflicts and inconsistencies that are based on a representation of the execution context.

Resuming the previous example, let us suppose that a new norm regulating the "have lunch" goal is introduced into the system, that is "It is permitted that guests have lunch if they have performed sports activities". This latter norm is interrelated to the previous one because they both refer to the same goal "have lunch". The injection of the second norm could cause a system deadlock because if the conditions of both norms are simultaneously valid an antinomy is generated and the system does not know how to behave.

![Fig. 1: An example of Means-End Analysis [27]. It introduces two tasks "book a restaurant" and "take a pizza" to indicate two particular ways to fulfill the goal "Have lunch".](image1)

![Fig. 2: The availability of the new task "cook with microwave oven" gives the system a new mean for satisfying the goal "Have lunch".](image2)
V. THEORETICAL FOUNDATIONS

The normative framework for introducing more flexibility in smart environments, we propose in this work is based on three key concepts: state of the world, goal and norm. In the following, we formally introduce some definitions.

\textbf{Definition 1} — State of the world

Let \( D \) be the set of concepts defining a business domain. Let \( \mathcal{L} \) be a first-order logic defined on \( D \) with \( \top \) a tautology and \( \bot \) a logical contradiction, where an atomic formula \( p(t_1, t_2, \ldots, t_n) \in \mathcal{L} \) is represented by a predicate applied to a tuple of terms \((t_1, t_2, \ldots, t_n) \in D \) and the predicate is a property of or relation between such terms that can be true or false.

A state of the world in a given time \( t \) (\( \mathcal{W}^t \)) is a subset of atomic formulae whose values are true at the time \( t \):

\[
\mathcal{W}^t = \{ p_1(t_1, t_2, \ldots, t_n), \ldots, p_n(t_1, t_2, \ldots, t_m) \}
\]

The state of the world represents a set of declarative information concerning events occurred within the environment and relations among events at a specific time. An event can be defined as the occurrence of some fact that can be perceived by or be communicated to the smart system. Events can be used to represent any information that can characterize the situation of an interacting user as well as a set of circumstances in which the smart system operates at a specific time. Definition 1 is based on the close world hypothesis\(^{[28]}\) that assumes all facts that are not in the state of the world are considered false.

\textbf{Definition 2} — Goal

Let \( D, \mathcal{L}, \) and \( p(t_1, t_2, \ldots, t_n) \in \mathcal{L} \) be as previously introduced in the definition 1. Let \( t_c \in \mathcal{L} \) and \( f_s \in \mathcal{L} \) be formulae that may be composed of atomic formulae by means of logic connectives AND (\( \land \)), OR (\( \lor \)) and NOT (\( \neg \)).

A goal is a pair \((t_c, f_s)\) where \( t_c \) (trigger condition) is a condition to evaluate over a state of the world \( \mathcal{W}^t \) when the goal may be actively pursued and \( f_s \) (final state) is a condition to evaluate over a state of the world \( \mathcal{W}^{t+\Delta t} \) when it is eventually addressed:

- A goal is active iff \( t_c(\mathcal{W}^t) \land \neg f_s(\mathcal{W}^t) = \text{true} \)
- A goal is addressed iff \( f_s(\mathcal{W}^{t+\Delta t}) = \text{true} \)

Goals express what is the desired state of the world the system has to result in. Conversely, Norms regulate the desired state of the world according to the normative context in which the system works.

\textbf{Definition 3} — Norm

Let \( D, \mathcal{L}, \) and \( p(t_1, t_2, \ldots, t_n) \in \mathcal{L} \) and \( \mathcal{W}^t \) be as previously introduced in the definition 1. Let \( \phi \in \mathcal{L} \) and \( \rho \in \mathcal{L} \) be formulae composed of atomic formulae by means of logic connectives AND (\( \land \)), OR (\( \lor \)) and NOT (\( \neg \)). Moreover, let \( D_{\rho} = \{ \text{permission, obligation, prohibition} \} \) be the set of deontic operators. A Norm is defined by the elements of the following tuple:

\[
n = (r, g, \rho, \phi, d)
\]

where

- \( r \in \mathcal{R} \) is the Role the norm refers to. The special character ‘\( _\_ \)’ indicates that the norm refers any role.
- \( g \in \mathcal{G} \) is the Goal the norm refers to. The special character ‘\( _\_ \)’ indicates that the norm refers to any goal.
- \( \rho \in \mathcal{L} \) is a formula expressing the set of actions and state of affairs that the norm disciplines.
- \( \phi \in \mathcal{L} \) is a logic condition (to evaluate over a state of the world \( \mathcal{W}^t \)) under which the norm is applicable.
- \( d \in D_{\rho} \) is the deontic operator applied to \( \rho \) that the norm prescribes to the couple \((r, g) \in \mathcal{R} \times \mathcal{G} \).

In particular \( d(\rho) = \begin{cases} \rho & \text{if } d = \text{obligation} \\ \neg \rho & \text{if } d = \text{prohibition} \\ \rho \lor \neg \rho & \text{if } d = \text{permission} \end{cases} \)

In other words, let \( \mathcal{W}^t \) be a state of the world, a norm prescribes to a couple \((r, g)\) the deontic operator \( d \) applied to \( \rho \) if \( \phi \) is true in \( \mathcal{W}^t \).

\textbf{Definition 4} — State of Norm

Let a norm \( n = (r, g, \rho, \phi, d) \) where \( g = (t_c, f_s) \) and let a state of the world in a given time \( t \) (\( \mathcal{W}^t \)) a norm can assume the following states:

- \( n \) is applicable at time \( t \) if \( \phi(\mathcal{W}^t) = \text{true} \lor \phi = \top \)
- \( n \) is active at time \( t \) if \( n \) is applicable and \( t_c(\mathcal{W}^t) = \text{true} \)
- \( n \) is logically contradictory if \( \phi \) is \( \bot \)
- \( n \) is in opposition to goal if \( f_s \land d(\rho) \) is \( \bot \)

Moreover, let a state of the world \( \mathcal{W}^t \) and two norms \( n_1 = (r_1, g_1, \rho_1, \phi_1, d_1) \) and \( n_2 = (r_2, g_2, \rho_2, \phi_2, d_2) \) where \( r_1 = r_2, g_1 = g_2, \rho_1 = \rho_2 \)

- \( n_1 \) and \( n_2 \) are deontically contradictory iff

\[
\phi_1(\mathcal{W}^t) \lor \phi_2(\mathcal{W}^t) = \text{true} \quad d_1 \neq d_2
\]

It is worth noting that we talk about logically contradictory when the contradiction concerns the logical conditions (\( \phi \in \mathcal{L} \)) under which the norms are applicable. On the contrary, we talk about deontically contradictory when the contradiction concerns the semantic meaning of the deontic operator (\( d \in D_{\rho} \)) the norms apply to.

Moreover, a norm is in opposition to a goal when pursuing that goal violates always the prescribed norm.

In the next section, we present the algorithms for the injection of norms in a running smart environment.

VI. ALGORITHMS FOR RUN-TIME INJECTIONS

The aim of the normative framework is to provide some mechanisms that allow to modify the behavior of the smart environment in order to adapt it to unexpected situations that can occur by introducing new norms. The approach we propose is illustrated by the Algorithm 1.

The triple of elements the Algorithm 1 works on is composed of: a state of the world \( \mathcal{W}^t \) that characterizes the system in a given time, a set of goal \( \mathcal{G} \) representing the requirements the system is able to satisfy and finally a set

\(^{[3]}\)It is worth noting that in order to be compliant in \( \mathcal{W}^t \) with 1) an obligation \( \rho \) must be true, 2) a prohibition \( \neg \rho \) must be true 3) a permission \( \rho \lor \neg \rho \) may be true. In the context of this paper, we assume that the system does not violate norms.
Algorithm 1: RunTime injection

Data: \( W^t, g, N \)

while system is running do

1. \( N'_{injected} \leftarrow inject\_new\_norms; \)
2. \( t \leftarrow 1 \) to \( \text{length}(N'_{injected}) \)
   \( \langle r, g, \rho, \phi, d \rangle \leftarrow n; \)
   \( \langle t, f \rangle \leftarrow g; \)
   if \( (\phi \neq \bot) \land (f \land d(r) \neq \bot) \) then
      add \( \langle r, g, \rho, \phi, d \rangle \) to \( N; \)
   else revise\(_{(n)}\) \( n. \)

3. foreach \( g_i \in G \) do

   \( \langle t_{ci}, f_{si} \rangle \leftarrow g; \)
   if \( -f_{si}(W)^t \) then
      \( N_i \leftarrow \{ n \in N : n = \langle r, g_i, \rho, \phi, d \rangle \land \phi(W)^t = \text{true}\}; \)
   4. if \( \text{card}(N_i) = 0 \land t_{ci}(W)^t = \text{true}; \)
      pursue\(_{(g)}\) \( g; \)
   5. if \( \text{card}(N_i) = 1; \)
      \( \langle r, g_i, \rho, \phi, d \rangle \leftarrow n; \)
      if \( d = \text{Permission} \) then
         pursue\(_{(g)}\) \( g; \)
   6. if \( \text{card}(N_i) > 1; \)
      then \( N_i \leftarrow \text{Check\_Norms}(N_i, W^t); \) \( \text{(see Alg.3)} \)
      \( \langle \phi OR, \phi AND \rangle \leftarrow \text{Compatiblize\_Norms(Ni); \text{(see Alg.2)}} \)
      \( t_{ci} \leftarrow \text{OR\_composition}(t_{ci}, \phi OR); \)
      \( t_{ci} \leftarrow \text{AND\_composition}(t_{ci}, \phi AND); \)
      \( g_i \leftarrow \langle t_{ci}, f_{si} \rangle; \)
      \( \text{if } t_{ci}(W)^t = \text{true then pursue\(_{(g)}\) \( g; \)} \)

of norms \( N \) the system has to obey in order to deal with some specific situations. Both \( N \) and \( W^t \) may change during system execution. In particular, the state of the world may change due to some events that can occur or some actions that can be performed in the environment. The set of norms may change due to norm injection.

While the system is running, new norms can be injected. Step 1 makes a preliminary check on new injected norms. Such step ensures that among injecting norms neither norms are in opposition to the goal they refer nor they are logically contradictory.

Step 2 is the core of the algorithm. The system is in the state of the world \( (W^t) \), the norms have effects on the system goals only if they are not addressed yet. Thus, for each goal the system has to satisfy, the set of applicable norms \( (\phi(W)^t = \text{true}) \) is processed.

Hence, three situations can occur. The most simple one \((\Box)\) is that there are no applicable norms for an active goal (see Definition 2). In such a case the system can pursue the goal without restrictions. The second situation \((\bigcirc)\) is a basic case in which the set of applicable norms for a single goal is composed of only one norm. In such case, \((i)\) if the norm is a permission it activates the related goal and the system can fulfill that goal despite \( t_{ci}(W)^t = \text{false}. \) This is because the permissions relax system constraints, giving alternatives; \((ii)\) if the goal is regulated by a prohibition, it further constrains the goal activation. The system cannot pursue that goal until \( \phi(W)^t = \text{true} \). It is worth noting that generally speaking, an applicable norm influences a goal when it is active. However, a permission norm can influence a goal also when it is inactive.

The last situation \((\bigotimes)\) is a general case in which norms are more than one and they can have different deontic operators. In this case Algorithm 1 allows to modify goals, making them norm compliant. By encapsulating the condition expressed by the norms inside the goal they refer to, it is possible to modify the activation of that goal thus making it compliant with the norms. Such composition (see Algorithm 2) takes into consideration different types of norms and it accordingly modifies the activation of a goal.

Algorithm 2: Compose\_Norm\_Condition

Data: a list of norms NormList
Result: a couple \((\phi_{merged\_OR}, \phi_{merged\_AND})\)

List\_OR \( \leftarrow \emptyset; \)
List\_AND \( \leftarrow \emptyset; \)

// Identification of norm types
for \( j \leftarrow 1 \) to \( \text{size}(\text{NormList}) \) do

\( \langle r, g, \rho, \phi, d \rangle \leftarrow \text{NormList}[j]; \)

switch \( d \) do
   case Obligation do break;
   case Prohibition do
      add \( \phi \) to List\_AND;
   case Permission do
      add \( \phi \) to List\_OR;

// Permissions give alternatives (OR)
if \( \text{Size(List\_OR)} \neq 0 \) then
   \( \phi_{merged\_OR} \leftarrow \text{List\_OR}[1]; \)
   for \( h \leftarrow 2 \) to \( \text{Size(List\_OR)} \) do
      \( \phi_{merged\_OR} \leftarrow \text{OR\_composition}(\phi_{merged\_OR}, \text{List\_OR}[h]); \)

// Prohibition are mandatory (AND)
if \( \text{Size(List\_AND)} \neq 0 \) then
   \( \phi_{merged\_AND} \leftarrow \text{List\_AND}[1]; \)
   for \( h \leftarrow 2 \) to \( \text{Size(List\_AND)} \) do
      \( \phi_{merged\_AND} \leftarrow \text{AND\_composition}(\phi_{merged\_AND}, \text{List\_AND}[h]); \)

It is worth noting that, when there are more than one applicable norm in the system \((\bigotimes)\), it is necessary to check for deontological contradictions among norms (see Definition 4) and to remove them. This is performed by Algorithm 3. Deontological contradictions are known in legislative environments as antinomy. For instance, if there is an applicable norm \( n1 \) that prohibits to pursue a goal \( g1 \) and another applicable
norm n2 that obliges to pursue the same goal g1, then n1 and n2 generate an antinomy.

In legal theory, several criteria exist for solving such antinomy [29]: legis posterior, the most recent norms takes precedence; legis superior the norm imposed by the strongest institutional power takes precedence; and legis specialis the most specific norm takes precedence. In this paper, we assume to work with hierarchically equal norms (i.e: norms with the same authority) thus we adopt the legis posterior criterion in order to choice among conflicting norms.

In the following, we show our approach in a simulated smart environment.

Algorithm 3: Check_Norms

Data: a list of applicable norms $N$ related to a single goal, a state of the world $W$.

Result: a list $N_{out}$ of consistent norms

$N_{out} ← chronological_order(N)$;

for $i ← 1$ to length($N_{out}$) do

$M_{conflicts} ← ∅$;

for $j ← i + 1$ to length($N_{out}$) do

$M_{conflicts}[i][j] ← 1$;

if $r_i = r_j ∧ φ_i = φ_j ∧ d_i ≠ d_j$ then

$M_{conflicts}[i][j] ← 1$;

else

$M_{conflicts}[i][j] ← 0$;

end if

end for

for $i ← length(N_{out})$ to 1 do

$n_{current} ← N_{out}[i]$;

for $j ← i - 1$ to 1 do

if $M_{conflicts}[i][j] = 1$ then

delete($N_{out}[oldest(N_{out}[j], n_{current})]$);

$n_{current} ← N_{out}[j]$;

end if

end for

end for

VII. A SIMULATED HEALTH-CARE HOME

In order to show our approach, we simulated an health-care home provided with a smart system for supporting guest activities.

The simulation framework is responsible for time advancing. In particular, we adopt a discrete time-stepped simulation. The virtual time advances with a fixed interval (i.e.: each time step is 30 minutes).

In the simulated health-care home, each guest is provided with some devices for individual recognition and with wearable sensors for monitoring physiological parameters (i.e.: body temperature, heart rate, blood pressure etc...). The smart environment owns a knowledge base containing information about health-care home guests (i.e: diseases, pharmacological therapy, clinical investigations etc...). The health-care home is endowed with a plurality of sensors and devices. The smart system provides each guest with a personal virtual tutor that supports daily activities such as taking medicines, doing medical examinations and so on.

Fig. 3 shows a screen-shot of health-care house simulated with ICasa[12]. It is composed of several bedrooms for guests, a medical room and a restaurant. Each room is endowed with a presence sensor that detects the occupancy of a space by people. Some monitors are located in common areas in order to show personalized advertisements to guests.

An excerpt of user goals the system can satisfy is described in the following by adopting the GoalSpec specification.

**goal 1:** WHEN is_Time_to_WakeUp(guest) THE system SHALL ADDRESS light(guest_room, on) AND alarm(guest_room, on) AND guest(awake).

**goal 2:** WHEN is_Time_to_Have_Lunch(guest) THE system SHALL ADDRESS restaurant_service(guest, available).

**goal 3:** WHEN is_Time_to_Take_Medicine(guest) THE system SHALL ADDRESS done(checked, guest).

**goal n:** WHEN is_Time_to_Meet_Doctor THE system SHALL ADDRESS done(checked, guest).

The first goal means that the Smart Environment has to reach the desired state of the world in which the light and the alarm of guest’s room are turned on and guest is awake. The second one makes the restaurant available to guests. The third one indicated that the smart environment has to fulfill the state of the world in which the guest is at medical room and he takes his medicine. Finally, the system allows to periodically make medical checks for monitoring the wellness of guests.

For the sake of clarity, in the following scenarios we exemplify norms in SBVR language. It is worth noting that our application translates SBVR rule according to Definition 3. In the following we provide an example:

**SBVR norm:** It is permitted that guests have lunch if they have performed sports activities.

**System norm:** norm(type(permission), role(guest), goal (have_launch), condition(is(guest,diabetic))).
We initially assume that the guests of the health-care home are individuals without particular diseases. The system behaves in the same way for each guest thus satisfying the previous goals. Over time, other people with particular illnesses are received and their preferences and clinical status are registered in the system. The manager of the health-care home inserts new norms in the system in order to change system behavior accordingly to the new situations. In particular, we simulated the following scenarios.

a) Permission Norm Injection: During the normal execution of the system, the manager of the health-care home gives the permission to guests that get already had some sports activities to have lunch before the established time. Thus, he introduces into the system the following norm:

**norm_1**: *It is permitted that guests have lunch if they have performed sports activities.*

In such case, the system differently behaves according to the particular guest. It allows only sportive guests to go to the restaurant before the regular time for lunch (i.e.: 13 o’clock).

In Fig. 5 two guests (Paul and Maria) want to go to the restaurant at midday. In such scenario, Paul went to jogging in the morning. Thus, the system permits Paul to go to the restaurant before the regular time for lunch. Conversely, it is prohibited for Maria that has not performed any sport activities.

**Fig. 5: The system behaves differently for different users.**

b) Diabetic Guest: A new guest (Mark) is received in the health-care home. It is the first diabetic patient of the house. Fig.4 shows a screen-shot of the simulation framework that allows to introduce new guest into the simulated environment along with some guest information and preferences. The following norm is injected at run-time into the system:

**norm_2**: *It is prohibited that a guest has lunch before taking insulin if the guest is diabetic.*

In such scenario, the diabetic guest goes to the restaurant at 13 o’clock but before taking insulin. In such case, the system does not allow Mark to eat at the restaurant and its virtual tutor advises him that has to take the medicine before lunch (see Fig.6 (a)). Then, Mark goes to the medical area and he takes insulin (see Fig.6 (b)). Thus, the system updating the state of the world will permit Mark to have lunch.

c) Heart-Rate Control: The manager of the health-care home wants to provide better services to his guests. Thus, he introduces a new norm for allowing the system to suggest a medical check when some physiological parameters are out of their normal range.

**norm_3**: *It is permitted to do a medical check if a guest has an irregular heart rate.*

The introduction of the previous norm modifies the normal system behavior, thus allowing not only periodic medical check but also appropriate ones. In such case, the system that is able to monitor the health of guests, when it perceives a heart rate out of normal range (see Fig.7 (a)), it suggests the guest to go to see a doctor and it alerts the nurses (Fig.7 (b)).

d) Conflict Scenario: In such scenario, the diabetic guest goes to the restaurant after having had some gym and before taking insulin. This particular state of the world cause a conflicting situation among two norms. In such case, the system notifies the manager that there is a conflicting situation due to the simultaneous application of the norm_1 and norm_2. If the manager does not modify anything, the system applies the *legis posterior* criterion thus prohibiting the user to go to the restaurant before taking insulin (see Fig.8).

In the following section, we draw some conclusions.
VIII. CONCLUSIONS

Norms are well known means for regulating the behavior of multi-agent systems, thus ensuring the fulfillment of the overall objective of the society the agents live in. This work takes place in the context of self-adaptive and self-organized systems that consider goals as key elements. They are systems conceived for satisfying user requirements that can be also established at run-time. These systems may evolve over time by increasing the objectives they are able to satisfy. In such context, we defined a normative framework that owns a direct link with the goals the system is able to pursue thus hiding the agent level. In our approach we consider the goals as a particular kind of obligation that have to be satisfied under certain conditions. Besides, we see permission and prohibition norms as promoters or inhibitors of the system in pursuing its goals. By introducing norms at run-time we also make the system more flexible to environment changes and able to self-adapt to new normative contexts in which it could be employed.

Moreover, the proposed algorithm takes into consideration the simultaneous presence of multiple norms related to the same goal, thus determining their joint effect. The approach for run-time injection also provides a means for checking norm conflicts and inconsistencies. Such an approach also implements a recovery mechanism based on the legis posterior criterion for solving inconsistencies among norms.

Finally, the simulated environment provides us a means for testing new hypotheses about a real system. In particular, in our future works, it will used for studying the consequences of norms injection in order to discover undesired behaviors of the system or new kinds of conflicting situations.
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Fig. 8: A conflicting situation is detected by the system. It is notified to the manager. The \textit{legis posterior} criterion is applied.
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Abstract—Agent-Based Modeling and Simulation (ABMS) is a very useful means for producing high quality models during simulation studies. When ABMS is part of a methodological approach it becomes important to have a method for identifying the objectives of the simulation study in a disciplined fashion. In this work we propose a set of guidelines for properly capturing and representing the goals of the simulations and the metrics, allowing and evaluating the achievement of a simulation objective. We take inspiration from the goal-question-metric approach and with the aid of a specific problem formalization we are able to derive the right questions for relating simulation goals and metrics.

I. INTRODUCTION

AGENT-BASED simulation studies are effective tools for addressing problems that in real life require several resources. Despite their power, the key of success in a simulation study is to follow a comprehensive process for building simulated systems that produce acceptable and credible results.

In particular, it is widely known that a very important activity of a simulation study is to clearly establish the simulation objectives. Such objectives, or simulation goals, are the guiding element of a simulation study, thus they have to be defined at the beginning of a simulation process [1][2][3][4][5].

In classical simulation studies, the simulation team should develop a list of specific questions that the simulation model should address and develop a list of performance metrics for evaluating goal satisfaction [1][6]. How to perform this activity is not clear enough. It is often committed to the experience of the simulation team.

We claim that problem formalization assumes a very important role in the identification of simulation goals and in this paper, we propose to identify simulation goals, starting from an ontological representation of the problem domain, and then to identify the performance metrics for evaluating goals. Our approach takes inspiration from the Goal Question Metric (GQM) approach proposed by Basili et al. [7].

GQM is an approach for expressing the goal of a software engineering study. It provides a method for defining goals, refining them into questions and finally developing a set of metrics needed to answer such questions.

For a couple of years we have been working on the development of a methodological approach covering the entire life cycle of a multi-agent simulation study taking into account each facet of the agent based modeling paradigm. Such a methodology is founded on the premise that a simulation study is conducted for testing new hypothesis on a model of a real system (i.e.: what happens if). In so doing, we are building our approach according to the phases of classical simulation studies [1][2] but providing specialized guidelines for using agent based simulation techniques. So far, we developed the initial activities of Simulation Problem Analysis phase, namely Problem Formalization [8]. Problem formalization aims at formalizing simulation problems by adopting an ontological representation of the simulation problem domain.

In this paper, we employ such a representation (namely Problem Ontology) as a guide for generating questions and specifying the metrics (and also parameters) for answering those questions thus providing a structured way in order to perform a GQM-like approach in the field of simulation studies.

The Problem Ontology has to be intended as a representation of the domain on which the simulation model is being constructed. Such a domain contains, the objects involved in the problem, their behaviors, rules and organizational aspects; all these elements find a perfect mapping with the elements Basili et al. define for applying the GQM approach.

For the scope of this paper, we want to focus on the elements that can be defined Problem Ontology:

- **Active Entity**: an active entity allows to represent concepts that are specified in the problem statement that perform dynamic actions.
- **Action**: an action in the problem ontology represents concepts in the problem statement describing the fact or process of doing something, typically to achieve an aim.
- **Object**: it represents something to which a specified action is directed.
- **Predicate**: It allows to express a property, a state or more generally it allows to specify a concept.

The main contribution of this work is a set of guidelines for applying the GQM approach for simulation studies that use the Problem Ontology as an input. Such guidelines result in two workproducts, the Simulation Goal document and the Simulation Metrics document.

The rest of the paper is organized as follows. Section II presents an overview of the GQM approach and points out the main elements and the rationale we used for applying the GQM to our case. Section III introduces the proposed approach for simulation goal and metrics identification by describing the steps to perform for obtaining metrics and...
parameters. Finally, in section IV some discussions and conclusions are drawn.

II. GOAL QUESTION METRIC APPROACH

The Goal Question Metric (GQM) approach, proposed by Basili et al. [7][9][10][11], is a paradigm that links metrics with the general goal of a process or project. The aim is to generate questions, whose answers are known, thus establishing if all the goals have been reached. Metrics are the means for answering the questions.

GQM approach relates to software metrics, indeed it is based on three main principles, classifying the entities to be examined, determining relevant measurement goals and finally determining the level of maturity of the organization. This latter principle is obviously strictly related to software production and has not been considered in this paper. The initial step of a software measurement is to identify the objects (i.e.: processes, products and resources) and the attributes (i.e.: internal or external) to measure. A process is an activity related to software, products are artefacts or deliverable resulting from an activity and a resource is an entity required by a process. Attributes characterize an entity. An internal attribute refers to the entity itself and may be measured by investigating only the entity without referring to its behavior; an external attribute refers to how an entity relates to its environment.

The GQM model is based on three levels: Conceptual, Operational and Quantitative. The Conceptual level concerns the definition of Goals. In GQM, a goal is defined for an object with respect to various models of quality, from several perspectives and according to a particular environment. The Operational level concerns the identification of Questions. The questions are articulated for defining models of the object under study and for characterizing the object with respect to a selected quality issue. The Quantitative level is related to the definition of Metrics. A metric is associated with every question in order to answer it in a measurable way.

GQM is typically described as a six-step process. The first three steps concern how to use business goals for driving the identification of the right metrics. The last three steps are about gathering the measurement data and making effective use of the measurement results to drive decision making and improvements.

Hence, in order to characterize a goal in a quantifiable way, it is necessary to relate the goal to an object, or an entity, that possesses some kind of attributes related to itself or to the environment. A goal or a question may be ascribed to, at least, a couple entity - attribute. The answer to a question means that we give a measurement to an attribute. In particular, the GQM approach uses three elements for specifying the goal: purpose, issue and object. We base our work on this assumption and extend the first three steps of GQM. In particular, we provide guidelines for identifying elements the simulation goals are related to by adopting an ontological formalization of the problem domain.

III. SIMULATION GOAL AND METRICS IDENTIFICATION

All simulation studies, in general, and agent simulation study, in particular, greatly depend on how the simulation problem analysis is conducted. Simulation problem analysis aims at identifying the goals of the simulation study with respect to the domain under study.

During simulation studies some hypothesis are investigated through manipulating some independent variables that affect dependent variables and consequently the validation of the initial hypothesis. In this process, the identification of the simulation goals during the early analysis phase provides a prerequisite for identifying metrics, or parameters, for the evaluation of the simulation hypothesis.

Sentences like “Improve the timeliness of change request processing during the maintenance phase of the life cycle of a system” that can be found in the description of the simulation study, hence the in some kind of problem statement, give a hint on what the simulation study is intended for, the objective that has to be reached. Sometimes, it is not obvious or immediate to identify the independent or observable variable related to the simulation goal.

In this section we show the rationale we propose for conducting two activities: the Simulation Goal Identification and then the Entity Parameter Identification. These activities aim at identifying and modeling the goal(s) of the simulation study and the related parameters to be considered for the agent-based software development. These two activities are strictly tied and are part of a complete methodological approach for supporting agent simulation studies. We claim that the identification and the representation of simulation goals greatly descend from the problem formalization.

Problem formalization is the key element in all engineering activities for producing software products of high quality. Complete and well defined simulation models require a careful analysis of the problem domain and a detailed problem formalization phase [1][12].

We propose to join the problem formalization to the Goal Question Metric approach. We already discussed how to perform problem formalization and the proposed results are shown in [8][13]. The result of the Problem Formalization activity is a work product, the Problem Ontology diagram, containing all the elements representing the domain under study (see section I). In what we propose, the Problem Ontology may be used as a guide for generating questions and then specifying the measures for answering questions in a GQM like approach.

Using GQM, a goal is expressed through the triplet <purpose, issue, object>; it defines an object with respect to a purpose and some quality issues. This kind of triplet, in the GQM, is the starting point for extracting all the useful parameters for a specific situation.

In a simulation problem statement the goal is generally expressed through a sentence and, from the analysis of this sentence, it is possible to identify the previous triplet for applying GQM. Suppose the Problem formalization activity
resulted in a Problem Ontology diagram, where all the active entities, the objects, the actions and the predicates, representing the simulation study, have been represented. The steps we propose are:

- Identify goals - the inputs of this step is the Problem Statement. An analysis of sentences in terms of nouns and verbs is required.

  The work to be done starts with the identification of the goal, or the goals, of the simulation study; this activity implies a careful analysis of the Problem Statement in order to identify sentences from which goals may be extracted. Since, as Basili et al. [7] highlight, “typical goals are expressed in terms of productivity, quality, risk, satisfaction”, useful sentences are those containing verbs such as assess, improve, evaluate and so on.

  Sometimes, the sentence may be in the affirmative or in the interrogative form and some others it may not be simple to identify the sentence related to the simulation goal. In this latter case a refinement of the problem statement should be required.

- Identify <purpose, issue, object> - This step implies to analyze the syntax of the sentence containing the simulation goal. The verb is generally followed by a direct object and then by a genitive case (if not the sentence may be reformulated).

  For instance, the sentence “Improve the timeliness of change request processing during the maintenance phase of the life cycle of a system” leads to the triplet <improve, timeliness, change request processing>.

- Prepare questions - The main input of this step is the Problem Ontology diagram (POD). In order to obtain all the possible questions for one goal, it is required to explore all the relationships between the object in the triplet and all the other elements in the Problem Ontology diagram. If there exist a relation between an element of the POD and the object of the goal then there may be some parameters, attributes or metrics that once modified may affect the object of the goal and, at the same time, the overall simulation thus giving means for assessing or evaluating the initial hypothesis the simulation study is created for.

  For instance, suppose that the change request processing is related to an object like time, then it should be possible that the amount of time is a value of a parameter that may affect the improvement of the timeliness.

It is worth to note that two situations may happen. The POD may present the object of the simulation model or not. The first situation happens when the object is a product or a resource and it has been identified during the previous activity as an «object» or an «active entity». The second situation, instead, happens when the goal’s object is a process or simply it has not been identified during Problem Formalization, in this latter case a refinement activity of the POD is necessary and should be performed.

The Problem Ontology diagram is very important in all the previous steps. The way we employ POD is the very contribution of this paper in fact it provides an important means for supporting the analysis and identification of goals and parameters. The efficiency increasing in the identification of the right elements to consider is also obtained.

The work products resulting from the Simulation Goal Identification and the Entity Parameter Identification are Simulation Goal (SG) document that is composed of two different diagrams and the Simulation Metric (SM) document. The first contains a diagram representing the view on the simulation goal(s), its relationships with the elements of the POD and some possible new goals coming from reasoning about the relationships among the main simulation goals and POD objects. In the second the simulation goal(s) is illustrated with all the new goals identified and the kind of contribution they give to the main goal(s).

A brief example of the resulting work products is given in Fig. 1.a) and Fig. 1.b) as regard the SG and Fig. 1.c) as regard SM. These documents are related to a specific case in which, from the Problem Ontology, the analyst has identified the sentences “How may we improve the value of the throughput of the warehouse?” and “Another aim of this study is to reduce the costs of warehouse managing”. The related triplets are: <improve, value, throughput> and <reduce, cost, management>. By Applying the proposed approach and by iterating them on the elements of the POD a portion of the obtained results is shown in the figures. The second work product shows questions and parameters. Obviously, for space reasons, this example cannot be complete and exhaustive but is intended to give a view on the work products.

**IV. DISCUSSIONS AND CONCLUSIONS**

Determining the goals of a simulation study is a very important task because from these we may obtain the set of metrics and test parameters that are typical of scientific experiment, such as simulation ones.

Simulation goals identification is generally a mental and speculative activity tied to the skills and knowledge of the analysts and very few methodological recommendations exist in literature. Since we need to extract some metrics and parameters, that are formal elements, we want to apply a disciplined way in order to avoid the risk of forgetting or omitting some important elements of the problem domain.

In this paper, we have proposed a GQM like approach for determining such a parameters starting from the simulation goal identification. This work is a further step of a more complete one: a complete design methodology for developing agent based simulation studies, this methodology also includes the agent-based system development.

One of the most important parts, already developed, is the problem domain formalization that becomes the most important and necessary input to the simulation goals identification. In some previous works we described how to represent the problem domain as an ontological (POD) representation.
containing objects and entities from which it is possible to identify behaviors and interactions with the environment.

In the present work, we combine that with the well known goal-question-metric approach (GQM) in order to create a disciplined and structured method for the identification of the goals and the related metrics and parameters useful for understanding if the goals have been satisfied for the simulation system.

The use of a problem formalization and of the POD ensures a final result coherent with the domain under study and complete since the POD, while applying GQM, is explored in its entirety. For sure this approach depends on the presence of a good and well done Problem Ontology Diagram but, the GQM approach is a valid support that, once applied, also allows to reason on the problem domain and on the POD and potentially to refine it. The same we make with the Problem Formalization [8], both are iterative and incremental approaches that lead to the goal simulation model and at the same time allow to refine it. The same we make with the Problem Formalization [8], both are iterative and incremental approaches that lead to the goal simulation model and at the same time allow to refine it. The same we make with the Problem Formalization [8].

In the future, we plan to complete the methodological approach and to validate the whole approach using the true experimental set up coming from the simulation model.

REFERENCES


Simulating Large-scale Aggregate MASs with Alchemist and Scala

Roberto Casadei
Università di Bologna, Italy
roberto.casadei12@studio.unibo.it

Danilo Pianini
Università di Bologna, Italy
danilo.pianini@unibo.it

Mirko Viroli
Università di Bologna, Italy
mirko.viroli@unibo.it

Abstract—Recent works in the context of large-scale adaptive systems, such as those based on opportunistic IoT-based applications, promote aggregate programming, a development approach for distributed systems in which the collectivity of devices is directly targeted, instead of individual ones. This makes the resulting behaviour highly insensitive to network size, density, and topology, and as such, intrinsically robust to failures and changes to working conditions (e.g., location of computational load, communication technology, and computational infrastructure). Most specifically, we argue that aggregate programming is particularly suitable for building models and simulations of complex large-scale reactive MASs. Accordingly, in this paper we describe SCAFI (Scala Fields), a Scala-based API and DSL for aggregate programming, and its integration with the ALCHEMIST simulator, and usage scenarios in the context of smart mobility.
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I. INTRODUCTION

Applying multiagent systems (MASs) in the context of large-scale distributed systems is known to be hard in general, due to the ineluctable need to take into account issues such as communication, robustness, consistency and performance. The situation is then becoming harder and harder especially in recently emerging distributed computing scenarios, such as pervasive computing or IoT, due to the number of computational entities, the complexity of interactions, the presence of natural limitations related to energy, communication and processing, and the tight connection with the physical world and human users—quintessential source of unpredictability. Achieving a sound development of MAS applications in this context, so as to ensure desired properties of robustness and scalability, calls not just for better algorithms and computing frameworks, but possibly for whole new paradigms.

Recent research in collective adaptive software systems proposed aggregate computing [1] as a promising approach generalising over several prior models and languages addressing computations over collections of spatially-situated systems [2]. Essentially, aggregate computing allows one to express complex system-wide, global-level computations involving large sets of devices in a fully declarative way, promoting decomposition and resiliency. Aggregate computing can be formally grounded in the field calculus [3], a core language able to express complex patterns of information diffusion and aggregation. Resiliency is guaranteed by self-organisation: aggregate programs can be compiled into repetitive local tasks to be executed by the single agent, promoting identification of robust building blocks of aggregate behaviour [4].

Though naturally applicable to swarm-like reactive MASs, aggregate computing is also of interest when stronger notions of agency enter the picture: as discussed in [5], aggregate programs can be seen as “aggregate plans,” namely, operational instructions for deliberative agents that guide the cooperative behaviour of a team.

In order to more deeply investigate the impact of this new paradigm to the mainstream development of large-scale MASs, in this paper we explore and propose an extension of the Alchemist simulator [6] with scafi[7], a Scala framework that provides an internal domain-specific language (DSL) for specifying aggregate computations via a simple API that well integrates with the advanced typing features of Scala (inference, genericity, implicits) and its library. This allows to smoothly simulate complex collective adaptive behaviours on top of Scala mainstream programming.

The remainder of this paper is organised as follows: Section 2 introduces aggregate programming, Section 3 presents the scafi framework and example specifications, Section 4 depicts Alchemist and the integration of scafi, Section 5 discusses case studies in the context of smart mobility, and Section 6 presents related works before finally drawing conclusions.

II. AGGREGATE PROGRAMMING

Aggregate programming [1] is a novel approach to (large-scale) distributed systems engineering that supports the specification of collective behaviours in a simple, high-level, and composable way. The key idea is to shift programming from the traditional single-device viewpoint to a global viewpoint where the programmable entity is the aggregate body of computational elements constituting a system. This way, programmers are no longer required to solve the intricate local-to-global problem, i.e., building the desired emergent phenomenon by specifying how each component behaves and interacts with others in a fully bottom-up fashion; instead, it is possible to focus on what the system should exhibit, and let the computational platform define – under-the-hood – how the computation is carried on by the interaction of individual entities. It essentially solves the inverse, global-to-local mapping problem.

1http://scafi.apice.unibo.it
An immediate consequence is the independence of aggregate computations from the physical implementation details of systems, which is realised by suitably abstracting spatial distribution, topology and interaction. More specifically, as realised by space-time programming approaches [2], logical or physical neighbouring of nodes can be exploited to make interaction implicit. In addition, this notion is instrumental for the conceptual connection with systems where locality might play a major role in communication.

The main programming abstraction in aggregate programming is the computational field [3] (or field for short), a notion already used in the MAS community [8], [9]. Generalising the notion of (gravitational, electromagnetic) field in physics, a computational field is a function that, at a given moment in time, maps each point in space to a computational object; when considering the space discretised by a networked set of situated agents, each sample represents the outcome of computation for that agent. The key insight of the approach consists in the ability to specify collective behaviours (i.e., aggregate computations) by algorithms expressed as a functional composition of fields: from input fields representing information sensed from the environment, up to output fields representing some form of actuation. In other words, aggregate computations are represented by a declarative specification of functional operations involving collective data structures, though, under-the-hood, they are turned into repetitive, gossip-like interactions between individual agents—namely, relying on known low-level self-organisation patterns [10].

This approach is shown to support a solid engineering methodology, in which composable and reusable high-level library components of aggregate behaviour can be defined that are provably resilient [4].

III. AGGREGATE PROGRAMMING IN SCALA

The aggregate computing idea can be naturally supported by a programming language, used to specify aggregate behaviours. Among different choices one can make to frame one such language (as a DSL, as an API, and so on), in this paper we explore the idea of using the Scala programming language language [11] as the host language for building an aggregate programming platform. This is motivated by both technical and practical reasons.

Scala is a modern language for the JVM which integrates the object-oriented and functional paradigms in a seamless way, hence we can combine the typically rich and expressive OO libraries and data structures, with functional programming as promoted by aggregate computing. Scala has a powerful and expressive type system, combining the advantages of static type checking with a concise syntax for productivity—thanks to type inference, the implicits system, generic and functional programming features, and ad-hoc syntactic sugar. This allows library designers to create Scala APIs which actually have a DSL-like flavour, which are thus perceived by users as “embedded languages.” Moreover, Scala is now becoming a standard de facto for the construction of platforms for distributed processing (frameworks like Akka actors, and Apache Kafka, Storm and Spark are essentially Scala-based): this makes it the ideal language to target a platform for aggregate computing—though this issue is not discussed here further.

Accordingly, we propose scafi (Scala fields) [7], a framework consisting of two main parts:

1) aggregate programming support, by a Scala-internal DSL that provides a syntax and the corresponding semantics for the constructs of the computational field calculus [3], by which aggregate computations are naturally expressed and seamlessly combined in code; and
2) aggregate platform support, allowing configuration and execution of such code in actual distributed setups.

scafi explicitly addresses the construction of concrete aggregate computing applications: however, it can also play the role of a language to validate complex MAS algorithms, as meta-model for simulations—in the next section, in fact, we shall describe its integration with a full featured simulator, Alchemist.

A. Computational field calculus in Scala

An aggregate system consists of a (possibly mega-scale) number of computational devices or agents, all executing the same aggregate program at asynchronous rounds of computation. According to contextual information (e.g. sensor values), different such computational devices may take different branches of computation, i.e., computing sub-fields in different domains of execution. Interaction depends on a notion of locality, i.e., a device can communicate to all its neighbours, as defined by an application-specific proximity relation. The communication is carried out by repeatedly broadcasting the latest computed state to the neighbourhood: the shape of this state, and how it affects and gets affected by computations, is precisely defined by our language semantics [3]. The basic primitives of the field calculus (described below, in turn) are declared in the Constructs trait, implemented by the framework and mixed-in in any library of user-defined aggregate functions:

```scala
trait Constructs {
  def rep[A]{init: A}{fun: (A) => A}: A
  def nbr[A]{expr: => A}: A
  def foldhood[A]{init: => A}{acc: (A,A) => A}{expr: => A}: A
  def branch[A]{cond: => Boolean}{th: => A}{el: => A}: A
  def aggregate[A]{f: => A}: A
  def sense[A]{name: LSNS}: A
  def nbrvar[A]{name: NSNS}: A
}
```

The field calculus constructs can be understood and described according to two complementary viewpoints:

1) Local viewpoint – refers to the traditional device-centric interpretation where an aggregate computation is considered in the context of a single device. The operational semantics of the field calculus is implemented according to this stance.
2) Global viewpoint – it corresponds to the natural semantics and refers to the aggregate-level interpretation of programs as computations running on whole fields
(i.e., spatial data structures mapping each device to some computational object).

B. Working with basic constructs

The most trivial program is one that simply evaluates to a constant value, such as a boolean, a number or a string. For instance, value

```
"Hello, World"
```

should be interpreted as a constant field evaluating that value everywhere; concretely, it results in the string "Hello, World" being the return value of the local computation of every device in the system.

Construct `sense` provides the means for reading a value from a local sensor, which enables context-sensitive behaviours. Expression

```
\text{sense}[\text{Double}]("\text{temperature}")
```

gets in any device a double value from the temperature sensor, creating the field of temperatures.

Change over time of a field can be realised via the `rep` construct, which produces a dynamically evolving field by repeatedly applying a state-transformation function. For example, it could be used for counting how many rounds a device performed since the beginning of computation:

```
// Initially 0; state is incremented at each round
\text{rep}(0)( x_+1 ) // or equivalently: \text{rep}(0)( x \mapsto x+1 )
```

Note that the frequency at which devices compute rounds and hence send messages to neighbours can vary over time and from agent to agent: the aggregate computing model generally assumes partial synchronicity [12], though in most cases even full asynchrony of rounds can be assumed.

Communication with the neighbourhood is achieved via `nbr`, which gives a map from neighbouring devices to their value of the argument—essentially an observation primitive. Construct `nbr` has to be nested inside a `foldhood` operation, which reduces one such map back to a single value via a monoidal reduction (on top of it, derived `constructs` that provide a purely functional multiplexer). Example applications of `foldhood` are as follows:

```
// Counting number of neighbors at each device
\text{foldhood}(0)( \_\_\_ \mapsto \text{nbr}(1) ) // sum 1 across neighbours

// Is sensor "sns" active in every neighbour?
\text{foldhood}(\text{true})( \_\_\_ \mapsto \text{nbr}(\text{sense}[\text{Boolean}]("sns")) )
```

In addition to local sensors, there is a notion of "environmental" sensor. `nbrvar` allows to extract values from a neighbouring sensor, which gives a sample for each neighbour. Thus, similarly to `nbr`, `nbrvar` has to be used within a `foldhood` operation.

```
def \text{nbrRange}(): \text{Double} = \text{nbrvar}[\text{Double}](\text{NBR\_RANGE\_NAME})
```

Operation `branch` splits the spatial domain of devices into two parts, or rather two sub-teams, according to a boolean field expressing some condition. Each of the two parts, compute a different sub-field in complete isolation. For example, if we would like to execute some aggregate computation only on a subset of the devices of the network (the complementary subset must not participate), we need a partition:

```
def \text{branch}[\text{Boolean}]("flag"){
    \text{Double}\_\text{MaxValue} // not computing
}
```

The symbol `mux` used in this example is a built-in operator that provides a purely functional multiplexer.

C. Working with combinations

More elaborate aggregate behaviours can be defined by compositions of the basic constructs. In addition, specific parts of the program logic can be encapsulated into Scala functions. Simple examples involving these features include counting neighbours except the device itself:

```
// mid is a special sensor yielding the device unique id
\text{def isMe} = \text{nbr}(\text{mid}()) \mapsto \text{mid}()

\text{sumHood}(\text{mux}(\text{isMe})(0\|1))
```

The paradigmatic example of computational field is known as `gradient` [10], computing in each node the distance (hop-by-hop, or estimated) from the nearest node where a `source` field holds a true value:

```
def \text{nbrDist} = \text{nbrvar}[\text{Double}](\text{NBR\_RANGE\_NAME})

def \text{gradient}(\text{source}: \text{Boolean}): \text{Double} = \text{rep}(\text{Double}\_\text{MaxValue})(\text{dist} \mapsto
    \text{mux}(\text{source})? 0.0 : \text{minHood}(\text{nbrDist} + \text{nbrDist} ) )
```

D. Scaling with complexity

Even though the basic constructs of the field calculus are somewhat low-level, they can be further composed so as to define reusable library components that provide higher-level behaviours—in fact, the functional character of the approach promotes systematic factorisation of behaviour into reusable layers of increasing abstraction.

An initial set of general coordination operators has been identified in [1], [4]. These operators capture common patterns of distributed computation and also enjoy the self-stabilisation property, which ensures that a system, independently of the current state, will eventually reach a stable state in finite time.
that is not affected by transitory events. Moreover, as the self-stabilisation property is preserved by composition [13], it is formally guaranteed that also composite structures and algorithms self-stabilise.

On top of such resilient building blocks, a sound development API can be defined, which in turn can be used to implement application-specific aggregate behaviours.

1) Gradient-cast: $G$ simultaneously performs two tasks: i) builds a distance-gradient from the source $(src)$ according to metric $d$, and ii) builds accumulated values via $acc$ along the gradient starting from $init$ at the src. In scala, it can be encoded as follows:

```scala
def G[V](src: Boolean, field: V, acc: V => V, metric: => Double) =
  (implicit ev: OrderingFoldable[V]): V =
  G[V](source, x => x, nbrRange())
```

The generic type $V$ (and, in this case, also Tuple2[$+/A$, $+/B$]) must have an (implicit or explicit) instance of the OrderingFoldable type-class available so that $\text{minHoodPlus}$ can work out the minimum value on the neighbourhood (by convention, $\text{hoodPlus}$ operators exclude the device itself from the neighbours set).

A broadcast operation can easily get built on top of $G$:

```scala
def broadcast[V](source: Boolean, field: V) =
  G[V](source, x => x, nbrRange())
```

In the following example, we leverage broadcast, to diffuse across the whole network the distance between two devices:

```scala
def distanceTo(source: Boolean): Double =
  G[Double](source, 0, _ + nbrRange(), nbrRange())

def distBetween(source: Boolean, target: Boolean): Double =
  broadcast(source, distanceTo(target))
```

and, most notably, we could realise an algorithm that builds a width-wise channel connecting a source and a destination:

```scala
def channel(src: Boolean, dest: Boolean, width: Double) =
  distanceTo(src) + distanceTo(dest) * width
```

2) Converge-cast: $C$ is the dual of $G$: it collects information distributed across space by accumulating values down a potential field, starting with local at the sources (i.e., devices with no parent, located at the edge of the potential field):

```scala
def C[V](potential: V, acc: (V, V) => V, local: V, Null: V) =
  (implicit ev: OrderingFoldable[V]): V =
  C[V](potential, acc(0, 0), local, Null)
```

$C$ and $G$ can be combined to originate a self-stabilising summarise operator that first collects information across the space and then propagates back the computed summary:

```scala
def summarize(sink: Boolean, acc: (Double, Double) => Double, local: Double, Null: Double) =
  broadcast(sink, C(distanceTo(sink), acc, local, Null))

def average(sink: Boolean, value: Double) =
  summarize(sink, (a, b) => (a + b), value, 0.0) /
  summarize(sink, (a, b) => a + b, 1, 0.0)
```

3) Time-decay: The $T$ operator can be used to condense information across time by decreasing the initial field according to a decay function:

```scala
def T[V](initial: V, floor: V, decay: V => V) =
  (implicit ev: Numeric[V]): V =
  T[V](initial, floor, decay)
```

```scala
def timer[V](length: V) =
  (implicit ev: Numeric[V]): T[V](length)
```

Given such a function, the implementation of a $\text{timer}$ is direct. With $\text{timer}$, a $\text{limitedMemory}$ function can be defined, computing value until timeout has expired and $\text{expValue}$ thereafter, effectively realising a memory limited in time:

```scala
def limitedMemory[V, T](value: V, expValue: V, timeout: T) =
  (implicit ev: Numeric[T]):
  val t = timer[T](timeout)
  (mux(ev.gt(t, ev.zero))(value)(expValue), t)
```
4) Sparse-choice: \( S \) can be used to create partitions and for selecting sparse subsets of devices in space. Essentially, it realises a local leader election, where \( \text{grain} \) is the mean distance between two leaders and \( \text{metric} \) represents the notion of distance.

```scala
def \( S(\text{grain}: \text{Double}, \text{metric}: \text{Double}): \text{Boolean} = \) breakUsingUids(\( \text{randomUid} \), \( \text{grain} \), \( \text{metric} \))
```

The implementation uses \( \text{randomUid} \) to generate a field of unique identifiers:

```scala
def \( \text{randomUid}: (\text{Double},\text{ID}) = \) rep(\( \text{Math.random()} \), mid()) { v \( \mapsto \) \( \{v\_\_1, \text{mid}()\}\)}
```

which is in turn exploited to break the network symmetry:

```scala
def \( \text{breakUsingUids}(\text{uid}: (\text{Double},\text{ID}), \text{grain}: \text{Double}, \text{metric}: \Rightarrow \text{Double}): \text{Boolean} = \) uid \( \mapsto \) rep(uid) { lead:(\text{Double},\text{ID}) \mapsto \) val \( \text{acc} = (-,\text{Double})\text{-metric distanceCompetition}(G[\text{Double}](\text{uid}=lead, 0, \text{acc}, \text{metric}), \text{lead}, \text{uid}, \text{grain}, \text{metric}) \)
```

by means of a competition between devices for leadership:

```scala
def \( \text{distanceCompetition}(d: \text{Double}, \text{lead}: (\text{Double},\text{ID}), \text{uid}: (\text{Double},\text{ID}), \text{grain}: \text{Double}, \text{metric}: \Rightarrow \text{Double}) = \) { 
val \( \text{inf}:(\text{Double},\text{ID}) = (\text{Double}.\text{PositiveInfinity}, \text{uid}._2) \)
val \( \text{mux}(d > \text{grain})\) \( \mapsto \) \( \text{uid} \)
val \( \text{mux}(\text{d} > (0.5*\text{grain})\) \( \Rightarrow \text{inf}\) { \text{inf} } \)
val \( \text{minHood} = \text{mux}(\text{nbr}(d) + \text{metric} >= 0.5*\text{grain})\{\text{nbr}(\text{inf})\}\{\text{nbr}(\text{lead})\}) \}
}
```

5) Restriction in space: We have already encountered the operator for doing domain restriction, which is \( \text{branch} \). With it, a number of interesting computations can be achieved:

```scala
// Compute distance from 'src', avoiding obstacles def \( \text{distAvoidObstacles}(\text{src}: \text{Boolean}, \text{obs}: \text{Boolean}): \text{Double} = \) \( \text{branch}(\text{obs})\) \( \Rightarrow \) \( \text{Double}.\text{PositiveInfinity} \) \( \mapsto \) \( \text{distanceTo}(\text{src}) \)
// Perform a broadcast within a particular 'region' def \( \text{bcastRegion}[\text{V}](\text{region}: \text{Boolean}, \text{src}: \text{Boolean}, v: \text{V}) = \) \( \text{branch}(\text{region})\{\text{V}\text{-\text{Option}}(\text{V}) = \) \( \text{branch}(\text{obs})\{\text{V}\text{-\text{Option}}(\text{V}) = \text{Some}[\text{V}](\text{broadcast}(\text{src}, v)) \}
// Measure the size of connected components of a region def \( \text{groupSize}(\text{region}: \text{Boolean}): \text{Double} = \) \( \text{branch}(\text{region})\{\text{summarize}(S\{1.0, v\_\_1, 1.0\}) \Rightarrow \text{Double}.\text{NaN} \}
// Remember whether an event has recently occurred def \( \text{recentEvent}(\text{event}: \text{Boolean}, \text{timeout}: \text{Int}): \text{Boolean} = \) \( \text{branch}(\text{event})\{\text{true} \Rightarrow \text{timer}(\text{timeout}) > 0 \}
```

IV. ALCHEMIST AS SIMULATION PLATFORM

Testing, debugging, and performance assessment prior to actual deployment are key components of a good software engineering process, and aggregate programming makes no exception. However, since the primary target for this emerging paradigm are distributed and situated systems, conventional testing and debugging tools are hardly enough, in particular falling short at capturing the interaction among devices and between them and the underlying environment. In this situation, simulation emerges as a valuable tool for all the phases of software development: early testing and debugging, integration testing, and performance assessment. Of course, simulation cannot entirely capture the complexity of the real system (much like the classic unit testing cannot test every possible situation in classic application development), nevertheless the desiderata is to be as close as possible to a real situation. There are two relevant dimensions in this regard: first, the simulated environment must capture the most relevant aspect of the distributed system under design; second, the code that the simulator executes must resemble as closely as possible the production code. Considering both dimensions, we picked Alchemist [6].

Alchemist is an event-driven simulator, mostly written in Java, tailored to the simulation of pervasive systems with a focus on performance. The model, albeit originally inspired by chemistry, supports complex environments, several flavors of node mobility, and advanced network models. Particularly interesting for real world applications is the possibility of exploiting map data from OpenStreetMap, navigating nodes along existing GPS traces as well as along roads (distinguishing among a handful of vehicles types). Also useful is the support for converting indoor images to Alchemist environments with physical obstacles. Figure 1 shows typical instances of environments frequently simulated with Alchemist.

The Alchemist computational model is generic (it is rather a meta-model), and requires a so-called “incarnation” to be developed in order to actually execute simulations. An incarnation is a mapping between the Alchemist meta-model concepts and the concrete entities that the user is interested in simulating. Alchemist, at the time of writing, ships two incarnations, one of them tailored to aggregate programming supporting the simulation of (possibly mobile) Proteles [14] programmed devices.

A. Interfacing Alchemist and Scala

Our goal in interfacing scafi and Alchemist was to be able to feed it with the production Scala code, injecting it directly into the simulated environment. A few factors made such integration quite straightforward:

1) Scala and Java are both hosted in the JVM and feature full, bidirectional interoperability; 2) the scafi architecture neatly separates its core from the actor-based network backend, this design was key in our pursue to sharing interpreter and Scala code between the actor platform and the simulator;
Fig. 1: Typical multi-agent scenarios supported by Alchemist: a very dense and intricate indoor environment (Figure 1a), and an urban environment (Figure 1b).

<table>
<thead>
<tr>
<th>Alchemist meta-model</th>
<th>Protelis incarnation</th>
<th>scafi incarnation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment: container of nodes and network model</td>
<td>Device: container of events and environment variables</td>
<td>Device: container of events and environment variables</td>
</tr>
<tr>
<td>Network model</td>
<td>Event</td>
<td>Event</td>
</tr>
<tr>
<td>Node: container of reactions and molecules</td>
<td>Any Alchemist action, or the execution of a computation round of a Protelis virtual machine, or the dispatch of results to neighbours</td>
<td>Any Alchemist action, or the execution of a scafi computation round, included message dispatching</td>
</tr>
<tr>
<td>Reaction: set of conditions that, if matched, triggers a set of actions with some time distribution</td>
<td>Condition</td>
<td>Action</td>
</tr>
<tr>
<td>CONCENTRATION</td>
<td>Time distribution</td>
<td>Action: any change of the environment</td>
</tr>
<tr>
<td>Molecule, associated with a concentration</td>
<td>Environment variable, associated with a value</td>
<td>Environment variable, associated with a value</td>
</tr>
<tr>
<td>Concentration</td>
<td>Value: any Java object</td>
<td>Value: any Scala object</td>
</tr>
</tbody>
</table>

Fig. 2: Mapping between the Alchemist meta-model entities and the Protelis and scafi incarnation concepts. Omitted cells indicate that the Alchemist concept is inherited as-is, with no change. Similarities between the incarnations hosting the two aggregate languages are immediately clear.

3) the Protelis incarnation in Alchemist provided an architectural template, that led to a quick identification of the proper conceptual mapping to operate when building the incarnation.

Figure 2 summarizes the mapping effort between Alchemist entities and scafi ones, also comparing with the existing Protelis incarnation. As the reader may expect, several entities share the same meaning between the two aggregate programming languages, and as such we believe that an incarnation skeleton for any aggregate programming language could be crafted in Alchemist, further easing the integration of any JVM-hosted aggregate programming language interpreter. In particular, note that sensing of information is supported by means of environment variables in Alchemist, whose evolution over time is controlled when configuring an Alchemist simulation, and which binds to the behaviour of construct sense in scafi.

V. CASE STUDY

Our goal in this work is to demonstrate the feasibility of using scafi in conjunction with Alchemist to realise complex simulations. As such, we do not aim at presenting novel scenarios, but rather we do explain how to recreate some of the results available in literature, validating the proposed framework and showing how convenient is to express complex collective adaptive systems with aggregate computing, scafi, and the available APIs. In particular, we focus on two examples that have already been implemented in Protelis and simulated in Alchemist:

1) an example application of smart vehicle counting, which showcases the usage of higher order functions and the possibility of tuning the computational round execution.
frequency with Alchemist. The proposed code is derived from [15];

2) an urban crowd tracking scenario featuring the combined usage of all fundamental self-stabilising building blocks exposed in Section III-D [1].

The goal of these simulations, performed prior to actual deployment, would be to evaluate whether the propose collective adaptive system would provide an effective and efficient service for the application at hand.

A. Vehicle counting

Consider a highway, where a sensor is deployed to monitor the number of vehicles passing nearby. We suppose that the vehicles are equipped with electronic components that make them connected with all the other compatible devices within a certain range. We do not consider connectivity issues (which are beyond the scope of this work), and make instead the assumption that every device (vehicle or sensor) is able to communicate with every neighbour within a certain distance. We suppose that all devices are running the following scalfi “virtual machine”, which is able to import any injected procedure from the $s$nsInjectedFun sensor:

```scala
// Dynamically import any computation
def snsInjectedFun: () => Double = sense("injectedFun")
// True where the data should get aggregated
def snsInjectionPoint: Boolean = sense("injectionPoint")
// 1 for patrons, 0 otherwise
def snsShouldCount: Double = mux(sense("patron"))(1)(0)
// Detection range in meters
def snsRange: Double = 30

// Virtual machine
def virtualMachine(): Double = {
    deploy(snsRange, snsInjectionPoint, snsInjectedFun, () => 0.0)
}

def deploy[T](range: Double, source: Boolean, g: () => T, noOp: () => T) {
    implicit ev: OrderingFoldable[T] = {
        T = {
            val f: () => T = branch(distanceTo(source) < range) {
                G(source, g, identity[()]) => T
            } (noOp)
            f()}
}
```

To monitor the number of nearby vehicles, the sensor device injects the following function, which relies on the $C$ building block to realise a convergent sum:

```scala
def countPatrons() = {
    C[Double](potential = distanceTo(snsInjectionPoint),
               acc = _ + _, local = snsShouldCount, Null = 0.0)
}
```

In this scenario, the sensor injects such function after two seconds of simulations, due to a congested block of traffic coming, and turns it off after 10 seconds (by injecting a function returning 0). We executed the same experiment multiple times, varying the round frequency. Figure 3 summarises the results. As expected, values get much closer to reality when the sampling frequency is very high. Moreover, the algorithm exploited to implement $C$ is based on a spanning tree, that by its nature is sensible to changes in the network topology: these are responsible of the peak in the device count observed with devices running at 1Hz.

B. Crowd tracking in an urban scenario

As second example, consider an IoT environment that provides services for crowd safety at a mass public event, such as a marathon. Such events pose challenging safety issues, because the movement of people in crowded and constrained environments often creates emergent zones of dangerous overcrowding where any small incident can create a panic or stampede that injures or kills people. We simulate here a possible crowd safety service running in an IoT urban environment.

We define three possible crowding levels:

```scala
val (high, low, none) = (2, 1, 0) // crowd level
```

a function locally estimating crowd density:

```scala
    foldhoodPlus(List[A](){_++_}(List()[expr])
}

def densityEst(p: Double, range: Double): Double = {
    val nearby = unionHoodPlus(
        mux(nbrRange < range) { nbr(List(mid())) } { List() } )
    nearby.size / p / (Math.PI * Math.pow(range, 2))
}
```

a function mapping each local area to a danger level, depending on the average density sensed locally:

```scala
def managementRegions(grain: Double, metric: => Double): Boolean = {
    val mr = managementRegions(r => if (nbrRange) {
        val danger = average(mr, densityEst(p, r)) > 2.17 &&
            summarize(mr, (_:Double)+(_:Double), 1 / p, 0) > 300
            mux(danger)(high)(low)
    }
    mr}
```

and a function yielding true if a situation of danger has remained active for enough time.
A. Computational fields and aggregate programming

Aggregate programming somewhat sits in between these two apparently unreconcilable views of a self-adaptive MASs: it aims at devising a methodology by which the collective behaviour of large-scale ensembles of autonomous, deliberative agents, can be designed so as to manifest inherent properties of self-adaptation, resiliency, and openness.

B. Aggregate programming and multi-agent systems

For the sake of simplicity, the numbers we used for the estimates had been directly written in code. They could get extracted and substituted by parameters, the values proposed are derived from literature [16]. The actual simulation is composed of 1000 stationary devices embedded into the environment plus 1479 mobile personal devices, each following a smartphone position trace collected at the 2013 Vienna marathon [17], [18]. Figure 4 shows a sample screenshot of the system deployed.

VI. RELATED WORK

A. Computational fields and aggregate programming

Aggregate programming targets collective behaviour of systems, which in the MAS literature have typically been addressed in various ways. On the one hand, we have approaches facing the design of relatively small systems of deliberative/cognitive agents: coordination mechanisms and tools (e.g., via artifacts [25] or protocols [26]), social/organisational norms [27], commitments [28], and so on. They provide declarative constraints to agent interaction (abstracting away from the step-by-step operational behaviour of the aggregate), and strongly rely or deal with autonomy of agents, assuming agents have inner mechanisms to dynamically adapt their behaviour to the specific contingency, up to the point of deviating from a previously agreed cooperative behaviour.

On the other hand, collective behaviour of large-scale MASs is mostly studied in terms of swarm-intelligence techniques, assuming that agents are reactive and perform repetitive tasks, with the problem of designing local agent behaviours that can end up in the desired global tasks [29].

Aggregate programming somewhat sits in between these two apparently unreconcilable views of a self-adaptive MASs: it aims at devising a methodology by which the collective behaviour of large-scale ensembles of autonomous, deliberative agents, can be designed so as to manifest inherent properties of self-adaptation, resiliency, and openness.
VII. CONCLUSIONS AND FUTURE WORKS

In this paper, we introduced scafi, a Scala based API and DSL for aggregate programming, equipped with an actor based platform and integrated with the Alchemist simulator. We described the main features of the API/DSL, and demonstrated how scafi can be used to realise reusable building blocks that ease the creation of aggregate programs. We presented the integration between scafi and Alchemist, a discrete-event simulator targeting pervasive systems, detailing the mapping between the Alchemist meta-model and the concrete scafi entities. We were able to push the integration to the point that there exists no difference between the production code and the code required to perform a simulation. We argue that such a deep level of integration will improve the engineering practices when it comes to leveraging aggregate programming for building actual systems, allowing for debugging and testing on a centralized testing platform prior to deployment. We validated the approach by translating complex examples found in literature in scafi, using Alchemist as simulation platform.

Further development of this research includes a refinement of the current scafi architecture and of its simulator integration. While Alchemist is already publicly available, scafi is set to be ready for the general public shortly, as well as the Alchemist incarnation supporting the execution of scafi programs in a controlled environment. We expect scafi and the related tool chain to boost the adoption of aggregate programming as a new paradigm for the engineering of complex, pervasive systems, such as the typical Internet of Things applications.
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Abstract—The current transformation process of how energy is supplied attracts great interest from many different market players. As a consequence, many proprietary solutions for “smart” energy applications are flooding the market. This turns out to be rather a problem than part of the solution for the systematic development of future energy grids. Additionally, the absence of necessary standards blocks further developments that enable the creation of novel, market-driven and hybrid control solutions. To overcome these problems, we suggest a standardized control approach for hybrid energy systems by means of a so called Energy Option Model (EOM). This unifying model and the therewith developed decision support system provides the necessary technical understanding and the economic assessment options for network-connected energy conversion systems. Thus, it can be used for single on-site systems as well as for aggregated systems that are controlled in centralized or decentralized manner. This paper presents and discusses exemplary use cases for our EOM that illustrate the centralized as well as the decentralized use of our approach within hybrid energy systems. Overall, we believe that the EOM represents the key approach for a further systematic development of an open hybrid energy grid.

I. INTRODUCTION

The tendency towards decentralized controlled energy conversion systems and the increasing number of IT-enriched smart systems in general leads towards an energy landscape that consists of complex, globally connected and mainly software driven systems. In order to reach climate targets or just to maximize organizational profit, smart markets need to be provided on top of the underlying technical systems with their inherent flexibility. Concurrently, a stable volatile energy production must be guaranteed. However, global goals, such as the stabilization of a distribution network, require a minimum of adaptive interoperability that has to be expressed in one standard. We believe that the developments in smart grids and related areas are now at a point, were it has to be asked, if we want to build control systems that will create new monopolies, caused by proprietary software solutions, or if we want to support an unbundled and open energy supply that, on the one hand, offers the needed intelligent flexibility and, on the other hand, supports further developments over the next decades? Assuming that the latter is the case, it is obvious that software standards are required that prevent our already highly complex energy supply from becoming more complex and possibly uncontrollable with respect to the technical foundations and market regulations [1].

This paper presents the approach and the framework of our system-centered Energy Option Model (EOM), that permits to comprehensively describe the energetic and the economic behavior of any type of energy conversion system. Additionally, based on this unifying concept, the dynamic aggregation of hybrid energy systems is supported so that coalitions of systems, like virtual power plants, prosumers in a distribution network or even the devices in a Smart House can be represented, observed and optimally controlled. As a consequence of this unifying approach, the EOM can be used for several purposes and in different scenarios. By describing energy systems and their abilities in a comprehensive manner, the EOM can first be used as foundation for complex system simulations. Moreover, connected to real on-site systems, it permits the construction of centralized, partially decentralized or completely decentralized control approaches within Smart Grid and Smart Market scenarios. To demonstrate this capability, we demonstrate here two simple application cases by means of single and aggregated electrical vehicles. Further, we will discuss the consequences for our energy agent approach [2]. For this the paper is structured as follows: The next section provides some background information and motivates our work. Section III will outline the energy agent approach, while IV introduces the basic structure of the EOM. In section V the two mentioned use cases of the EOM will be shown. Subsequently, our solution will be discussed and compared to other approaches, known from literature. The paper end with a conclusion in section VI.

II. BACKGROUND & MOTIVATION

The ongoing discussions of whether Smart Grid devices or even more complex system aggregations are controlled in a centralized or decentralized manner and under which
market rules they operate, is still an open scientific, organizational and social question. Here, the requirements or goals for such control approaches differ and may address stability issues in distribution networks, the efficient usage of energy resources, a cost and revenue optimization with respect to the actual part of the energy market or simply aspects of a customer’s comfort. Based on these different requirements, diverse control solutions were developed. Accordingly, there is a lack of standardized control approaches that provide both, first an investment protection for developer and customer of smart devices and secondly an adaptive flexibility with respect to an organizational affiliation and thus to the actual control solution used with such devices. We will discuss these two aspects in the following.

In the context of control approaches, literature of the recent years presents a significant number of publications, describing the successful applications of agents and Multi-Agent systems (MAS) in specific Smart Grid scenarios, as for example in virtual power plants [3], in Demand-Side-Management systems [4] or within price-based, indirect controlled approaches that are known as Demand Response [5]. Beyond, a few decentralized control approaches were introduced, as for example with [6] and other. Since most of these developments were motivated by the problems that occurred with the increasing number of regenerative and thus volatile energy production systems, they basically focus on aspects around electrical grids and markets. However, such a one-sided focus neglects the flexibility-potentials that could possibly be utilized in order to close the storage gap electrical networks. Research has already introduced a couple of approaches here that are characterized as so called Power-to-X applications [7]. In such applications, electrical excess energy will either be stored, as for example in an electrical vehicles accumulator (Power-to-Vehicle), or it is converted to a different form of energy, such as hydrogen or heat. In this context, [8] provides an overview of different approaches, technologies and strategies that focuses on the management of large-scale schemes of variable renewable electricity. Considerations about such hybrid energy systems, however, are fairly new in a broader range and thus even more far away from any standardization for an open and adaptive control.

The lessons that could be learned with the current state of the art approaches, clearly indicate that any further diversification of control approaches has to be prevented in order to avoid uncontrollable situations that may lead to a chaotic overall system behavior of our energy supply. Additionally, it can be expected that an increasing diversification of self-containing control approaches will also increase the customer’s uncertainty about the expectable functionalities, its benefits, the customers privacy and will thus probably prevent the needed investment decisions that would bring the “smart” market into motion [9]. This similarly applies also for the developer and provider of such control solutions, since they have to live with the uncertainty of non-existing or suddenly appearing policies that may destroy their control approach or even their business models.

In contrast to an adaptive control that is know from automation [10], we are using the notion of an adaptive control as a synonym for an open overall system architecture that dynamically allows to adapt and thus to ‘understand’ any kind of energy conversion process and its inherent flexibility. Here we go by the claim that individual systems, or energy conversion processes respectively, should be arbitrarily integrated into any larger overall system. The reasons for this requirement are versatile. The simplest argument for that is the avoidance of new regional or local monopolies that occur, if proprietary and self-containing on-site solutions are used, as already mentioned in the introduction of this paper. Following the unbundling principle, it is our opinion that a customer should be able to freely select and change its energy supplier, regardless of what specific smart grid device or what actual control approach is used; this freedom must not be prevented by any smart device or software system.

The described bilateral relation between a customer and a supplier, however, does not go far enough, since the number of parties involved in this context is much larger. For example, it is conceivable that the system immanent flexibility of an energy conversion process can also be used by a distribution network operator (DNO) in order to stabilize critical network situations. But this would require that also a DNO is able to utilize a systems flexibility, which is not possible if no unified description of an energy conversion process is used.

In turn, if one sees a unified system description not only as a technical or regulatory requirement, such description would have the potential to be the key enabler for a real sustainable development of a market driven future energy grid. Starting from the scientific point of view, unified system descriptions could be used in order to systematically explore the complexity of large-scale system aggregations and their cross associations, as they can already be found in a single distribution network that is organizationally also connected to different energy suppliers. Using the same base control model for single systems, researchers could get the chance to similarly compute and compare their results and thus their different control approaches. Based on that, the necessary market rules could be derived and thus hopefully help to resolve the current chicken and egg problem in sustainably designing a future energy grid.

Based on that, also the energy market could participate in various ways. Providing an adaptive operation and flexibility model for any energy conversion process involved, could theoretically enable new market mechanisms that would for example allow to buy the needed, task-dependent energy for a single system on the fly. Assuming a suitable accuracy of such model, it could
also be used as a predictive model that provides the information for the needed energy amount. Beyond that, also the change of supplier could be made easier, since the inclusion of a specific system would be based on the same operation and flexibility model.

With above described requirements or even visions, the here introduced EOM was firstly developed as a modular approach, focusing on the abilities and thus also on the flexibility of single energy conversion processes. This modularity concept goes along with our energy agent approach that will shortly be outlined in the next section. Since these energy agents may need to consider multiple systems simultaneously, the EOM and its framework were designed also to manage system aggregations. These can be understood as ‘system of systems’ and will be explained in more detail in section IV.

III. ENERGY AGENTS

According to our previous publication [2], an energy agent can be understood as the computing entity that manages the concerns between an on-site system and its stakeholder. For this, we see an energy agent as a mediator software system that for the most part is located in between of the local system controller and the outside, possibly “smart” world. An exception is the case, if the actual system being guided through an agent has no own controller; in this case an energy agent may also take the control tasks.

For the interaction with the local system, energy agents need to incorporate a multitude of possible connectivity protocols, as for example serial protocols like Modbus RTU or more sophisticated protocols like OPC UA, IEC 61850 and other [11], [12]. By using this connectivity, the energy agent should be enabled to receive or set all relevant information that help to comprehensively monitor or guide the actual system. In the context of the EOM, those information are part of the so called ‘system variables’ and include measurement values, system set points that can be controlled by the agent and system set points that were configured by an end user, as for example the desired room temperature for a heating system. To cooperate with further agents and software systems, as for example with a web service that provides weather forecasts, the energy agent should be able to use a network connection that allows these interactions. Fig. 1 below visualizes the described system environment and shows the full list of system variable types that are used within the EOM, described in the next section.

With the static information, system specific data models are meant that describe the system abilities in a mathematical, empirical or theoretical manner. Examples can be found with a consumption map of a combustion engine or with a turbine or compressor map of rotating equipment.

The remit of an energy agent depends on the actual scenario definition for which it will be designed. Here we introduced the notion of ‘integration level’ (IL) that describes the level of sophistication with respect to a scenario and thus also to the inherent complexity and the abilities of an energy agent [13]. In a rough classification, we differentiated between an IL0 that describes the initial construction state of the energy infrastructure for a time, where no decentralized computational entities could be found. Based on that and with increasing and coherent integration level, we assumed a continuous change from centralized controlled system to more and more decentralized controlled systems. Finally, we assumed that a completely decentralized control approach that was described with IL5 is only a theoretical consideration that can’t be realized.

With the coherent set of integration levels, we also wanted to reflect the fact that local software components as the energy agents will be subject to changing conditions over time. For example, it can be assumed that the regulatory policies will change successively over the next decades. Accordingly, the on-site software has to be further developed and adjusted in order to meet the changing market rules and policies. This, in fact, corresponds to another type of hybrid consideration, since it can be expected that not every system involved will always be updated.

It is our goal to use energy agent in simulations, testbed applications and in real on-site systems across all integration levels. Therefore, we are using the characteristics of software agents that allow to further enrich or exchange specific behaviors. Especially the ability to interact with the underlying technical system and thus to monitor or guide it, represents here the main difference between simulation, testbed or real application. Here it is planned, to either use a simulated or a real input and output behavior for the (virtual) connection to the technical system. However, while in a real system real data can be gathered, in simulations a mechanism is required that allows to simulate the acquisition data that would originally come from the underlying system. Additionally, these data have to dynamically change in case...
that an energy agent meets a control decision. That in turn requires a suitable model that allows to describe the dynamic system behavior.

It is obvious that an energy agent requires a suitable model and thus an understanding about the associated technical system for both, for simulations as well as for real applications. This applies not only if a decentralized control solution is to be used or validated, as for example in case of a price-based Demand Response approach. This already applies for the lowest integration level 0, where basically the physical behavior of one or more energy conversion systems is described. Beyond, using a larger number of such dynamic models will further enable to simulate complex infrastructures, such as distribution or transportation networks and their dynamics.

Independent of the here introduced idea of an energy agent, we would like to state that an open description of the capabilities and hence the flexibilities of individual energy conversion systems is essential for a sustainable development of our energy infrastructure. Our approach is presented in the next section.

IV. THE ENERGY OPTION MODEL (EOM)

The fundament for the EOM is a system delimitation that separates the considered energy conversion process (ECP) and its environment. Based on that, a customizable and scalable system definition can individually be modeled. That means that on the one hand small single systems can be described, while on the other hand also bigger systems or multiple simultaneous systems might be modeled at once, in case that the systems effect on the environment (or on the network connections respectively) can reliably be described. Thus, a system definition described by the EOM, can also be the model of a complex plant, even if it consists of several conversion processes in detail.

Based on the first law of thermodynamics [14], that describes the conservation of energy, the EOM allows to capture all network connections and usage types of an ECP. Therefore, the concept of a so called Technical Interface-Configuration (TIC) was introduced as an anchor for the further modelling that enables to differentiate those cases. Thus the EOM allows to capture different connectivity types (as for electrical vehicles) or to record different execution modes for single systems (as for example the different programs of a washing machine). Each TIC can be further modeled as described in the following.

For the further inventory of an ECP, the EOM allows to capture the actual network connections of the system. For a comprehensive description, the EOM requires information about the used energy carrier with each connection (e.g. electricity, natural gas or heat) and the direction of the energy flow, if relevant. In case that the described system contains an internal energy storage, additionally the storage capacity can be captured with a specific network connection.

To capture the regular operating states and thus the usual system behavior, the EOM allows their modelling with the help of a directed graph $G(V,E)$. Here, the vertices $V$ represent the operating states, while the directed edges $E$ describe the subsequent order in which the operating states occur. Through a reference to itself, an operating state can be repeated as many times as needed. Each vertex contains further information about the duration and the energy revenues that can be generated in an operating state. Defining the duration of an operating state and repeating it, allows thus a flexible modelling that corresponds to any desired discretization for the behavior of the considered ECP.

The description of an energy flow, in a specific operating state, for a specific network connection and for the chosen duration is a further part of the operating state description that corresponds to one of the above described vertices. The EOM offers various possibilities to describe energy flows. For that purpose, it differentiates between constant, empirical or calculated energy flows that can be used as description for each single network interface. Here, measurements that were statistically evaluated are seen as empirical information. Those data can especially be used in case that an energy flow is not simply constant or if the energy flow can’t be calculated by mathematical equations. Thus unsteady or transient operating states can be described by datasets and help to better ‘understand’ or predict a systems behavior.

For the calculation of energy flows, the framework of the EOM offers the extension of specific classes which then contain the required calculation methods. Based on an operating state and the system variables that were already described in the previous section, any kind of calculation can be executed in order to determine an energy flow. Thus, this adaptive approach enables to use the theoretical knowledge that is especially present in the engineering disciplines.

Up to here, we described the first part of the EOM and its framework, which can be considered as the basic model and thus the fundamental for all further steps. The corresponding data structure of the above described model is also available as an XML scheme [2]. Based on that, the EOM-framework allows the persistence and thus the exchange of ECP descriptions.

The second part of EOM and its framework is aimed to comprehensively generate schedules for the system considered. Comprehensively means here that with the help of the EOM a full description of the system behavior over time can be generated that consist of all time-dependent values of the system variables and all applied energy flows. Furthermore, the converted energy amounts, the energy losses and an individual utility function can be taken into account, which enables an assessment of single system states and thus the assessment of the overall system usage.
To get there, the EOM framework enables to configure the needed evaluation parameters that are first a starting, time-dependent system state and an end time, wherein the evaluation may be terminated. If required, the end time for an evaluation can also be connected to a target system state. This could be for example a fully charged battery of an electric vehicles battery at the end of the evaluation period.

Further information for the time-dependent evaluation of the system can be predictions of specific system variables that are required to calculate energy flows. Such variables can be, for example, temperature or insolation information that are derived from weather forecasts and that are used in order to pre-calculate the heat demand of a house or to predict the energy production of a photovoltaic plant. Here, the framework of the EOM permits again the extension and usage of individual implementations that may provide the needed data by using any type of data source.

For the definition of an individual utility function, the EOM separates between two assessment paths. The first path is designed to enable the assessment of the energy flows and amounts that are transferred over each network interface. Therefore, a corresponding function can be assigned for each energy carrier in combination to a flow direction. Thus, a power feed or consumption can be considered differently. With the second path of the utility function, the EOM enables once more the extension and usage of individual calculation classes. Within such a class, any type of calculation can freely be implemented; its result will finally be added to the utility results of the energy flow assessment. In this way, e.g. depreciation costs for the operation of an ECP can additionally be added or further, more complex relationships.

The settings described above, finalize the preparation of an evaluation process within the EOM framework and an actual evaluation process can be executed. Since the range of goals that have to be considered here may differ, the EOM framework permits once more to define individual so called 'evaluation strategies'.

Based on the information of the basic model and the evaluations settings, the goal of such a strategy is to produce a system schedule in a predefined data structure. Therefore, the EOM does not restrict the way, nor limits it to a specific algorithm that has to be used. Rather, it leaves the actual approach for the creation of a system schedule deliberately open in order to enable the application of different competitive approaches. That means that a developer is free to decide which algorithm is to be used and how the actual evaluation strategy is designed. This especially enables to reuse already proven and reliable approaches for the generation of system dependent schedules.

Beside the above described open architecture, the EOM framework additionally provides a comprehensive assistance for generating system schedules through an own evaluation strategy. Therefore, a graph based methodology was developed that theoretically can be applied to any kind of ECP. The foundation for this approach is the unique identification of systems states. Since the identification of these states may differ depending on the actual system, the EOM permits to specify the parameters that have to be considered here. By default, the evaluation time, the chosen interface configuration, the operating state, the set points as well as controlled measurements are used in order to specify this identifier. Additionally, also storage loads can be taken into account, if required. For the discretization of unique system states, an increment can be set for each parameter of the state identifier.

Based on those clearly differentiable and discretized unique system states, a graph can be drawn that represents the states and their subsequent states over time. Figure 2 below shows the so called Differences Graph of this evaluation approach.

![Fig.2: Differences Graph for an evaluation strategy](image)

While the vertices of the graph represent the unique system states, the edges correspond to the actual changes that occur with the transition from one state to another. Thus, a change in a storage level can be determined as well as the changes that occur if an individual utility function is applied. Based on this differences approach, a number of well know graph-based optimization algorithms may be applied (e.g. Dijkstra and many more) in order to optimize the system usage, taking into account certain objectives. Additionally, the EOM framework provides a general algorithm structure that can be used within an evaluation strategy and that proceeds along the graph structure. For reasons of space we skip a detailed explanation here, but we want to point out that an evaluation becomes a sequence of time dependent decision processes that are based on qualified system information, represented by the Differences Graph. Thus, the EOM and its framework may also be considered as a decision support system [15].

The aggregation method for several technical systems that is provided by the EOM is realized in the sense of a ‘system of systems’. Analogously to a single technical system, the aggregator will also be considered as a technical system, summarizing the sub systems in regard to interfaces by energy carrier and by add up energy carrier-dependent
storage capacities. In more complex scenarios, where wider areas are to be considered, an aggregation may additionally require a network calculation, which is also supported by the EOM. Similar to the evaluation strategy for single technical systems, a strategy for aggregated technical systems can individually be designed. In contrast to single systems, decisions must be made for each subordinate system, so that several decision graphs will concurrently be used during an evaluation of aggregated ECP’s.

The EOM is available as an end user application and laboratory tool, but can also be used “head-less” within an energy agent. In this case it is the task of an agent to get and provide the needed base information for a single technical system or an aggregation of technical systems (e.g. predictions, cost information and other) and start an appropriate evaluation process, if required.

V. APPLICATION OF THE EOM

To demonstrate the applicability of the EOM, this section describes the modelling and algorithm approach for planning processes of one and more electrical vehicle’s (EV) battery. For this, first, the actual system will be described in the next sub-section, while subsequently the used algorithms will be outlined.

A. Single Electrical Vehicle

The chosen EV has a battery with a storage capacity of 24 kWh. According to IEC 62196, it can differently be connected to an electrical network. For the experiments we have chosen a Mode 1 connection, which corresponds to a slow charging from a household-type socket-outlet (230V, 3.5 kW charging or discharging). With this information, the base graph of the operating states was modelled as shown in Figure 3.

It can be seen that the operation states Charge and Discharge are modelled in a way that each of them apply for at least 10 seconds. Both times are followed by a minimum and a maximum time in which the system can be kept in the respective operating state. While here the minimum time was defined in order to avoid a too short stay and thus a too quick change of the operating state, the maximum time can only be calculated depending on the current storage load (e.g. a full battery cannot be charged anymore). Further, for the operating state Idle no maximum must be defined, since this system neutral state has no time limit in principal.

For the evaluation of the system, we assumed a planning scenario, where the EV has a time frame between 8 p.m. and 6 a.m. for charging. Further, we assumed an initial storage load of 5 kWh, while the car has to be fully charged in the morning. These assumptions correspond to the definition of two system states (an initial and an end system state) with corresponding timestamps. This limits the evaluation period for the developed evaluation strategies. For the assessment of the time dependent system behavior, we used the EOM’s cost function approach by means a time variable pricing for the usage of electrical energy.

To create a base for later comparisons, we first developed a simple strategy that’s behaves in a regular or Greedy-styled manner. That means, like a non-controlled or scheduled charging process, the EV’s battery will directly be charged until it reaches its storage capacity.

Thereon based, another strategy was developed that considers the specified procurement costs for electrical energy over time. Simply by selecting time ranges that have the best prices and put them in an ascending order, the prioritized charging times were determined. Consequently, for the used evaluation strategy, the task of cost optimization results to a fairly simple observation of time and a selection of the desired operating state until the battery reaches it maximum capacity. Figure 4 below shows the used electricity costs and compares the results of the two evaluation strategies.

For the example, a saving of 27% of the procurement costs could already be realized, simply by the described more sophisticated selection process of charging times.
Even the complexity of the used algorithms, or evaluation strategies respectively, were very manageable here, the learning curve for the development of the EOM and its usage as a reasoning model were remarkable. Here we realized that, as first, the development of an evaluation strategy is required that is able to reproduce the regular behavior of an ECP. Only on this basis, the improvements of ‘intelligent’ algorithms can be found and compared.

Despite the simplicity of the presented example, a very important capability of the EOM is presented here. This is the capability to concurrently apply different evaluation or plan generation strategies in a parallel manner. Since competitive evaluation strategies can be executed concurrently, single energy agents can be empowered to become intelligent agents. Based on the current system state that can be acquired from the system (by means of measured values, set-points, energy flows etc.) and a defined goal, like a cost optimal charging of an EV’s battery, the energy agent can execute different strategies, where each results to a different system usage of time. Based on a comparison or assessment of these resulting execution schedules, the energy agent is able to select the best plan and consequently to optimize the systems behavior. With this general approach, the EOM is closely related to the well-known BDI-concept [16], but its focuses on the special needs of the energy domain.

B. Multiple Electrical Vehicles

For the second application case of the EOM, we used the capability to consider several systems within an EOM-aggregation. For this, the EOM supports the dynamic configuration of aggregations by means a tree organized structure, where the root node represents the overall aggregation and the sub nodes the aggregated systems. Analogously to single systems, the aggregation can be modeled as a system, while the considered sub systems can either be defined as static load curves, as dynamic single systems or as dynamic aggregations again. The base model of the aggregation was defined as shown in Figure 5.

![Fig.5: Graph for the operating state of an EV Fleet Aggregation](image)

It can be recognized that the superior system of the aggregation is specified as system with a single operation state Operation, where the discrete time step is defined with 1 minute. Further, neither a minimum nor a maximum time is defined.

For the experiments, we used the above described EV model and varied the number of systems between 5, 10, 20, 30, 40, 50, 75, 100, 150 and 200 EV’s. Since a price optimal charging for the whole EV fleet results to a similar curve in terms of the time course (e.g. 10 EV’s, charging by 3.5 kW = 35 kW), we slightly changed the objective of the evaluation strategy. In addition to a possible price optimal charging, an upper bound for the overall energy consumption should not be exceed now.

To archive this goal, the developed strategy first determined the demand of energy for the evaluation period. Further, it again sorted the consumption costs in an ascending manner. Subsequently, and with respect to the maximal available power that was defined by the upper boundary, the needed energy amounts could successively be assigned to the sub systems. Figure 6 below shows the resulting energy consumption for an EV fleet, consisting of 10 cars, where the upper bound was defined with 21 kW.

![Fig.6: Cost-optimal charging with upper boundary for an EV Fleet](image)

Compared to a simple price-optimal charging without upper boundary, the resulting costs were naturally slightly higher, since energy had to be consumed during periods with higher prices.

The time for the execution of the evaluation strategy and the creation of the execution schedules for each sub system ranged between 0.13 seconds for a single and 37.7 seconds for 200 systems. Figure 7 below shows the determined relationship between the number of systems involved and the thereon depending time for the evaluation process.

![Fig.7: Time consumption for different numbers of sub systems](image)

Since we considered the usage of the EOM within a planning process here, the required times for the evaluations seem to be very promising for us.

In addition to the experiments shown here, further application scenarios for the EOM were already investigated. Here we tested and improved the EOM for the usage with different energy carrier, but also for the real time
application within an electrical distribution network. For reasons of space, unfortunately, these experiments and results can not be explained or shown in this paper and will be part of future publications.

VI. DISCUSSION & COMPARISONS

Starting from the modular perspective, we already mentioned the use of the EOM within an energy agent that is located within or beside an on-site ECP. Here it is the task of the agent to configure the setup for an evaluation as described in the previous sections. Since the EOM also enables the parallel execution of several evaluation strategies, the final result may consist of a number of alternative schedules for the underlying system. As a next step, one plan has to be selected and passed into an execution process. This process then has to care about the system execution according to the selected plan. With the ability to deliberatively provide several plans for an agent, the EOM can also be considered as a kind of BDI concept that is well known in the agent community. In contrast to the general BDI concept the EOM, however, is concretely designed to meet the needs for comprehensively consider hybrid ECP’s.

Furthermore, the EOM concurrently provides the ability to consider several ECP’s within a system aggregation. This additionally enables to create central control approaches as they are realized in a vast majority today, e.g. in virtual power plants. Assuming the availability of suitable system descriptions, with the help of the EOM, adaptive mechanisms could be realized that enable a flexible integration of any type of ECP. Here the only question is, who initially owns the EOM; in case that this knowledge is located on-site, the model has to be transferred to the aggregator. Analogously to an on-site located energy agent, it is the task of the centralized aggregator process to collect all needed information for the Sub-ECP’s and execute one or more evaluations strategies for the aggregation, in order to determine and select the overall and the sub-schedules.

But also for completely decentralized control approaches, the EOM can be applied. Therefore, a sequential turn-based message process can be considered. Instead of the use of the EOM for single systems, however, each system uses the aggregation part of the EOM. Here, the aggregation basically consists of the single local system and a summarizing schedule of all previous systems. The task of the local evaluation process is thus to generate a new local and a summarizing schedule. The latter has to be forwarded to the next ECP or energy agent respectively.

In addition to the above described three application types (local, centralized and decentralized), we believe that further types can be derived combinatorically. For example, several decentralized control processes could be controlled centrally and so on. In our view the EOM can be used for planning as well as for a real time control purposes. A crucial point, however, is the temporal resolution with which processes are modeled. While a fine granular resolution is helpful for real time applications, it will make planning process more expensive in the sense of needed computing time: every discrete step will require to resolve all possible subsequent states and thus to meet a decision for it. We assume that the modelling also requires to find a trade-off for that, but we can’t answer this question at this point. Therefore, we will investigate the application of the EOM for further real time process in the near future.

Comparing the EOM with other approaches, requires first to highlight its unique position. Those highlights can be found with several facets that are: a) the comprehensive, system centric consideration of an energy conversion process that enables local reasoning processes for intelligent energy agents, b) the non-exclusive consideration of electrical energy and c) the adaptive characteristic that is offered by the EOM and that enables to realize centralized as well as decentralized control approaches.

Starting with the latter aspect and focusing on centralized control approaches, it is clear that such control approaches are in the main focus of most energy provider currently. Concrete solutions like this are known as energy management systems or can be found with the approach of the demand side management that was already mentioned in the background section of this paper. Here, one well known solution can be found e.g. with the PowerMatcher [17] and other. Beyond, also examples for decentralized control approaches were referred in the background section, but compared to the EOM, no solution known to us provides such flexibility for the actual implementation of a concrete control approach (e.g. centralized and/or decentralized).

Further, the consideration of energy conversion systems in general is a quite new aspect in the current Smart Grid research. Thus, similar adaptive and hybrid approaches as they are provided by the EOM are new and could not be found yet. Several general structures for an IT-based, interoperable management of distributed system are provided by the Common Information Model (CIM). Since the organizing Distributed Management Task Force³ basically combines the interests of IT organizations and companies, energy specific model definitions like the EOM can’t be found here.

Last but not least, the reasoning capability that is provided by the possible parallel execution of different evaluation strategies is a very unique property of the EOM. Even this idea is similar to the general BDI concept, the EOM is the only known, energy specific approach that provides the needed description cardinality for hybrid energy conversion processes. Thus, it has the capability to meet the broad range of requirements and applications in the energy domain.

³ http://www.dmtf.org/
VII. CONCLUSION & OUTLOOK

In this paper we presented our concept and the control approach for hybrid energy conversion processes by means of a unifying Energy Option Model (EOM). Since this model has the capability to describe all relevant types of energy conversion processes, it provides the foundation for the design of new adaptive control approaches that permit a dynamic aggregation and optimization of aggregations of energy conversion processes.

In the next years, the model will be improved and further developed under the project Agent.HyGrid. Here it is planned to close the gap between agent-based simulations and real-world applications in order to produce comparable results for both cases. Thus, a realistic laboratory and test-bed environment will be created for control solution of Future Energy Grids.

Overall, we believe that standards that enable a homogeneous and in particular open development of “smart” energy systems are urgently required; for science as well as for systems used in real applications on-site. We further believe that therefore the concept of a generally accepted energy agent with a unified description of the underlying technical system that we call Energy Option Model is the necessary foundation.

The EOM introduced was registered for a patent. The grant is pending.
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Abstract—In this contribution we present an approach on how to include local soft constraints in the fully distributed algorithm COHDA for the task of energy units scheduling in virtual power plants (VPP). We show how a flexibility representation based on surrogate models is extended and trained using soft constraints like avoiding frequent cold starts of combined heat and power plants. During the task of energy scheduling, the agents representing these machines include indicators in their choice for a new operation schedule. Using an example VPP we show that our approach enables the agents to reflect local soft constraints without sacrificing the global result quality.

I. INTRODUCTION

In decentralized energy systems, small combined heat and power (CHP) plants, electrical storages and renewable energy units are aggregated both for an integration of these energy units into the energy markets and for the provision of ancillary services for a stable grid operation. Both applications are widely known as virtual power plants (VPP) and expected to be one of the core concepts for distributed energy systems [1]. One of the core challenges during operation of such a VPP arises from the complexity of the scheduling task due to the large amount of (small) energy units in the distribution grid [2]. To this end, multiple scalable scheduling algorithms have been proposed for distribution grid energy unit scheduling for VPP, with many of them using software agents technology and distributed algorithms [3], [4].

During scheduling, both global constraints (i.e. concerning the VPP as a whole) and local constraints (i.e. restricted to a single energy unit) have to be handled in an appropriate way. Both types of constraints may be either hard or soft constraints (cf. Table I). Local hard constraints set defined limits to the operational flexibility of an energy unit, thus defining feasible operation schedules. For the example of a CHP installation including thermal storage, the thermal capacity of the storage sets a hard constraint to the CHP’s operation in combination with the current thermal load. Local soft constraints comprise technical or economical preferences, e.g. preferred operation times or the avoidance of technically unfavorable frequent cold starts. Global hard constraints can be market driven, like obligations from existing contracts. The reflection of global soft constraints is out of scope of the work presented here.

VPP scheduling is the task of identifying distinct operation schedules for all components of a VPP that are within the flexibility range of the respective components. Thus, the process can be split in two parts: First, the flexibility of the components has to be assessed and modelled, and then a scheduling solution is identified within an optimization process. The overall process thus constitutes a multi-objective optimization problem, with the different types of constraints either being reflected during modelling or during optimization.

In this contribution, we extend a scalable VPP scheduling approach from previous work that takes into account local and global hard constraints with the ability to additionally reflect local soft constraints of individual energy units, thus solving the given multi-objective optimization problem. Individual preferences (i.e. preferences for single energy units and their operation) do not have to be disclosed within the VPP during the scheduling process.

The rest of this contribution is structured as follows: In section II we present relevant approaches for the tasks of modelling and optimization in distributed energy scheduling and identify basic algorithms used for the work presented here. We then elaborate on the chosen approach to model feasible operation schedules using a support vector data description (SVDD) based method and extend this model to include local soft constraints (section III). In section IV the COHDA heuristic is presented. In former work, this distributed algorithm has been used to generate VPP schedules satisfying local and global hard constraints [5]. We show how the modelled local soft constraints can be included in the optimization process.
using an apriori-multi-objective optimization approach. Results from a case study evaluating the presented general multi-objective optimization approach are presented in section IV. We summarize and discuss open issues in section V.

II. CHOOSING THE BASIC ALGORITHMS

In recent years, a large body of research has emerged in the field of distributed energy scheduling. For the tasks of constraint modelling and optimized scheduling relevant for the contribution at hand, in the following some basic approaches are presented, along with a discussion on the chosen algorithms.

Flexibility modelling can be understood as the task of modelling constraints. Apart from global VPP constraints, constraints often appear within single energy components; affecting the local decision making. Since these constraints are not of a distributed nature, they can be solved locally using central approaches. A widely used approach is the introduction of a penalty into the objective function that devalues a solution that violates some constraint [6]. In this way, the problem is transferred into an unconstrained one by treating fulfillment of constraints as additional objective. Alternatively, some combinatorial optimization problems allow for an easy repair of infeasible solutions. In this case, it has been shown that repairing infeasible solutions often outperforms other approaches [7]. Another popular method treats constraints or aggregations of constraints as separate objectives, also leading to a transformation into a (unconstrained) multi-objective problem [8]. A hierarchical approach that combines both hard and soft constraints in an explicit model formulation and weighted objective functions has been introduced in [9]. For optimization approaches in smart grid scenarios however, black-box models capable of abstracting from the intrinsic model have proven useful [10], [11]. They do not need to be known at compile time. A powerful, yet flexible way of constraint-handling is the use of a decoder that gives a search algorithm hints on where to look for feasible solutions and thus allows repairing infeasible solutions. In this case, it has been shown that repairing infeasible solutions often outperforms other approaches [7].

A. Decoder for Local Constraint Handling

The Holonic Virtual Power Plant (Hol. VPP) presented in [18] was introduced for the reactive rescheduling process in VPPs. In this concept, a dedicated agent performs the task of evaluating a VPP schedule regarding global constraints. The agents presented in the concept are not capable of evaluating the quality of a new VPP schedule but decide on their contributions based on local constraints. The same approach has been chosen for Autonomous Virtual Power Plants [19]. ALMA [20] is a fully distributed and highly dynamic approach implemented for a dynamic supply-demand-matching task. The scheduling task at hand is not solved using a set of feasible schedules but based on a different modeling approach: The energy units communicate comfort levels, thus allowing to operate them flexibly within the defined levels. With COHDA, a fully distributed heuristic has been presented for energy scheduling [16]. The operational limits are modeled using the concept of a set of feasible schedules. Although possible, soft constraints have not yet been integrated in the process.

As COHDA satisfies the requirements regarding our motivating use case, the approach has been chosen as basic algorithm in the work presented here. For the full analysis, cf. [17]. In section IV-A we will introduce COHDA before discussing the concept of soft constraint integration.

III. FLEXIBILITY AND LOCAL CONSTRAINT MODELLING

A. Decoder for Local Constraint Handling

In this section we briefly recap the technique for local hard constraint handling used in this work. For handling individual local constraints from different types of energy units, we use a decoder technique. An in-depth discussion of the technique can for example be found in [11], [12].

In general, a decoder is a technique that gives algorithms hints on where to look for feasible solutions and thus allows for a targeted search. It imposes a relationship between a decoder solution and a feasible solution and gives instructions
on how to construct a feasible solution [12]. A simple version
without a need for machine learning techniques to deduce a
meta-model, a response surface or similar uses directly a given
set $X$ of feasible schedules derived from a simulation model [16]. This approach has the limitation of supporting only
discrete combinatorial problems. In [21] a homomorphous
mapping between an $n$-dimensional hyper cube and the feasible
region has been proposed in order to transform the problem into
a topological equivalent one that is easier to handle. This
approach has the problem of introducing additional parameters
that have to be tuned and adapted to the problem instance at
hand. In order to be able to derive a decoder automatically
from any given energy unit model, [22] developed an approach
based on a support vector model [23].

Fig. 2 shows the idea of using a so called support vector decoder.
The basic idea is to start with a set of feasible example schedules derived from a simulation model of the
respective energy unit and use this sample as a stencil for
the (sub-space in the space of all schedules) that
contains just feasible schedules.

We regard a schedule of an energy unit as a vector $s = (s_0, \ldots, s_d) \in S \subset \mathbb{R}^d$ with each element $s_i$ denoting mean power generated (or consumed) during the $i$th time interval. As has been shown in [24], it is advantageous from a machine learning point of view to use scaled schedules for learning the feasible region. Thus, we construct the training set $X$ by a normalization with

$$N : S \rightarrow X \subset [0,1]^d$$

$$\mathbf{s} \mapsto \mathbf{x} = N(\mathbf{s}), \text{with } x_i = \frac{s_i - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}};$$

$p_{\text{min}}$ and $p_{\text{max}}$ denoting minimum and maximum power respectively. The scaled sample $X$ is then used as a training set for a support vector data description (SVDD) approach [25] that derives a geometrical description of the sub-space that contains the given data (in our case: the set of feasible schedules). Given a set of data samples, the inherent structure of the scope of action of the respective energy unit can be derived as follows: After mapping the data to a high dimensional feature space by means of an appropriate kernel, the smallest enclosing ball in this feature space is determined. When mapping back this ball to data space, it forms a set of contours enclosing the given data sample.

This task is achieved by determining a mapping

$$\Phi : X \rightarrow \mathcal{H}; x \mapsto \Phi(x)$$

such that all data from a sample $X$ of the feasible region $F$
is mapped to a minimal hypersphere in some high-dimensional space $\mathcal{H}$. The minimal sphere with $R$ and center $c$ in $\mathcal{H}$ that encloses $\{\Phi(x_i)\}^N_{i=1}$ can be derived by minimizing $||\Phi(x_i) - c||^2 \leq R^2 + \xi_i$ with $||\cdot||$ as the Euclidian norm and slack variables $\xi_i \geq 0$ for soft constraints (here for getting a smoother ball).

After introducing Lagrangian multipliers and further relaxing
to the Wolfe dual form, the well-known Mercer’s theorem (cf. e.g. [26]) may be used for calculating dot products in $\mathcal{H}$

by means of a kernel in data space: $\Phi(x_i) \cdot \Phi(x_j) = k(x_i, x_j)$.

In order to gain a more smooth adaption, it is known to be advantageous to use a Gaussian kernel: $k_G(x_i, x_j) = e^{-\frac{\|x_i - x_j\|^2}{2\sigma^2}}$ [27]. Putting it all together, the equation that has to be maximized in order to determine the desired sphere is:

$$W(\beta) = \sum_i k(x_i, x_i)\beta_i - \sum_{i,j} \beta_i \beta_j k_G(x_i, x_j).$$

With $k = k_G$ one gets two main outcomes from the training procedure: the center $\alpha = \sum_i \beta_i \Phi(x_i)$ of the sphere in terms of an expansion into $\mathcal{H}$ and a function $R : \mathbb{R}^d \rightarrow \mathbb{R}$ that allows to determine the distance of the image of an arbitrary point from $\alpha \in \mathcal{H}$, calculated in $\mathbb{R}^d$ by:

$$R^2(\mathbf{x}) = 1 - 2 \sum_i \beta_i k_G(\mathbf{x}, \mathbf{x}) + \sum_{i,j} \beta_i \beta_j k_G(\mathbf{x}_i, \mathbf{x}_j).$$

Because all support vectors show the characteristics of being mapped onto the surface of the sphere, the sphere radius $R_S$
can be easily determined by the distance of an arbitrary support vector to the center $\alpha$. Thus the feasible region can now be modeled as $\mathcal{X} = \{x \in \mathbb{R}^d | R(x) \leq R_S \approx \mathcal{X} \}$. The comparably small set of support vectors together with a reduced version of vector $\beta$ that contains non zero weight values (denoted $\alpha$) for the support vectors is sufficient for building the model. The model might then be used as a black-box that abstracts from any explicitly given form of constraints and allows for an easy and efficient decision on whether a given solution is feasible or not. In this way, the model allows for an easy check whether a given schedule is operable or not by using decision function (4).

So far, this surrogate model is just capable of checking feasibility when already given a schedule. In this way, the surrogate may tell feasible and infeasible schedules apart on behalf of the specific simulation model of the energy unit and thus already allows for an abstraction from any model specific implementation. On the other hand, it is not yet a sufficient constraint-handling technique as it still needs externally (e. g. by any optimization algorithm) generated schedules which can merely be checked. But, due to the tiny share of the search space that is actually feasible, it is quite unlikely that a feasible schedule is generated by an algorithm just by chance [28]. Hence, a way is needed to guide an algorithm where to look for feasible schedules. To achieve such systematic search for a good and still feasible solution, a decoder can be derived automatically from the support vector surrogate. The set of feasible schedules is represented as pre-image of a high-dimensional ball $S$. Fig. 1 shows the geometric situation. This representation has some advantageous properties. Although the pre-image might be some arbitrary shaped non-continuous blob in $\mathbb{R}^d$, the high-dimensional representation is still a ball and thus geometrically easier to handle.

The relation is as follows: If a schedule is feasible, i.e. can be operated by the unit without violating any technical constraint, it lies inside the feasible region (grey area on the left hand side in Fig. 2). Thus, the schedule is inside the pre-image (that represents the feasible region) of the ball and thus
its image in the high-dimensional representation lies inside the ball. An infeasible schedule (e.g. $x$ in Fig. 2) lies outside the feasible region and thus its image $\Psi_x$ (generated by the empirical kernel mapping $\hat{\Psi}_x$) lies outside the ball. But we know some relations: the center of the ball, the distance of the image from the center and the radius of the ball. Hence, we can move the image of an infeasible schedule along the difference vector towards the center until it touches the ball.

Finally, we calculate the pre-image of the moved image from the center and the radius of the ball. Hence, we can move the image of an infeasible schedule along the difference vector towards the center until it touches the ball. An infeasible schedule (e.g. $x$ in Fig. 2) lies outside the feasible region or of the constraints to do this. More sophisticated variants of transformation are e.g. given in [22].

Formally, we want to derive a mapping function (the so called decoder $\Theta$)

$$
\Theta : [0,1]^d \rightarrow F_{[0,1]} \subseteq [0,1]^d \\
x \mapsto \Theta(x)
$$

(5)

that transforms any given (maybe in-feasible) schedule into a feasible one. This decoder mapping $\Theta$ is derived automatically from the trained SVDD representation of the search space using three steps:

$$
x \in [0,1]^d \xrightarrow{\hat{\Psi}_x} \tilde{\Psi}_x \in H^{(k)} \\
\Theta = \Gamma_a \\
x^* \in F_{[0,1]} \subseteq [0,1]^d \xrightarrow{\Phi_{\ell}} \tilde{\Psi}_x \in H^{(k)}
$$

(6)

Applying such decoder to some internal solution representation $x \in [0,1]^d$ transforms the solution to some feasible solution $\Theta(x) \in F_{[0,1]}$.

Thus, we are able to transform any global scheduling problem into a formulation that is unconstrained regarding local hard constraints. Apart from finding a combination of schedules whose sum resembles a given target power profile best, further objectives are usually integrated due to the many-objective nature of energy scheduling.

This procedure of training a decoder has to be done only once prior to the scheduling process. During scheduling the all decoders are merely used for generating feasible schedules. For our experiments, training was usually done within milliseconds. For an in-depth discussion of computational issues of the decoder we refer to [29].

For distributed problem solving, the decoder can serve as a substitute for an often (particularly with regard to a fully automated generation) hardly derivable mathematical model of feasibility. Like in well studied industrial approaches for model predictive control [30] only a simulation model as a source for learning the model is needed. Due to the abstraction from the underlying simulation model (or real unit), no information on which operations are possible and no information on limiting restrictions, cost considerations or soft constraints are needed at runtime. Thus, the ad-hoc integration of arbitrary (even of at compile-time unknown units) becomes easily possible and hence eases the implementation of many control algorithms for the smart grid.

B. Modeling local soft constraints

In general, the satisfaction of a local soft constraint by a defined operation schedule $s$ is modeled as a DER specific function $I_i$ that assigns a value between 0 and 1 to the respective operation schedule, with $i$ denoting the respective DER within the set of DER regarded in the scheduling task, i.e. the current VPP setup.

$$
I_i : S \rightarrow [0,1] \\
I_i(s) = \sigma, \forall s \in S
$$

(7)

In the following, we omit the subscript $i$ for reasons of brevity. As the soft constraint evaluation is a component-specific task it is performed locally in all upcoming definitions.

We now define an extended search space $S'$ that integrates the soft constraints into the search space $S$:

$$
S' : \{(s, \sigma^{(1)}, ..., \sigma^{(m)}) | s \in S \}
$$

(8)

With this definition, the extended search space $S'$ is the set of all tuples of feasible operation schedules $s$ and their respective soft constraint values, with $m$ being the number of modelled soft constraints.

But how to model this extended search space? For the decoder concept presented in Section III-A, a possible integration of indicators has been shown: Data vectors containing the mean power levels for the respective time intervals are extended by one element per indicator to mixed feature vectors. This approach has been proposed for environmental performance indicators [23], but in general, arbitrary indicators can be added as long as a functional relationship exists between the power part and the indicator. In this way, we can build a modified sample $x'$ as

$$
x' = (x_1, \ldots, x_d, T_{[0,1]}^{(1)}(x), \ldots, T_{[0,1]}^{(m)}(x)), \; x' \in [0,1]^{d+m},
$$

(9)
with the first $d$ elements denoting real power and $m$ trailing elements denoting indicator values. Whereas $\mathcal{I}$ takes a schedule, $\mathcal{I}_{[0,1]}$ maps an already scaled training vector $x$ instead. This sample is fed into exactly the same support vector training process to build the model. The decoder is derived in exactly the same way. The decoder mapping $\Theta$ then likewise maps feature vectors $x' \in \mathcal{X}'$

$$[0,1]^{d+m} \rightarrow \mathcal{F}_{[0,1]} \times [\mathcal{I}_{[0,1]}]^{m}$$

$$\Theta(x') \to (x, \mathcal{I}_{[0,1]}^{(1)}(x), \ldots, \mathcal{I}_{[0,1]}^{(m)}(x)).$$

If $x'$ is given with arbitrary values then $\Theta(x')$ contains a feasible active power schedule in the first $d$ elements as well as $m$ elements evaluating this schedule correctly (slight inaccuracies are possible) with regard to the secondary optimization objectives.

Using this concept of the decoder approach including indicator reflection, we can set up an extended search space from a set of samples (i.e. normalized schedules) as shown in equation 9. For this purpose, we have to add the indicator value $I$ for the chosen soft constraint to the sample schedule prior to the support vector training phase. In the example chosen here, we want to reduce the amount of cold starts within an operation schedule to minimize motor deterioration. We can infer the number of cold starts directly from the schedules here, we want to reduce the amount of cold starts within an operation schedule to minimize motor deterioration. We can infer the number of cold starts directly from the schedules within a preprocessing step. We omit the precise definition of cold starts for reasons of brevity, but usually it is a defined change of switching an engine on and off within a given time span. The indicator value thus matches the soft constraint value as given in equation 7. We now have to define the DER specific soft constraint function as an indicator for the amount of cold starts $I_{CS}$ precisely to feed it into the SVDD training:

$$I_{CS}(s) = \left(1 - \frac{CS_s}{CS_{max}}\right)^2$$

with $CS_s$ as the amount of cold starts in the given schedule $s$ and $CS_{max}$ as maximum amount of cold starts in the given schedule set. Using the squared value, a rising amount of cold starts is punished disproportionally high. For schedule sets without cold starts, the value is undefined – these cannot be used to distinguish schedules using this characteristic.\(^1\)

It can be seen that there is a functional relationship between the schedule and the indicator, thus allowing to use the modified sample definition as given in equation 9 and using equation 1 to map schedule $s$ to its normalized sample $x$. For each sample $x$ in the given sample set we append the indicator as defined in equation 11 and use it for SVDD training.

As a result of these steps, we yield the extended search space $S'$ and can now integrate this in the scheduling process.

IV. DISTRIBUTED ENERGY SCHEDULING

A. Introducing COHDA

The Combinatorial Optimization Heuristic for Distributed Agents (COHDA, originally introduced in [16]) can be used to solve scheduling problems in VPPs. In the present contribution, we consider predictive scheduling: the goal is to select a schedule for each energy unit—from a given search space of feasible schedules with respect to a future planning horizon—such that a global objective function (e.g. a target power profile for the VPP) is optimized. This target profile is understood as global hard constraint within the scheduling process for the rest of this contribution. We will recap the approach briefly, based on the description in [5].

The key concept of COHDA is an asynchronous iterative approximate best-response behavior, where each agent—representing a decentralized energy unit—reacts to updated information from other agents by adapting its own selected schedule with respect to the global objective. All agents $a_i \in A$ initially only know their own respective set of schedules $S_i$, so from an algorithmic point of view, the difficulty of the problem is given by the distributed nature of the system in contrast to the task of finding a common allocation of schedules for a global target power profile.

Thus, the agents coordinate by updating and exchanging information about each other. But, in order to preserve privacy, the amount of information that is exchanged is restricted. In particular, the set of feasible schedules $S_i$ is not communicated as a whole by an agent $a_i$. Instead, the agents try to publish as little information as possible. How these possibly conflicting goals are handled, and how the system is able to converge to sound and satisfying solutions, will be explained in the following.

First of all, the agents are placed in an artificial communication topology (e.g. a small world topology, see Fig. 3), such that each agent is connected to a non-empty subset of other agents. To compensate for the resulting non-global view on the system, each agent $a_i$ collects two distinct sets of information: on the one hand the believed current configuration $\gamma_i$ of the system (that is, the most up to date information $a_i$ has about currently selected schedules of all agents), and on the other hand the best known combination $\gamma_i^*$ of schedules with respect to the global objective function it has encountered so far.

Beginning with an arbitrarily chosen agent by passing it a

---

\(^1\)Please note that in the implementation presented here, $\mathcal{I}$ is defined identically for all DER, without limiting the applicability of the presented approach to DER specific soft constraint functions $I_c$. Fig. 3. Exemplary communication topology in the form of a small world topology for a system comprising eight agents.
message containing only the global objective (i.e. the target power profile), each agent repeatedly executes the three steps perceive, decide, act (cf. [5]) as visualized in Fig. 4:

1) **perceive**: When an agent \( a_i \) receives a message \( \kappa_p \) from one of its neighbors (say, \( a_p \)), it imports the contents of this message into its own memory.

2) **decide**: The agent then searches \( S_i \) for the best schedule regarding the updated system state \( \gamma_i \) and the global objective function, thus respecting the global hard constraints. The reflection of local hard and soft constraints depends on the chosen approach to model the energy unit’s flexibility and will be discussed in a later part of this contribution. If a schedule can be found that satisfies both the global and the local objectives, a new schedule selection is created. For the following comparison, only the global objective function must be taken into account: If the resulting modified system state \( \gamma_i^* \) yields a better rating than the current solution candidate \( \gamma_i^\ast \), a new solution candidate is created based on \( \gamma_i^\ast \). Otherwise the old solution candidate still reflects the best schedule combination regarding the global objective the agent is aware of, so the just created schedule selection is discarded and the agent reverts to its schedule selection stored in \( \gamma_i^\ast \).

3) **act**: If \( \gamma_i \) or \( \gamma_i^\ast \) has been modified in one of the previous steps, the agent finally broadcasts these to its neighbors in the communication topology.

Following this behavior, only small subsets of the sets of feasible schedules \( S_i \) are communicated by the agents. During this process, for each agent \( a_i \), its observed system configuration \( \gamma_i \) as well as solution candidate \( \gamma_i^\ast \) are empty at the beginning, will be filled successively with the ongoing message exchange and will some time later represent valid solutions for the given optimization problem. After producing some intermediate solutions, the heuristic eventually terminates in a state where for all agents \( \gamma_i^\ast \) as well as \( \gamma_i^\ast \) are identical, and no more messages are produced by the agents. At this point, \( \gamma^\ast \) (which is the same for all agents then, so the index can be dropped) is the final solution of the heuristic and contains exactly one schedule selection for each agent.

### B. Reflecting soft constraints during scheduling

In Fig. 4 an overview on the heuristic COHDA has been given from the perspective of a single agent representing a DER within a VPP. The algorithm is designed originally to optimize for a global objective only: In a two-stepped procedure, first a new schedule is chosen from the agent’s \( a_i \) local search space \( S_i \). After that, the resulting global result quality is evaluated. However, each agent must be permitted to decide itself which schedule it contributes. This way, technically, economically or ecologically rooted local soft constraints can be taken into account as secondary optimization goals. Moreover, in order to preserve privacy and autonomy of the participating entities, these individual secondary objectives must be treated as private to the corresponding agent, i.e. similar to the set of feasible schedules \( S_i \), the local objectives are not part of the communicated information.

To integrate such local soft constraints into the decision process without compromising the convergence of the distributed algorithm, we modified the first step by replacing the search space \( S \) by the extended search space \( S' \) as defined in equation 8. During the **decide** phase, the agent thus has surplus information regarding the indicator (see Fig. 5). With this modelling approach, an additional constraint is integrated in the search space. Using the decoder approach as presented in section III-A, the agent can now try to identify a candidate schedule \( s \) that enhances the performance regarding the global objective (e.g. energy amount) and additionally enhance the performance regarding local quality as defined by the local soft constraint function \( \mathcal{I}_s(s) \) (cf. equation 7). To enable this multi-objective optimization, the **decide** phase of COHDA is extended (cf. Fig. 5): In the first step, the needed schedule \( s_{\text{opt}} \) to best reach the global optimization target is calculated. The optimal indicator value \( \mathcal{I}_{\text{opt}} \) (i.e. the best possible soft constraint performance) is added. For multiple soft constraints, additional indicator values would be added. In the next step this combination of needed schedule and indicator(s) is passed to the decoder for a targeted search. While without soft constraint modelling only the schedule best fitting the global
target would be identified, the decoder now returns a schedule depending on both the needed schedule $s_{opt}$ and the optimal local soft constraint performance $I_{opt}$. Using the decoder concept with an extended search space modelling approach thus leads to an apriori-multi-objective optimization with an implicit weighting of the different constraints. The schedule identified by the decoder is passed as candidate schedule $s_{cand}$ to the evaluation of the global result quality, i.e. the global hard constraint.

In the example chosen here, the indicator gives information regarding the amount of cold starts contained in the schedule. The extended search space $S'$ therefore is built using the indicator $I^{cs}$ as defined in equation 11. The agent now can choose a candidate schedule that might enhance the performance regarding the global objective and minimize the number of cold starts simultaneously.

In summary, the outlined modelling and decision process yields a reasonable hierarchy of constraint handling in the domain of distributed energy scheduling (cf. Table I in section I): Using the decoder concept as depicted in section III-A, local hard constraints are modelled in such a way that only feasible schedules are returned by the decoder. Local soft constraints are used for SVDD training (see section III-B) and guide the decoder targeted search (see section IV-B). Therefore, schedules satisfying the soft constraints are returned preferentially by the decoder. In the last step, the global evaluation is performed, reflecting global hard constraints. With this concept, local hard constraints are prioritized over global objectives, while local soft constraints are being taken into account with least importance.

V. RESULTS

To evaluate the presented approach for the integration of soft constraints in distributed energy scheduling, two hypotheses have been chosen:

H1 The integration of local soft constraints in the distributed scheduling enhances the performance of the chosen schedules regarding the modeled soft constraint, i.e. the local quality.

H2 The integration of local soft constraints does not reduce the quality of the chosen solution regarding the global objective, i.e. producing the target power profile.

In the following, we will first introduce the evaluation setup, then discuss the evaluation results using this hypothesis. In all experiments, regarding the local soft constraints, we go with the example of reducing the amount of cold starts within an operation schedule to minimize motor deterioration, as introduced in section III-B.

A. Evaluation Setup

To evaluate the effect of an integration of local soft constraints in the distributed scheduling process, a setup is needed where agents have the choice to either reflect or ignore the performance indicator regarding the amount of cold starts $I^{cs}(s)$. As the global objective is to fulfill a defined energy profile, enough flexibility within the aggregation of agents is needed to fulfill this objective either using schedules with high or low performance values regarding cold starts. In the experimental setup we therefore choose a mixed set of agents representing small CHP plants ($4.7 \text{ kW}_{el}$): For 15 CHP plants, the conventional search space is used, without adding the indicator value. For additional 15 CHP plants, the search space is extended, thus allowing these agents to reflect the indicator during scheduling. For the support vector training phase, we need a set of schedules that can be distinguished regarding cold starts: On a winter day, CHP plants are expected to run nearly the whole day. Therefore, schedules of a CHP for a winter day are not suitable for the evaluation task. The opposite holds for a summer day. We chose a spring day and generated schedules from a CHP simulation for this task. The largest number of cold starts ($c_{max}$) within this set has been 9. Thus, a schedule with 9 cold starts within one day might have been chosen without reflecting this constraint for each CHP.

For this aggregation of 30 CHP plants, different target profiles have been defined manually in such a way that fulfilling the profile is possible with more than 90 % accuracy, thus covering a range of possible target profiles. Each target setting has been simulated 100 times with different random seeds for generating the training set for reasons of statistical soundness.

B. Local Quality (Hypothesis H1)

![Fig. 6. Simulation results for a VPP with 30 CHPs and different target profiles. Mean values from 100 simulation runs are shown.](image)

In Fig. 6 the results for the simulative experiments are shown regarding local quality: The horizontal axis denotes the different target profiles. On the vertical axis the mean local quality is shown. With only one soft constraint given in our scenario, we define $\sigma$ as the local quality of a schedule under evaluation (cf. equation 7). The filled circles depict the mean value of 15 CHP plants over 100 simulations for the agents reflecting the amount of cold starts in their search space, whereas the unfilled circles show the mean local quality of
those 15 CHP plants over 100 simulations for the agents that do not consider this local soft constraint.

It can be seen that the local quality is higher for all target profiles, if soft constraints are integrated in the scheduling process. Additionally a trend can be seen: The higher the energy amount of the target profile, the better is the local quality. This can be explained as follows: If more electrical energy has to be produced, the agents choose schedules with longer runtimes. Thus, less cold starts are expected.

For one of the simulation setups (target profile 50 kWh), the raw data are depicted in Fig. 7. It can be seen that using the extended search space model (S′), the number of schedules with 2 cold starts is reduced, whereas the number of schedules without cold starts is increased. There is a slight rise in the number of schedules with 1 and 3 cold starts. This rise is considered to be non-significant compared to the effect regarding the reduction of schedules without cold starts. In general, a shift to schedules with less cold starts can be observed. The results are similar for the other simulation setups but not displayed here.

With the given results, we consider hypothesis H1 strengthened: The integration of local soft constraints in the distributed scheduling enhances the performance regarding the modeled soft constraint.

C. Global Quality (Hypothesis H2)

We now focus on the effects of the integration of soft constraints in the scheduling process on the global quality. In Table II the normalized global quality regarding the target profile fulfillment is summarized using the mean values over 100 simulation runs for different target profiles. In general, the energy unit aggregations perform best for a profile with either 50 or 55 kWh, although a high quality could be reached for all simulation settings. This depends on the chosen aggregation of energy units and their feasible schedules: Within the defined range from 40 to 65 kWh, enough operational flexibility is given to adapt to a defined target profile. We now compare the global quality within one target profile simulation setting with and without the reflection of soft constraints: It can be seen that for all profiles, the values differ only very slightly. This effect can be understood from the chosen concept of soft constraint integration: If an agent manages to identify an operation schedule that will outperform the current target fulfillment, this would be chosen although this schedule might decrease local quality. With the chosen concept of guiding the search within the schedule search space along the soft constraint performance though, the heuristic COHDA tends to find those local optima that not only increase global quality but additionally show better local quality.

With the given results, we consider hypothesis H2 strengthened: The integration of local soft constraints does not reduce the quality of the chosen solution regarding the target profile delivery significantly for the chosen setting.

With the given results, further work should be done on the integration of extended search spaces in the presented distributed scheduling heuristic COHDA. With the extension of the search space using indicators, an implicit weighting is given by the length of the schedules and the number of indicators. Additional evaluation effort is needed to yield an appropriate weighting depending on the specific soft constraint. A straightforward approach would be to adapt the weights of an indicator by multiplying its value during the SVDD training phase, thus

\[
\text{TABLE II COMPARISON OF TARGET PROFILE FULFILLMENT WITH AND WITHOUT REFLECTION OF SOFT CONSTRAINTS. MEAN VALUES FROM 100 SIMULATIONS RUNS PER TARGET PROFILE ARE GIVEN.}
\]

<table>
<thead>
<tr>
<th>Target Profile kWh</th>
<th>40kWh</th>
<th>45kWh</th>
<th>50kWh</th>
<th>55kWh</th>
<th>60kWh</th>
<th>65kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>with reflection of soft constraints</td>
<td>0.9862</td>
<td>0.9886</td>
<td>0.9921</td>
<td>0.9939</td>
<td>0.9874</td>
<td>0.9590</td>
</tr>
<tr>
<td>without reflection of soft constraints</td>
<td>0.9850</td>
<td>0.9907</td>
<td>0.9931</td>
<td>0.9937</td>
<td>0.9830</td>
<td>0.9605</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND OUTLOOK

In this contribution we presented an approach on how to include local soft constraints in the fully distributed algorithm COHDA for the task of energy units scheduling in virtual power plants (VPP). For this task, we extended a flexibility representation based on SVDD using indicator values and used these indicators to guide the search for a new schedule. Using the example of preventing frequent cold starts for CHP plants, we could show that the presented approach enables the agents to reflect the modeled local soft constraint without sacrificing the global result quality. As the information on local soft constraints is not communicated within the system and considered only locally, the presented approach reveals benefits regarding privacy without sacrificing global result quality.

With these results, further work should be done on the integration of extended search spaces in the presented distributed scheduling heuristic COHDA. With the extension of the search space using indicators, an implicit weighting is given by the length of the schedules and the number of indicators. Additional evaluation effort is needed to yield an appropriate weighting depending on the specific soft constraint. A straightforward approach would be to adapt the weights of an indicator by multiplying its value during the SVDD training phase, thus
yielding an explicit weighting. The formalization given in the contribution at hand is compatible with this concept. Additionally, the boundaries of effectiveness for energy unit aggregations with less flexibility should be evaluated, especially compared to other multi-objective optimization concepts: With the presented approach, soft constraints guide the search in the search space. Therefore it has to be evaluated, if for some types of DER the global quality would be reduced to an unacceptable extent. Straight-forward extensions of the presented approach like time-dependent soft constraint relaxation could overcome such problems.
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Abstract — Managing a software development project is a challenging task; time and effort is required to monitor the project’s health and progress. In this context, organizations look for proposals that would assist them in this task. Recently a new and light alternative was introduced: ALPHAs, which are central elements of ESSENCE, which are software engineering methods OMG standard. This paper presents the experience of a Mexican organization that uses ALPHAs to enhance its processes. The paper summarizes the actual use of ALPHAs in the organization, their advantages and disadvantages, and outlines some advice for organizations wishing to adopt ALPHAs. We conclude that ALPHAs are useful for monitoring and controlling software endeavors. Moreover, their harmonization with the organization’s current process was a beneficial factor in renewing the CMMI-DEV and CMMI-SVC level 5 appraisals.

Keywords: ALPHA, ESSENCE, CMMI, quality, software process.

I. INTRODUCTION

SOFTWARE development is a challenging task that involves soft and hard skills, such as technical knowledge to create software products of quality and social abilities to make the participants of a project work together in order to achieve a goal.

The characteristics of a software development project, in particular, asset specificity and uncertainty, affect the choice of governance structure of a project [1]. For that reason, it is important to define a governance structure for monitoring and controlling the project according to its particular context.

According to [2], this governance structure can follow a top-down or a bottom-up approach. The top-down governance approach corresponds to process-centered methodologies and bottom-up governance is similar to agile methodologies.

On the one hand, process-centered methodologies are based on process reference models, standards or body of knowledges. Examples of these are CMMI [3], ISO/IEC 12207 [4] or PMBOK [5]. To follow such a plan driven process is essential since it is the backbone of the endeavor and reduces time and cost deviations; yet, to follow it tightly requires a great effort and does not assure a high quality product.

Altogether, it is important to take into account that executing project management activities alone does not mean managing a software development project, and communication is vital in order to determine its health and progress.

On the other hand, agile approaches, like SCRUM [6], KANBAN [7] or ESSENCE [8], are an effective strategy for communicating with work teams in a timely and accurate fashion; their primary focus is on the people involved in the project and on delivering a product that fully satisfies the client’s needs. It is important to bear in mind that the use of agile methods does not guarantee the appearance of the mentioned benefits in each project, or their contribution to a higher efficacy of the whole organization [9].

Agile or traditional, all these activities aim at figuring out how the project is progressing and allowing team members to make competent decisions. As a whole, no matter what approach is chosen, project management activities consume a large part of the project’s time and effort.

In this context, organizations constantly explore alternatives to improve their processes and product quality and incorporate best practices from different sources, no matter agile or traditional. Some early works provide interesting proposals that show a growing interest in recent years on the part of the software engineering community regarding process improvement environments where multiple models are involved. [10].

In particular, this paper describes two models relevant for this study: ESSENCE and CMMI. ESSENCE is an Object Management Group (OMG) standard of a great value. It provides a domain model for organizing different factors that influence the success of a software engineering endeavor [11]. One of the values added by ESSENCE is to surface unknown issues, support the evaluation of the team, generating reflective team discussions through a thinking framework that is holistic, state-based, goal-driven, and method-agnostic [12].

As for CMMI, it is a well-known set of practices divided into three models: for Development (CMMI-DEV) [13], for
Acquisition (CMMI-ACQ) [14] and for Services (CMMI-SVC) [15]. Its last version 1.3 was published in 2010. This paper presents the experience of a Mexican organization, evaluated CMMI level 5 that introduced ESSENCE into its processes, and uses it as an agile mechanism to evaluate the progress of its projects and its work products quality.

The structure of this paper is as follows: in Section II a general background of the ESSENCE standard, its ALPHAs and the description of the organization are presented. Section III describes how the ALPHAs were used within a CMMI based organizational process. Section IV concentrates the results and lessons learned. Finally, Section V contains conclusions and future work.

II. BACKGROUND

This section presents an overview of the ESSENCE standard and its ALPHAs. Later, the context of the organization under discussion is detailed.

A. ESSENCE

ESSENCE – Kernel and Language for Software Engineering Methods was published in 2014. Its origins date back to the SEMAT initiative that supported re-foundation of Software Engineering discipline through the identification of its “common ground” [16] as a set of elements essential for software engineering endeavors. This initiative was launched in 2009 and was endorsed by the OMG in 2010.

ESSENCE consists of two parts: the Kernel and the Language. The Kernel contains a small number of "things we always work with" and "things we always do" when developing software systems [16], while the Language is used to describe methods and practices. The Kernel consists of a set of concepts called ALPHAs that provide an object-oriented state-based model of a software engineering endeavor [11].

According to [11], ESSENCE main benefits are the following:

- It provides a comprehensive model for a large-scale process improvement endeavor;
- It is a context aware model, making visible to practitioners both theory and practice;
- It is an evolvable and participatory model, it can be used in any time and by anybody of the work team.

Another value of ESSENCE comes by providing a structure for analyzing and organizing the context and factors of software engineering endeavors from different dimensions [11].

It is worth mentioning that the initial objective of the standard was to refound Software Engineering, placing it a solid theory base and giving professionals the means to define their own practices and methods. However, this study shows that the main usage addresses project management issues.

B. ALPHAs

ALPHAs are the top-level concepts, which refer to the essential elements of software engineering endeavors, relevant to an assessment of progress and health [17]. In fact, ALPHA originated as an acronym for Abstract Level Progress and Health Attribute, and its main purpose is to determine fast and at any time how the project is doing. ALPHAs provide consistent language and measurable objectives with which to assess the current state, or articulate next steps and goals [18].

An ALPHA’s components are the following:

- A representative and unique name.
- A set of states through which an ALPHA passes during its lifecycle.
- A checklist for each state used to determine if the state is reached or not.

This structure allows practitioners to evaluate the project based on the states of each ALPHA. The checklist for an ALPHA state contains a number of checkpoints that can be referenced to determine whether and to what degree the project has reached that state [19]. Therefore, it is possible to establish the state of a software engineering endeavor through the ALPHAs states [11].

There are seven ALPHAs divided into three groups, which are called Customer, Solution and Endeavor areas of concern. Figure 1 displays all the ALPHAs within their areas of concern:

- Customer (green)
  1. Opportunity (6 states)
  2. Stakeholder (6)
- Solution (yellow)
  3. Requirements (6)
  4. Software System (6)
- Endeavor (blue)
  5. Work (6)
  6. Team (5)
  7. Way of Working (6)

Fig. 1 Areas of concern and their ALPHAs [8]
For an easy and practical use, ALPHAs were represented as cards. Each card corresponds to one state of an ALPHA, and the color code indicates to which area of concern it belongs. As an example, Figure 2 shows the state Addressed of the ALPHA Opportunity.

![ALPHA card](image)

**Fig. 2 An ALPHA card, based on [8]**

For an opportunity to be addressed, the three elements of the checklist should be achieved. Notice that it is the fifth of the six states.

**C. Organization**

Ultrasist is a Mexican organization founded in 1994. It started as a software development organization, evolving during the last years into a service-oriented enterprise focused on Business Analysis, Enterprise Architecture, Security and Software Quality Assurance. In 2015, they renewed the CMMI-DEV appraisal and obtained CMMI-SVC, both at level 5.

The organization is constantly looking for process optimization and improvement; they carry out a weekly workshop where they discuss the ongoing work and analyze new proposals from the IT community. During such a workshop session, Ultrasist got to know ESSENCE and its ALPHAs through advice from a coauthor of this paper.

In October 2014, they started using ALPHAs for the sake of innovation. At that moment, ESSENCE was close to become an OMG standard, which happened one month later (November 2014).

In January 2015, the ALPHAs were already part of the organization’s way of working. The first use of ALPHAs was to verify punctual quality attributes of work products and later on, to develop software quality assurance reviews.

In May 2015, the organization presented their use of ALPHAs as a part of software processes improvement when renewing CMMI level 5 appraisal.

One of improvement opportunities recognized by the organization was, for example, the quality of its work products in the Business Analysis area. Particularly, they were interested in a finer verification and validation process of Software Requirements Specification (SRS) work products.

In addition, the Internal SQA wanted to promote a better team integration and communication.

Another and even bigger concern arose after getting the CMMI appraisal, due to which the organizational processes suffered changes. Therefore, the General Manager needed to transmit the new processes to employees, especially new ones, and to generate a pocket guide for technical leaders and project managers.

The first step towards achieving this goal was to carry out a gap analysis versus their process and the actual way of working; next, the organization institutionalized the ALPHAs integrating them into its processes and in the working routine of the people.

Each ALPHA state was analyzed in order to associate organizational processes and the checklists items. When the association was established, the role in charge of the process became responsible for following the ALPHA states. Figure 4 shows the mapping between the organization’s processes and the Team ALPHA.
Fig. 4 Mapping between Team ALPHA and organization’s process

<table>
<thead>
<tr>
<th>State</th>
<th>Responsible</th>
<th>Processes involved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seeded</td>
<td>SQA</td>
<td>• APS/Mgm</td>
</tr>
<tr>
<td>Formed</td>
<td>SQA</td>
<td>• APS/Mgm • HR/Training • SQA</td>
</tr>
<tr>
<td>Collaborating</td>
<td>SQA</td>
<td>• APS/Mgm</td>
</tr>
<tr>
<td>Performing</td>
<td>SQA</td>
<td>• APS/Mgm</td>
</tr>
<tr>
<td>Adjourned</td>
<td>SQA</td>
<td>• APS/Mgm</td>
</tr>
</tbody>
</table>

The next section describes the actual usage of ALPHAs within the organization.

D. Methodology

The data were collected through direct interviews with the people involved in the initiative. Seven persons were interviewed individually in a face-to-face dynamic. Six interviewees lead their respective internal areas, while the seventh is the general manager of the organization.

The interviews were conducted in the following manner: (i) A set of questions on the topic of interest were designed; (ii) The questionnaire was sent to the interviewees; (iii) The interviews took place individually in the organization’s facilities; (iv) Each interview was recorded and lasted in average for 20 minutes.

After the data were collected, the recorded interviews were analyzed and the fragments that were relevant for the purposes of the paper were transcribed. Later, the transcriptions were synthesized to obtain the observations listed in the discussion. This work was done by the first and second authors of this paper; this is to enrich the analysis and to moderate the threats to validity in this research.

In addition, the work products arising from the integration of ESSENCE and CMMI were analyzed in order to describe how both proposals, agile and traditional, coexist.

III. ALPHAS USAGE

First, the ALPHAs were translated from English into Spanish; some terms were modified according to the organization’s customs and habits. Then, technical leaders got the ALPHA cards printed. They had to define which ALPHA state corresponds to which process or area.

The next step was to start using ALPHAs in a pilot group exclusively for verification and validation activities. Later, the rest of team members started to use the ALPHAs as a means of self-evaluation. Currently, the ALPHAs are being used in other activities and by other roles within the organization; however, this paper is based on the data obtained from the mid-layer roles.

The following paragraphs describe the actual uses of ALPHAs by different areas of the organization.

A. Internal SQA

Internal SQA processes are involved in almost all activities developed in the organization, so the SQA leader makes the most of the ALPHAs. He especially exploits the Requirements ALPHA that helps to trace requirements and verify their level of specification. During his activities, the SQA leader uses ALPHAs for:

- Checking the sufficiency of the work to be done.
- Determining if a work product is finished.
- Integrating agile practices into processes.
- Checkpoints during any time of a project.
- Tracing the requirements.

The Work ALPHA was helpful to determine if the people worked according to the organizational process, and they knew the organizational processes well.

The frequency of ALPHAs use varies depending on the process to monitor. If a SQA process is developed completely within the organization, the ALPHAs are used only during review phases, which happen at least every two weeks. However, if a SQA service is provided to clients, the ALPHAs are used almost daily.

B. Sales, marketing and clients

Sales area uses the Opportunity ALPHA for identifying clients’ needs and as a support in creating requests for proposals.

Here, the ALPHAs resulted useful for reporting at what exact point the working team is. The mid-layer has found an adequate way of delivering valuable information of the project to higher levels of the organization who do not need to know all the details, but still need to know the exact progress of the project. Besides, they are especially useful when reporting progress to clients.

Moreover, using ALPHAs with clients helped to get a better understanding of the consequences of not providing a certain feature; the organization found a polite way of showing its clients cumulative effects of product absence as well as presenting missing quality attributes in terms of consequences and negative effects. So, it was possible not only to establish the existence/inexistence of a work product, but also what possible consequences it brought.

The ALPHAs became a favorable alternative for representing a state and a light way to report progress. For example, Figure 5 shows a radial graph that reports in a simple and accurate manner the state of each ALPHA in a particular moment. The ALPHA Opportunity is at state 4.
(meaning that the opportunity is Viable), Stakeholder at state 3 (Involved), Requirements at state 3 (Coherent), Software system at state 1 (Architecture selected), Team at state 4 (Performing), Work at state 3 (Started) and, finally, Way of working at state 4 (In place).

The graph makes visible a general state of the project and allows work teams to decide which next state of an ALPHA to pursue.

C. Software construction

The JAVA leader guides Daily Scrums and evaluates the team progress using ALPHAs as checklists. The Software System ALPHA, in particular the Architecture established state, was took advantage of. He and his team also used other ALPHAs: Stakeholder, Requirements and Team.

D. Business analysis

The SRS Leader used the Stakeholder and Requirements ALPHAs, which were introduced gradually in their daily routine. First, the ALPHAs names were introduced to the work team. Later, when the ALPHAs became more familiar, the states of some ALPHAs were introduced. Thus, the complexity of adopting a new terminology was avoided. Now the SRS leader uses the states names as part of the everyday language when communicating with the team.

On the other hand, the ALPHAs were used to create a SQA Requirements guide (checkpoints for software requirements specification), which aims at improving the work products quality by making a more precise specification of requirements.

The ALPHAs states were grouped into levels of granularity corresponding to different target groups: the ALPHAs are related to the top management level, their states – to the project management, and checklists of work products – to developers. This partition helped the work team to understand ALPHAs and simplified their adoption.

An interesting fact is that the SRS leader actually uses the printed cards and prefers them in the original English version.

E. SQA specialized services

The IT Security technical leader uses the Team ALPHA as a checklist when he forms a team. He also uses the Stakeholder and Requirements ALPHAs.

Similar to the other areas, here the ALPHAs assist in controlling and improving the product quality and the work team’s adherence to the process. He reported that he resorts to the ALPHAs, mostly at the moments of hesitation.

Besides that, the Governance Director uses the Opportunity ALPHA to discover client’s needs and to understand the project’s objective.

Another use of ALPHAs is to identify risks and to classify defects of a process or product. This, in turn, helps to evaluate the problem and to find a solution.

The Team and Software System ALPHAs contributed to know whether the people are working as a team and the communication is healthy; both are crucial factors for a successful project development.

F. How ALPHAs transformed some work products

The organization developed a series of new artifacts influenced by the ALPHAs. The first the SQA checklist that supports the SQA service provided by the organization to their clients. The SQA service usually consists in a reviewing and monitoring a particular business process of the client.

Initially this service used a checklist that consisted of quality attributes identified by the client, the organization, and more importantly, those defined in CMMI-ACQ. However, upon incorporating the ALPHAs internally, the organization observed that the ALPHAs states and checklists made the process lighter and more productive.

Derived from the observed benefits, Ultrasist decided to incorporate the ALPHAs checklist and states into the original document. In the first place, the quality attributes were classified under the scope of each ALPHA and were defined as “quality rules” in the language of the organization. These quality rules are based on the specific goals (SG) and specific practices (SP) of CMMI-ACQ process areas (PA).

For example, the Acquisition Requirements Development PA has SG3 Analyze and Validate Requirements – SP 3.2 Analyze requirements to balance stakeholder needs and constraints. It is mapped to the Requirements ALPHA, specifically to the Bounded state, see Figure 6, first row.

Using this rationale, when the team needs to verify the SP 3.2, it runs the checklist of the particular state, instead of reviewing all the subpractices established by CMMI-ACQ or consulting a work product. Importantly, the use of ALPHAs does not replace generation of the CMMI-ACQ related work products, but facilitates assessing the progress and health of a particular concern. Finally, this approach to ALPHAs use is independent from the reference model.
IV. RESULTS

This section collects advantages and disadvantages of using ALPHAs. In addition, some advice from the participants involved in this experience, is listed.

A. Advantages and disadvantages

During the interviews, the practitioners expressed the following advantages of the use of ALPHAs:

- ALPHAs are easy to understand and apply, because “they represent general concepts and put them in black and white”.
- ALPHAs provide a common language, “anybody in the work team can understand what you are talking about”.
- ALPHAs are compatible with any process or lifecycle.
- ALPHAs colors help to associate them quickly to areas of concern, and the state-machine style makes the states flow clear.
- ALPHAs are useful for maintaining discussions focused and collecting clear arguments to make decisions, “you can ask how the Opportunity is going and get clear answers”.
- ALPHAs help to accelerate convergence during meetings and discussions.
- ALPHAs work as communication facilitators between members of the organization and with the client.

Several disadvantages were also pointed out:

- ALPHAs have too many states; sometimes the cards sets are not handy.
- Some terminology needs to be adapted to the particular context of the organization, for example the in-place state or the Endeavor area of concern.
- Some states and checklists may have a different interpretation between team members, mainly between juniors and seniors. “Experience in software development is needed in order to uniform interpretations”.
- Compared to the mid-layer, the operational layer of the organization required more time to understand ALPHAs.
- ALPHA is not a universal term neither a common software engineering word.
- ALPHAs resulted of little help in bigger projects; their simplicity became an obstacle. For example, how to manage many stakeholders or how to evaluate big quantities of requirements with ALPHAs?

B. Threats to validity

The following threats to validity to this particular research were detected.

The internal validity:

- The trustworthiness of the survey responses can be considered a major issue since one of the authors is the general manager of the organization. It is possible that some negative issues were not completely expressed by the interviewees, which may explain the fact the very few disadvantages of the ALPHAs use were detected.
- The coverage of roles in the organization may be considered a threat as well. Only members of the mid-layer of the organization were interviewed, which could affect the perspective of the benefits and drawbacks of the ALPHAs as compared to the point of view of the rest of the organization.
- On the other hand, the number of interviewees that constitutes the sample is representative of the target group who used ALPHAs.

The external validity:

- The organization was not intentionally selected; they took the initiative to start to use ALPHAs and, then, to share their experience.
As for reliability, it should be mentioned that the second and the third authors of the paper has been involved in the organization for a long time (years) and are fully capable to understand the needs of the organization.

Also, the first author, who conducted the interviews, had worked in the organization and developed a trusting relationship with the participants. This fact minimizes the surveys’ trustworthiness threat.

After considering the above mentioned threats, we conclude that the results of this research were not affected; however, the data collection methodology can be improved.

Finally, in order to discuss the results and findings from the interviews, peer debriefing took place, which is an extra point to the validity of the research.

C. Some advice

This experience left some useful lessons learned that are summarized in the following paragraphs.

Avoid implementing all the ALPHAs at the same time. Use the ALPHA you need and then add them one by one depending on what you need in a particular moment. Besides, let the team decide which ALPHAs they want or need to use. “Take the best (that fits for you) of each world and apply it in your context”. As [20] establishes, an organization has to understand that the organization itself cannot be agile, but its employees can be.

Actually, in the organization’s case, the Way-of-Working ALPHA was used occasionally or almost never because they have a well-defined and mature process; in the words of the general manager: “Everybody knows what to do and how to do it”.

Do not be afraid to modify ALPHAs, you won’t break it down. Some ALPHAs were adapted to become more familiar for the work teams, for example, the Way-of-Working ALPHA was renamed as Working-Methodology. In fact, the ALPHAs should be adapted to the organization’s language in order to fit in its process, however minimal these adaptations are.

Do not see ALPHAs as a sequential set of steps, they are not a process. In many cases they were confused with a sequential method. The ALPHAs were created as a tool to be applied at any moment during a project.

It is not necessary to read the whole standard to understand ALPHAs. Actually, only one practitioner read the whole OMG document and the rest consulted section 8.1 Overview to be able to get ALPHAs going. To be more specific, apart from section 8.1 of the standard, in which ALPHAs are presented, it is advisable to read sections 8.2 through 8.4 that provide detailed descriptions of each area of concern, their related ALPHAs, states and checklists.

Try ALPHAs in the presentation you feel comfortable with. Using the printed cards or the electronic version turned out to be a discussion topic. Some participants consider having to carry all the cards a disadvantage; others believe the opposite and prefer the printed version because “cards are like a cheat sheet to keep quality monitored”.

V. Conclusions

ALPHAs brought benefits and improvement even for a mature and solid organization that already had its ways of working at a high level. They represented an innovation factor in order to renew the level 5 in CMMI-DEV and CMMI-SVC. Importantly, the quality of the process and the product was systematically improved with the ALPHAs states guide. ALPHAs are not technical-oriented; they are focused on serving as control points and checklists for the teams.

It was shown that ALPHAs can be integrated with other standards, and their independence is a plus when an organization decides to integrate them to the actual way of working and harmonize the whole process. According to [10] harmonizing processes allow organizations to improve, mature, acquire and institutionalize best practices and management systems from multiple approaches.

On the other hand, there are inconsistencies related to the initial objective of ESSENCE: provide practitioners with the means of describing their methods and practices [11]. This issue was addressed by creating activity spaces “descriptions of the challenges a team faces when developing, maintaining, and supporting software systems” [8]. However, in case that the organization does not execute a formal process, the activity spaces make little sense; on the contrary, if an organization possesses a well-defined process, the activity spaces are not necessary, and in the case of Ultrasist, were not used. Instead of supporting the definition of methods and practices, ALPHAs were used to guide the team’s way of working. This issue affects small organizations since the simplicity and flexibility of ALPHAs require a well-defined way-of-working.

Nowadays, the ESSENCE standard is being widely applied in many countries and with diverse objectives. However, the Latin American context features far less impact of this standard in the industry. We believe that the experience described in this paper will motivate Latin American software development industry to work with ALPHAs.

As future work, three lines are identified: (i) to establish patterns, like usage scenarios, of when, how and what particular problem ALPHA(s) could solve; and (ii) to determine how the ALPHAs overlap with other standards in order to define a harmonized multi-model process and not implement each one separately. Lastly, (iii) the organization under discussion started to explore how the ALPHAs could be integrated into enterprise architecture services.
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Abstract—The crucial element of any agile project is people. Not surprisingly, principles and values such as "Respect for people", "Communication and Collaboration", "Lead using a team approach", and "Learn and improve continuously" are an integral part of Open Kanban. However, Open Kanban has not provided any tools or techniques to aid the human side of software development. Moreover, as a Lean initiative, it is not as comprehensively defined process as Scrum or XP. Accordingly, inexperienced Kanban teams may feel a bit lost. To deal with these challenges, we propose an extension to Open Kanban, which contains a set of 12 collaborative games. The feedback received from three Kanban teams who leveraged our extension in commercial projects, indicates that the adopted games improved participants' communication, commitment, motivation and creativity.

I. INTRODUCTION

In more recent years, the software industry has started to look at Lean as a new approach that could complement Agile Software Development [16]. Lean is a general term for finding ways to eliminate waste and increase efficiency [13]. One of the agile methodologies that adds a vast Lean heritage is Open Kanban [11]. The distinguished characteristics of Open Kanban are: (1) visualization of the workflow with Kanban board, (2) limitation of the work in progress (WIP), and (3) measurement of the lead time [15]. The motivation behind visualization and limiting WIP was to identify the constraints of the process and let each member of a team focus on a single item at a time [1]. This technique promotes the pull approach, which means that the team “pull” work when they are ready, rather than having it “pushed” in from the outside [14].

In contrast to other agile methodologies, Open Kanban leaves almost everything open. It does not prescribe iterations, it does not define roles or meetings, and finally, it does not contain process artifacts [14], [15]. Moreover, although Open Kanban emphasizes the human factor of software development and its founding declaration states that “without teamwork Kanban fails” [11], it does not provide any tools or techniques to aid the human side of software development. Accordingly, inexperienced Kanban teams may feel a bit lost.

Fortunately, Open Kanban can be extended by organizations that wish to create an Agile and Lean method that is customized for their particular audience. We took this opportunity to equip our teams with a set of collaborative games, structured as an extension to Open Kanban. Our research was inspired by the ActiveAction workshop [17], which combines classical and game-based techniques to foster stakeholders' involvement and collaborative identification of objectives and risks.

II. RESEARCH METHOD

Our study was conducted as Action Research (AR). In AR, the researcher works in close collaboration with a group of practitioners, acting as a facilitator, to solve a real-world problem while simultaneously studying the experience of solving the problem [5]. The researcher brings his knowledge of action research while the participants bring their practical knowledge and context [3]. The goal of AR is to improve practical matters as well as to improve scientific knowledge [3]. A precondition for action research is to have a problem owner willing to collaborate to both identify a problem, and engage in an effort to solve it. The problem owner in this research was a software development department of a world wide aviation IT provider (the company wishes to remain anonymous). The department experienced typical challenges of adopting a new methodology (i.e. Open Kanban). Its authorities were open to new ideas and willing to implement collaborative games. Three teams that participated in our research are presented in Table I.

<table>
<thead>
<tr>
<th>Team</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1, 6-8 people</td>
<td>The multicultural team of junior developers who provided services for external customers. All team members were familiar with Open Kanban.</td>
</tr>
<tr>
<td>T2, 8-10 people</td>
<td>The team of developers and testers guided by an agile coach. They developed solutions for internal departments. All team members had over 6 months of experience with agile development, but they got started with Open Kanban.</td>
</tr>
<tr>
<td>T3, 6-8 people</td>
<td>The distributed team of instructors with an extensive experience in programming or project management. They worked on a project designed to train engineers within the company. All team members were experienced with Agile practices, but they got started with Open Kanban.</td>
</tr>
</tbody>
</table>

III. IDENTIFICATION OF DEFICIENCIES

Action Research assumes that theory and practice can be closely integrated by learning from the results of intervention...
that is planned after a thorough diagnosis of the problem context [5]. To identify deficiencies in the adoption of Open Kanban, we prepared a survey that contained a total of 13 questions (Fig. 1). Respondents rated, on a Likert scale of 5 points, their degree of agreement regarding the implementation of Kanban values and practices in their teams. In total, 18 respondents from 3 teams (T1, T2, T3) completed the survey. The respondents were also asked to provide their free comments on the usage of Open Kanban by their organization. The survey was anonymous, so we assumed that the responses were honest.

It is not accidental that “Plan-Do-Check-Act cycle”, “Systematic approach to improvement”, and “Collecting feedback on the process” received the lowest rates. Open Kanban does not define retrospective meetings, nor does it prescribe timeboxed iterations. Thereby, the investigated teams had practiced only occasional retrospectives.

In the open-ended comment question a few respondents mentioned that their team had problems with complex work items. Indeed, in Open Kanban, no particular item size is prescribed. Since there is no requirement to break down items so they are small enough to fit into a specific time box, the management of the workflow is cumbersome. The results of the survey also suggest that the respondents were familiar with Open Kanban, but their knowledge was incomplete (most of them were neutral on “Understanding of Kanban mechanisms”). Besides, “Work-In-Progress limits” scored slightly above 0, so the limits probably needed adjustment. Furthermore, the detailed results show that only half of the respondents reported communication between team members as satisfactory.

IV. OUR EXTENSION TO OPEN KANBAN

For each deficiency identified in the previous section, we suggest collaborative games that might be a remedy for it. Collaborative games refer to several structured techniques inspired by game play and designed to facilitate collaboration, foster customer involvement, and stimulate creative thinking [12]. Fig. 1 presents the mapping between the problematic issues and Open Kanban principles with collaborative games superimposed. The following subsections explain how we intend to enrich Open Kanban by our extension.

A. Visualize the workflow

Although the teams used a Kanban Board to visualize work, different work item types, and WIP limits, we found room for improvement. Work items were not estimated. As a consequence, it was difficult to manage the workflow and make commitments. Therefore, we set the rule that a work item could not make its way from the backlog onto the board until it had been estimated with Planning poker [9].

B. Learn and improve continuously

Before our research went into work, every time someone saw an issue which seemed worth reviewing, the team started an ad-hoc kaizen meeting. However, Kanban suggests to make incremental improvements to the existing processes at regular intervals called cadences. Accordingly, during our research we chose a four weeks cadence for retrospectives. A key element of a retrospective is that the team must agree, together, to trust each other and to believe that every comment or suggestion is intended for the sole purpose of improving the team's performance [12]. We expected that collaborative games would make the team feel safe to discuss any issue that concerns them.

The Snake Game stimulates memories and helps the team to gather data from many perspectives [6]. Its objective is to create a shared picture of what has happened since the last retrospective. Participants write sticky notes to represent memorable, personally meaningful events and then post them in chronological order on a large poster of a snake. The more recent the event is, the closer to the head it should be posted. The collected notes can constitute an input to other games for retrospectives.

The Perfection Game is a tool for continuous improvement of the process, team and organization. With this game team members are invited to participate in improvements as they give feedback to each other. To get feedback, team members are asked to: rate (on a scale of 1 to 10) the action, process, item or event being considered; state what they like; suggest what to do to make it perfect. Participants can only withhold points if they provide suggestions to improve the considered issue. If they cannot say how to make it better, the default score is a 10. If participants give a high rating then they have to state what went good, what makes it so good, where does the value come from, etc. Since participants have to motivate their ratings (the rating is coupled to what participants like about it and what they think can be done to do it better), the quality of the feedback is improved.

The Coaching Cards Game uses a deck of colorful cards with various images to represent team members’ feelings. At the beginning of each round, each participant chooses one card that illustrates his feelings related to the event being considered. Then, the team discusses their feelings. The game creates a non-threatening opportunity to gather data about feelings during the last release cycle by connecting the feelings to events that happened in the cycle [7]. Even though someone does not want to express his opinion directly, the game allows the team to gather the opinion indirectly. With this game, the team can identify events that provide benefits and events that cause problems.

The Sailboat Game [7] lets a team think about their impediments, risks, good practices, and where they go as a team. The game starts by drawing a sailboat, rocks, wind, and an island. The island represents the team's objectives/vision. The rocks represent the risks the team
might encounter along the way. The anchor on the boat is everything that slows them down on their journey. The wind represents everything that helps them to reach their objectives [7]. Next, participants write ideas on sticky notes and then post the ideas into the different areas according to the picture. Then, the team discusses how to continue the practices that are written on the clouds/wind area, how to mitigate the identified risks, and what actions can be taken to fix the problems.

C. Limit Work-in-Progress

Open Kanban advises limiting the WIP so as to optimize the workflow of the system in accordance with its capacity [11]. A limit on WIP constrains how many work items can be in each workflow step at a time [2]. Limiting the WIP has two major benefits: it reduces the time it takes to get any one thing done (lead time); and it improves quality by giving greater focus to fewer tasks [13]. We suggest two games that demonstrate this principle to new teams.

The Ball Flow Game [availagility.co.uk/2010/11/17/the-ball-flow-game]. The aim of this game is to pass as many balls as possible through the team in 2 minutes. However, the activity is constrained by the following rules: (1) balls cannot be passed to a direct neighbor (the team arrange themselves in a circle); (2) each ball must be touched at least once by every player; (3) each ball must have air-time as it is passed between players; (4) each ball must return to the same player who introduced it into the system; and (5) if a ball drops, it cannot be picked up. The game is played a total of 3 times with 1-minute breaks in between to inspect and adapt the process. Before each round, the team estimates of how many balls they can pass through the system. In addition, the team has two minutes of preparation time for the first round to self-organize and discuss the strategy. The game demonstrates that every system has a natural velocity and to improve the system significantly, it is often not a case of working harder, but a case of changing the process. Players will find out that when balls are pushed into the system, it results in dropped balls and decreases performance. Therefore, they will arrange a pull system – i.e. a system where the balls are not passed until the downstream player is ready.

Your team has a problem with:

<table>
<thead>
<tr>
<th>Focus on the creation of value</th>
<th>Collecting feedback on the process</th>
<th>Systematic approach to improvement</th>
<th>Plan-Do-Check-Act cycle</th>
<th>Workflow measurement and management</th>
<th>Work-In-Progress limits</th>
<th>Visualization of work, WIP limits, metrics, etc.</th>
<th>Sustainable pace</th>
<th>Self-organizing team</th>
<th>Efficient communication</th>
<th>Efficient Collaboration</th>
<th>Understanding of Kanban mechanisms</th>
<th>Explicit process policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>1</td>
<td>7</td>
<td>11</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Rating scale:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>Somewhat Agree</td>
<td>Neither Agree nor Disagree</td>
<td>Strongly Agree</td>
<td>Somewhat Agree</td>
<td>Neither Agree nor Disagree</td>
<td>Strongly Agree nor Disagree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1 Summary of questionnaire responses and the proposed extension
The Number Multitasking Game [10] illustrates the effect of multi-tasking and context switching. It consists of two rounds. In each round, each participant is given a page divided into three columns. The task is to fill out the left column with the Roman numerals I through X, the middle column with the letters A through J, and the right column with the Arabic numerals 1 through 10. In the first round, the participants are asked to write row by row, while in the second round, they are asked to work column by column. The game shows why limited WIP improves lead times and lets developers understand Kanban better.

D. Lead using a team approach

Building successful teams and team leadership are crucial to deliver value. At the center of teamwork are effective collaboration and communication. We suggest playing Rope Square and LEGO Simulation as a means of team building and a way to socialize. Besides, these games entail collaboration in decision-making. Other games in this section emphasize the importance of communication.

The Rope Square Game [4] is an icebreaker for team building. The team has to form a perfect square with the rope. Each member must be blindfold and grab the rope with both hands. When the team feels like they are finished and all agree that the rope is in a perfect square, they put the rope to the ground. The game reveals how people fulfill different roles in a group. It also allows the team to build cooperation and trust between members.

LEGO Simulation. The team's task is to build a space base on Mars with LEGO bricks. The facilitator plays the role of the Product Owner. He writes stories, is available to answer questions and to provide feedback. The game encourages the team to communicate with the Product Owner, work in cooperation and reach a consensus.

The 123-go! Game. In this game [8], the facilitator explains that after he counts to three and says "go", everyone should clap their hands. The task for the facilitator is to count to three slowly then clap his hands, pause for a second and say "go". Usually, people will clap when the facilitator claps, rather than when he says "go". This game emphasizes the importance of listening before acting when working in a team.

The Crazy Chat Game teaches players to be more aware of the importance of paying attention. The team split themselves into pairs. Then, for one minute one person talks about something he is most passionate about in life. The other person has to act as disinterested as possible. After a minute they should switch roles.

The Shapes Game. This game teaches that the way we communicate impacts our ability to succeed. The team has to form pairs. Each pair decides who will draw and who will instruct. The instructor is given a picture with shapes. The drawer can not see the shapes or ask any questions. The instructor has to describe the picture giving only verbal instructions, while the drawer has to reproduce the original shapes. The instructor can see what the drawer is doing and provide feedback.

V. EVALUATION AND RESULTS

The evaluation took place in 2015 and 2016. All games presented in Section IV were implemented in both the T1 and T2 teams. In addition, Planning Poker, Coaching Cards, Perfection Game, Rope square, and Tennis Balls were implemented in the T3 team. The implementation of each game was planned with Agile Coach, Service Leader, or Project Manager.

After each game session, we issued a questionnaire. The participants were asked to indicate their level of agreement with statements about game-playing activity. The responses were on a Likert scale of 1 to 5 (Table II). At the end of the survey, the participants were also invited to specify any additional remarks. We used two different sets of questions – one for the retrospective games and Planning Poker (games A), the other for the remaining games (games B). For each game and question, we first took the average per team, and then the average of the averages (the detailed charts are available on http://przybylek.wzr.pl/FedCSIS16). The differences in averages between teams were always less than 1 point, except for Coaching Cards and LEGO Simulation.

Games A aim to directly support teams in their work and were perceived positively. Note, that Planning Poker got a low score in "fostering creativity", but it is not a downside because this game has different objectives. All participants appreciated this game and wanted to use it on a regular basis. Among the retrospective games, Sailboat performed the best but should be used interchangeably with the Perfection game as suggested by a few respondents. Indeed, teams should have a set of possible games to avoid monotony that leads to fatigue and a lack of motivation. In turn, Coaching Cards was not appreciated by the T1 team. They rated the game lower than both other teams and commented that they did not feel comfortable enough to share their problems, opinions and concerns. In addition, someone mentioned that the results strongly depend on the openness and honesty of participants. Surprisingly, only 2 persons in both the T1 and T2 teams wanted to use the Snake game in the future, even though the game obtained high scores in improving commitment and communication.

Games B make teams aware of some of the key Kanban values or mechanisms and generally should be played only once by each team. According to the comments received, these games should be used during training sessions. Note, that the 123-Go! and Crazy Chat game were carried out during one meeting and jointly evaluated due to their common purpose. Although some games received low scores in certain aspects, this is not a downside because they still meet their objectives. For instance, everyone strongly agreed that Shapes, 123-Go! and Crazy Chat revealed the importance of effective communication. In turn, Number Multitasking demonstrated the cost of context switching.
TABLE II.
SUMMARY RESULTS

Rating scale:
1 (Strongly disagree)
2 (Disagree)
3 (Neutral)
4 (Agree)
5 (Strongly Agree)

<table>
<thead>
<tr>
<th>Games A</th>
<th>Games B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning Poker</td>
<td>Number Multitasking</td>
</tr>
<tr>
<td>Snake Game</td>
<td>Ball Flow</td>
</tr>
<tr>
<td>Perfection Game</td>
<td>LEGO Simulation</td>
</tr>
<tr>
<td>Coaching Cards</td>
<td>123 Go/Crazy Chat</td>
</tr>
<tr>
<td>Sailboat Game</td>
<td>Shapes Game</td>
</tr>
<tr>
<td>Planning Poker</td>
<td>Snake Game</td>
</tr>
<tr>
<td>Snake Game</td>
<td>Perfection Game</td>
</tr>
<tr>
<td>Coaching Cards</td>
<td>Sailboat Game</td>
</tr>
<tr>
<td>Ball Flow</td>
<td>LEGO Simulation</td>
</tr>
<tr>
<td>LEGO Simulation</td>
<td>Shapes Game</td>
</tr>
</tbody>
</table>

The game:
- produces better results than the standard approach
- should be implemented permanently instead of the standard approach
- may be considered as complementary to the standard approach
- fosters participants’ creativity
- fosters participants’ commitment and motivation
- improves participants’ communication
- is easy to understand and play
- makes participants aware of the importance of effective communication
- makes participants aware of the importance of team collaboration
- allows participants to better understand Kanban mechanisms

VI. CONCLUSIONS

This paper reports on an Action Research project designed to explore the ways in which collaborative games could benefit Kanban teams. We started by carrying out a survey among three Kanban teams of a world wide aviation IT provider in order to identify deficiencies in their current practices. Each problematic issue was mapped to the affected Open Kanban principle. Based on the survey results, we proposed an extension to Open Kanban, which specifies 12 collaborative games, divided into four categories in compliance with four Open Kanban principles.

The feasibility of our extension was evaluated by three Kanban teams with encouraging results. We found that the adopted games: (1) improved participants’ communication, commitment, motivation and creativity; (2) helped the teams understand the main mechanism, values or practices of Open Kanban; (3) produced better results than the standard approach; and (4) were easy to understand and play. Moreover, the teams intended to continue playing the games after the project finished. We hope that the reported experience will encourage other practitioners to implement collaborative games in their projects. Future studies may consider examining other collaborative games or adopting games into other software development processes.
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Abstract—Emotions, moods and temperament influence our behaviour in every aspect of life. Until now plenty of research has been conducted and many theories have been proposed to explain the role of emotions within the working environment. However, in the field of human factors in the process of software development is relatively new. In the paper the research design process that has been proposed details a novel approach using the method of participant observation in order to investigate the role of emotions in IT projects. The participant observation protocol presented was developed in an iterative manner, where successive phases were validated in two preliminary studies.

I. INTRODUCTION

Computer programs are used in almost every aspect of our lives. At the same time, a considerable part of IT projects fail. Budgets or schedules are exceeded, applications are low quality. The Standish Group estimated in their “2015 CHAOS Report” that 19% of the IT projects failed, and only 29% were entirely successful [1]. Available techniques and methods of software engineering solve the problems only partially. One of the directions of research that can improve the success factors of an IT project is the analysis of human factors in the process of software development. Emotions, moods and temperament influence our behaviour in every aspect of life. Such impact is sometimes more, sometimes less significant. Modern research of emotions in the workplace were initiated in 1983 by Hochschild’s book "The Managed Heart". Since then, numerous research has been conducted and many theories have been proposed so as to explain the role of the emotions in work [2].

However, in the field of software engineering interest in the role of human factors in the process of software development is relatively new. Software development is considered as one of the most complicated tasks performed by humans, not only because of the technical complexity, but also due to human factors [3]. Nowadays, software development require a high level of cooperation between a number of individuals with different personalities, which may raise interpersonal conflicts. While the technical and management issues have been covered in numerous studies, the awareness of importance of human aspects is still minimal.

This low awareness of the role of emotions in the software engineering is partly due to the small number of research in this field. In Section II studies on emotions in the software development process are presented. In most studies quantitative methods were used, however, these methods allow confirmation of the hypothesis, or more accurate data on the phenomenon to be obtained, which, at least in part, is understandable. Whereas knowledge about the impact and the role of emotions in the software development is still negligible. To fill this gap, I propose to conduct experiments using the method of participant observation, taken from ethnography science. In Section III the experiment design is proposed. To confirm the validity of the assumptions and design, preliminary studies were conducted. Information about its execution and results are presented in Section IV.

With the current state of knowledge concerning the role of emotions in the work of IT professionals, it is necessary to carry out further detailed observations. The application of the proposed and validated participant observation study should allow a better insight on the impact of emotions in the software development process.

II. STUDIES ON EMOTIONS OF SOFTWARE DEVELOPERS

Credible studies on the role of emotions in the software development process started only in the XXI century. However, so far they have been conducted mainly without immersion in the work of software developers. Graziotin et al. compared self-assessed affective states with self-assessed productivity of the programmers. Their study revealed correlation between productivity and both valence and dominance [4]. A similar study was conducted by Khan et al. In the experiment, participants watched short video clips that were meant to affect their mood. Before conducting programming and debugging tasks, they assessed their emotional state. Results showed weak correlation between arousal and productivity [5].

Recently a few studies on emotions of software developers were conducted using sentiment analysis technique. This is a completely passive method of gathering information regarding the attitude of the authors based on the analysis of their texts. Garcia et al. performed such study on the basis of artifacts generated by the Gentoo Community, such as mailing lists and bug tracker. Results of their experiment showed a correlation between developers’ emotional states and activity [6]. A similar experiment, performed by Muriga et al. showed that only a small subset of emotions can be detected based on data mining techniques [7].
The common element among all this research is the lack of direct contact with respondents during data collection. Collecting such confidential and ambiguous data, in the form of information concerning emotions, require gaining the trust of the respondent. Another issue is the problem with the naming of emotions. People ambiguously interpret names of emotions, which leads to biased data.

A novel approach to recognizing the emotions of software developers was proposed by Muller et al. In two experiments, they used biofeedback devices to gather EEG, EDA, fMRI and eye-tracker signals of developers during their work [8]. Biometric signals provide objective information about reactions of the human body to emotional stimuli. Nevertheless, current knowledge does not allow unambiguous assignment of emotional states on the basis of this data [9].

Another approach was proposed by Graziotin et al. During their study, a researcher constantly supervised the experiment and respondents were observed while programming. Before and after the development task, a face to face interview was performed [10]. Such approach allows more accurate observation of the behaviour of developers, and thus better understanding of the impact of emotions upon their work.

III. THE RESEARCH DESIGN

To gather significant insights in the role of emotions within the software development process, I propose to use a participant observation method, known from ethnography science. Review of the emotion management literature performed by Fisher et al. showed usefulness of participant observation and interviews in examining emotions in the workplace [2].

Observation is a research method that allows detail qualitative information to be gathered. It is defined as systematic description of the events and behaviours in environment [11]. A particular type of this method is participant observation, where the researcher takes an active part in daily events and activities of the group and interacts with its members [12]. Seaman et al. confirmed that participant observation allows to obtain comprehensive data about software development process [13].

For the purpose of the study, in order to obtain information about emotions and moods of the developers and the impact of these factors on their work, participant as an observer method was chosen. It means that the observer is a member of the group and she or he takes full part in its activities. Other members of the group are aware of being the subject of the experiment. The observer during work can collect data about the colleagues, but also observe her or his own behaviour and the factors that influence them. This permits deeper, though subjective, behavioural analysis. In order to eliminate subjective factors it is planned to make a number of observations by independent researchers.

Research is supposed to be fully overt. Employers of the researchers should provide formal agreement to place studies in their facilities. Also, team members will be informed about studies and will have to give their approval. All data will be anonymised to prevent identification of individual employees. The employer will not have access to the collected data, and will only receive a final report containing summary information.

Information will be collected in a continuous manner. The observer will separately take notes about emotional states, as well as events occurred throughout the work day.

A. Preliminary studies

The participant observation study was designed in an iterative manner. Initial experiment assumptions about the observation were verified during two subsequent preliminary studies. Such approach allowed the identification of the design flaws and to propose a better, more mature research design.

There were two participant observations conducted. Both were performed by software developers with bachelors’ degrees in Computer Science (polish engineer’s degree). They were students of second level studies and they were working part-time (20 hours per week) in two different IT companies as software developers.

The first observation took place in May 2015 and lasted for three weeks. During this time the observer made 121 notes about himself, and his colleagues made 79 notes about their own emotional states.

The second observer worked with 3 other software developers. During four weeks in June 2015, he made 162 observations about his own emotions and 78 notes about emotions of his colleagues. Furthermore, his co-workers made 81 notes about their own emotions.

B. Notes templates

For the purpose of the observation initially two template notes were prepared, named as the Sheet S and the Sheet A. Information on the emotions of the observer will be collected continuously, i.e. during work, she or he must pay attention to emotional states and well-being, as well as to analyse their impact on the productivity. After every hour the observer makes notes about his emotions and productivity using Sheet S. Additionally, at the end of the working day, each co-worker is asked to describe her or his emotional state and productivity during the day, their insights are then documented on the Sheet A. Each observation is documented on the sheet by filling in four fields: emotional state, fatigue, productivity and additional notes.

For purposes of denoting emotional states the Russell circumplex model of affect was chosen [14]. According to this model, emotions are described with two continuous dimensions of valence and arousal. The valence (pleasure) dimension differentiates positive from negative emotions, and as it is continuous, both directions might be graded. Values close to zero correspond to neutral emotional states. The dimension of arousal (activation) allows the differentiation of active and passive emotional states. The value of zero means relaxed or calm, while four indicates excited or stimulated [15].

In the fatigue field it is possible to indicate whether it was present or not. Information regarding the productivity is denoted using a grade 5 scale, where 0 represents no
Table I

<table>
<thead>
<tr>
<th>Productivity</th>
<th>Arousal</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>31</td>
<td>5</td>
</tr>
<tr>
<td>High</td>
<td>9</td>
<td>0</td>
</tr>
</tbody>
</table>

Table of reported high and low productivity depending on the arousal and the valence.
productivity periods depending on the arousal and valence. Due to the small number of observations, results with the highest arousal and the lowest valence were removed from the chart.

Low productivity is least likely to occur at an average arousal and higher value of valence. Correlation between high productivity and both arousal and valence seems to be more linear. High value of productivity was reported more frequently along with high arousal and high valence. Considering the results above, it appears that the optimum in terms of productivity of software developers, is medium arousal and high valence.

V. CONCLUSION

Preliminary studies have proved that the proposed research design may bring new and useful information on the role of emotions in the software development process. The use of qualitative research methods may allow for a better understanding the role of emotions in productivity of IT professionals.

Preliminary studies have also discredited the legitimacy of both external and self-assessment of co-workers. Therefore, it is proposed that observers make out notes only on their own emotional states and productivity. Observation of other team members will be possible only after the development of a reliable and non-intrusive methods of emotion recognition and productivity evaluation.

In addition, the results of the two preliminary participant observation studies showed the correlation between high productivity and both arousal and valence. Optimal, in the case of productivity, emotional states include, among others, joy, amusement, surprise and anxiety.

Understanding the role of emotions in the software engineering may lead to the development of new affect-aware extensions to both traditional and modern software development management methodologies.
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Fig. 2. Percentage of high and low productivity of software developers, depending on their arousal and valence.
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Abstract—This article introduces AgileSafe, a new method of incorporating agile practices into critical software development while still maintaining compliance with the software assurance requirements imposed by the application domain. We present the description of the method covering the process of its application and the input and output artefacts.

I. INTRODUCTION

AGILE software development methods have been introduced in response to particular concerns emerging from the changing needs of the market. In practice, volatile requirements, demanding clients from diverse backgrounds and a growing need for shortening time-to-market made a growing number of software companies seek alternatives to their own traditional approaches. A similar tendency can be presently observed in many domains, including the public sector [1] and further in what seemed to be a leading plan-driven environment - the safety-critical software domain. In this case, however, strictly agile methods will not be the answer as they are insufficient on the safety assurance and certification side. The question is if and how to enrich the agile practices with safety and risk management practices without sacrificing agility and still providing the necessary assurance level.

While process optimization is vital to the business and economical aspect of a software development project, in the safety-critical software domain its profits will not be sufficient unless a company is able to conform to standards and guidelines, which regulate a particular industry. Clients demand their products to be of high quality, on time and within a reasonable budget but at the same time the software need to be certified by an appropriate authority in order to be licensed for use in its destined environment. For this reason, in safety-critical software domain it is not enough to improve the software development process to provide financial profits to the company. It is also necessary that the safety requirements are adequately identified and assured throughout the process. Changing the process will likely result in changes in the safety evidence collected during the development, which may affect the scope and structure of the certification process. Therefore, each change to the process should be carefully analyzed from the viewpoint of future audits and potential consequences to the outcome of these audits. This makes a change in safety-critical software development process a complicated and potentially costly operation depending on how the company is introducing new elements to the process. This may be a problem for SMEs where budget constrains can be a significant barrier in introducing the change.

Attempts to provide a hybrid, disciplined-agile, approaches bringing together best of the two worlds are already in effect for several years. A growing body of evidence, including industrial reports, shows that obtaining the right balance is doable and profitable especially when the companies decide to employ competent experts to develop a custom made approach. Examples of such reports can be found in [2], [3], [4], [5] and were surveyed in [6]. What is more, in 2012 FDA (Food and Drug Administration) recognized the AAMI TIR45:2012 - Guidance on the use of AGILE practices in the development of medical device software [7]. It concludes that agile practices can be successfully used in safety-critical software development and that such practices can be compliant with IEC 62304 [8] standard. It also provides a mapping between agile methods and IEC 62304 activities.

However encouraging these reports are, ‘tailoring’ a software development method can be a costly and complicated process. If hybrid approaches are to be applied in a larger scale, more available and ready to use solutions are needed. An example can be SafeScrum [9], which concentrates on adapting Scrum into safety-critical software development. The method has been already applied in a number of real life projects and most of them ended in success as well as required standard certification [10]. Another approach is AV-Model [11] combining the traditional V-Model with Scrum and focusing on medical device software development and the IEC 62304 standard.

In this article we propose a new method, called AgileSafe, of incorporating agile practices into critical software development while still maintaining compliance with the software assurance requirements imposed by the application domain, which is complementary to the existing methods. AgileSafe is addressed mainly to SMEs developing safety-critical software, to support them in the process of introducing new practices into their software development environment. AgileSafe provides a user with tools enabling her/him to create, with a help of guidelines and questionnaires, a hybrid agile approach customized for the project. It also provides a tool...
for handling conformance with standards and norms while introducing this new approach.

II. Overview of the AgileSafe Method

To provide and maintain control over the safety requirements and over the scope and level of their assurance, AgileSafe employs evidence-based arguments which are explicitly maintained during the software development process. These arguments follow the ISO/IEC 15026 [12] recommendations on assurance cases. The main idea is to provide assurance cases both for the software development process and for the end product itself. While the latter is the essence of demonstrating product conformance with the stated safety objectives, the former is complementary to it and allows to demonstrate adequacy of the chosen software development practices and in particular their conformity with safety requirements imposed by relevant standards. AgileSafe focuses on an explicit development process assurance case demonstrating that the selected range of software development practices is conformant with the requirements of the relevant safety related standards.

Although, for demonstration reasons we concentrate on the medical domain, the method is generic and can be adapted to different safety-critical domains. In order to address a broad range of products resulting from development, the process assurance arguments are based on the standards that are relevant for a particular application domain.

The prerequisite for applying AgileSafe to a particular (planned) safety-related software development project is that we have identified a set of relevant standards we want to be compliant with. Then, the main results of applying AgileSafe to this project are:

- Project Practices Set (PPS) – a custom prepared hybrid approach composed of plan-based and agile software development practices;
- Assurance arguments, for each selected standard.

Figure 1 presents a BPMN model of the AgileSafe.

Based on the Project characteristics, prepared during the AS.P.1 Analyse the project process, a user is guided through the set AgileSafe Practices Knowledge Base, which contains descriptions of software development practices. The method suggestions are based on the good practices for software development as well as the results of experiments conducted in the course of our research.

The customized Project Practices Set, prepared in the AS.P.2 Select practices process, should be later implemented in the software development process (AS.P.7 Apply Practices). For each given Standard a Practices Compliance Argument need to be developed/updated (AS.P.3). These Practices Compliance Arguments are then adapted (AS.P.4), depending on the PPS, into Project Practices Compliance Arguments. Based on them, the Project Compliance Arguments are prepared (AS.P.5) and they are the end products of the method allowing the user to AS.P.6 Assert conformance, using the Evidence prepared during the AS.P.7 Apply practices process.

In further sections we explain components of the method in more detail.

III. Assurance Arguments in AgileSafe

An assurance argument is a structure of claims, which is based on explicitly provided evidence and demonstrates that a product or a system satisfies a detailed set of requirements. Recommendation on the structure of assurance arguments (called assurance cases) can be found in ISO/IEC 15026 standard [12]. Since 2005 the idea of safety assurance arguments has been analysed in depth by both FDA and SEI (Software Engineering Institute) [13]. This partnership resulted in series of documents presenting potential uses of assurance arguments in FDA certification process [13],[14]. With FDA
Currently recommending the use of assurance arguments in the process of qualification of medical devices in order to present compliance with safety requirements, explicit use of assurance cases is gaining increasing recognition.

In AgileSafe there are two types of assurance arguments: for process assurance and for product assurance, as shown in Figure 2.

![Fig. 2 Assurance cases in AgileSafe](image)

The patterns for assurance arguments hold the information about the argument’s structure and are used as a template for creating specific arguments.

In AgileSafe, assurance arguments are developed separately for each applicable standard in order to support certification on the standard by standard basis. A more detailed description of the assurance cases employed in AgileSafe (see Figure 2) is given below.

### A. Practices Compliance Argument

**Practices Compliance Argument** is a template which is developed separately for each relevant standard. Its structure is based on the standard requirements. To make such templates uniform, each template is following the Practices Compliance Pattern. This pattern is generic and focuses on the conformance of practices from AgileSafe Practices Knowledge Base with particular requirements of the considered standard. For each such requirement it proposes an argumentation strategy and the range of software engineering practices used for collecting evidence demonstrating the compliance. It also contains explicit justification that the argumentation strategy is adequate on the condition that the evidence is collected and integrated with the argument. A list of claims concerning different types of practices, which may contribute to satisfying the standard demand, is presented, each claim postulating the potential of a given practice to generate the evidence needed to demonstrate compliance.

If the Practices Knowledge Base is complete, the Practices Compliance Argument once prepared for a specific standard remains unchanged and can be used in multiple projects which have to comply with the standard. Nevertheless, in the ‘learning period’ of the AgileSafe method the Practices Knowledge Base is expected to grow acquiring new practices and therefore the Practices Compliance Arguments will change and evolve in time.

### B. Project Practices Compliance Argument

**Project Practices Compliance Argument** is a Practices Compliance Argument adapted to a specific project and is characterized by the Project Practices Set specific to this project. The Project Practices Compliance Argument refers only to the practices used in the project along with the description of Evidence they are providing. Its structure is defined in the Project Practices Compliance Pattern.

### C. Project Compliance Argument

**Project Compliance Argument** is an assurance argument in its traditional form. It is structured around a particular standard and is used to collect the required product related evidence to demonstrate conformance with given standard. The Evidence should be collected with accordance to the Project Compliance Pattern and be an effect of AS.P.7 Apply practices process.

### D. Tool support for assurance cases

To handle assurance cases AgileSafe follows the TRUST-IT methodology [15] and uses the Argevide NOR-STA [16] services. NOR-STA provides means for developing, maintaining and assessing assurance cases and integrating them with the supporting evidence. All the assurance cases presented in Section VI were developed using this tool.

In NOR-STA, argument conclusion is represented by a claim node. A node of type argumentation strategy links the claim with the corresponding premises and uses a rationale node to explain and justify the inference leading from the premises to the claim. A premise is a sort of assertion and can be in particular another claim to be further justified by its own premises or a fact represented by an assertion to be demonstrated by the supporting evidence. The evidence is integrated by nodes of type reference which point to external resources (files of any type, web pages, etc.). In addition, information nodes can be used in any place to provide explanatory information.

### IV. PRACTICES SELECTION PROCESS

In order to support users while selecting the software engineering practices from the AgileSafe Practices Knowledge Base, AgileSafe offers the guidance, which is based on Project characteristics. The practices maintained in the AgileSafe Practices Knowledge Base include both plan-driven and agile methods documented in the literature, and may also include custom developed hybrid practices.

Upon the selection of the practices an assurance argument is composed along with assurance arguments for selected standards.

Users are able to introduce their own practices into the Knowledge Base by following the AS.P.2.1 Introduce new practice process.

### V. ASSESSING CONFORMANCE

The process of assessing conformance with given standards is based on the set of assurance arguments, mainly the Project Compliance Arguments.

The Project Compliance Arguments are being developed in parallel to the software development process (AS.P.7 Apply practices). The Evidence prepared in the course of AS.P.7 Applying practices from the Project Practices Set
should be placed in the accurate nodes as indicated in the Project Practices Compliance Arguments. Upon the certification process for a particular Standard User should be able to prove conformance by presenting the applicable Project Compliance Argument along with Project Practices Compliance Argument, which contains additional reasoning behind the choice of practices (PPS) and Evidence used in the process.

VI. CONCLUSION

In this article we presented an overview of AgileSafe, a method of agile software development with simultaneous controlling conformity with selected safety related standards.

The ultimate objective is to help SMEs involved in safety-critical software development to introduce agile practices in the most profitable way while meeting the requirements imposed by safety standards and certification bodies.

Recently we conducted a case study which goal was to use AgileSafe to incorporate selected risk management practices into an agile project with safety requirements. We have followed all of the steps of the AgileSafe method algorithm and prepared the artefacts as specified in the method, collecting all the metrics that we planned to collect. A complete set of AgileSafe assurance cases was prepared for ISO 14971 standard. The basic result of the case study was that it was possible to conduct an agile project while still controlling its conformity to the ISO 14971 requirements.

In the nearest future we plan to interview experts in the field of safety certification as well as practitioners who were involved in adapting agile practices to safety-critical system development in order to obtain their feedback on AgileSafe.
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Abstract—In this paper, we present our approach which aims at improving the mechanism of constructing language semantics over the interoperability of domain-specific modeling languages (DSMLs) developed for Multi-agent Systems (MAS) and hence providing a more efficient way of extension for the executability of modeled agent systems on various underlying agent platforms. Differentiating from the existing MAS DSML studies, our proposal is based on determining entity mappings and building horizontal model transformations between the metamodels of MAS DSMLs which are in the same abstraction level. The applicability of the approach is demonstrated in the paper by constructing horizontal transformations between two full-fledged agent DSMLs, called SEA_ML and DSDL4MAS. Use of these transformations has enabled SEA_ML instance models now to be executable on new agent platforms and that feature has been provided with less effort comparing with the implementation of needed transformations between SEA_ML and those new agent platforms from scratch.
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I. INTRODUCTION

Multi-agent systems (MASs) are those systems having software agents within an environment where agents interact to solve problems in a competitive or collaborative manner. In MASs, software agents are expected to be autonomous, mostly through a set of reactive/proactive behaviors designed for addressing situations likely to happen in particular domains [1]. Both internal agent behavior model and interactions within a MAS become even more complex and hard to implement when taking into account the varying requirements of different agent environments [2]. Hence, working in a higher abstraction level is of critical importance for the development of MASs since it is almost impossible to observe code level details of MASs due to their internal complexity, distributedness and openness [3].

In order to master the abovementioned problems of developing MASs, agent-oriented software engineering (AOSE) researchers define various agent metamodels (e.g. [4-7]), which include fundamental entities and relations of agent systems. In addition, many model-driven agent development approaches are provided such as [8-10] and by enriching MAS metamodels with some defined syntax and semantics (usually translational semantics [11]), researchers also propose domain-specific languages (DSLs) / domain-specific modeling languages (DSMLs) (e.g. [12-20]) for facilitating the development of MASs. DSLs / DSMLs [21-23] have notations and constructs tailored toward a particular application domain (e.g. MAS) and help to the model-driven development (MDD) of MASs. MDD aims to change the focus of software development from code to models [24], and hence many AOSE researchers believe that this paradigm shift introduced by MDD may also provide the desired abstraction level and simplify the development of complex MAS software [3].

In AOSE, perhaps the most popular way of applying model-driven engineering (MDE) for MASs is based on providing DSMLs specific to agent domain with including appropriate integrated development environments (IDEs) in which both modelling and code generation for system-to-be-developed can be performed properly. Proposed MAS DSMLs such as [13], [17], [19] usually support modelling both the static and the dynamic aspects of agent software from different MAS viewpoints including agent internal behaviour model, interaction with other agents, use of other environment entities, etc. Within this context, abstract syntaxes of the languages are represented with metamodels covering those aspects and required viewpoints to some extent. Following the construction of abstract and concrete syntaxes based on the MAS metamodels, the operational semantics of the languages are provided in the current MAS DSML proposals by defining and implementing entity mappings and model-to-model (M2M) transformations between the related DSML’s metamodel and the metamodel(s) of popular agent implementation and execution platform(s) such as JACK1, JADE2 and JADEx’. Finally, a series of model-to-text (M2T) transformations are implemented and applied on the outputs of the previous M2M transformations which are the MAS models conforming to the related agent execution platforms. Hence, agent software codes, MAS configuration files, etc. pertaining to the implementation and deployment of the modeled agent systems on the target MAS platform are generated automatically.

When we take into account the different abstractions covered by the metamodels of MAS DSMLs and the underlying agent execution platforms, DSML metamodels can be accepted as the platform-independent metamodels (PIMMs) of agent systems while metamodels of the agent execution platforms are platform-specific metamodels.

1 http://aosgrp.com/products/jack/ (last access: June, 2016)
2 http://jade.tilab.com/ (last access: June, 2016)
3 https://www.activecomponents.org/ (last access: June, 2016)
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(PSMMs) according to the OMG’s well-known Model-driven Architecture (MDA)\textsuperscript{4} as also indicated in [5] and [9].

Above described methodology applied in the current MAS DSML development approaches for the derivation of operational semantics unfortunately requires the definition and implementation of new M2M and M2T transformations from scratch in order to make the DSMLs functional for different agent execution platforms. In other words, for each new target agent execution platform, MAS DSML designers should repeat all the time-consuming and mostly troublesome steps of preparing the vertical transformations between the related DSML and this new agent platform.

Motivated by the similarity encountered in the abstract syntaxes of the available MAS DSMLs, we are quite convinced that both the definition and the implementation of M2M transformations between the PIMMs of MAS DSMLs would be more convenient and less laborious comparing with the transformations required between MAS PIMMs and PSMMs in the way of enriching the support of MAS DSMLs for various agent execution platforms. Hence, in this paper, we present our approach which aims at improving the mechanism of constructing language semantics over the interoperability of MAS DSMLs and hence providing a more efficient way of extension for the executability of modeled agent systems on various underlying agent platforms. Differentiating from the existing MAS DSML studies (e.g. [13], [16], [17], [19], [20]), our proposal is based on determining entity mappings and building horizontal M2M transformations between the metamodels of MAS DSMLs which are in the same abstraction level. In this paper, we also investigate the applicability of the proposed DSML interoperability approach by constructing horizontal transformations between two full-fledged agent DSMLs called SEA_ML [19] and DSML4MAS [5] respectively.

The rest of the paper is organized as follows: In Sect. 2, the approach for the MAS DSML interoperability is presented. Applicability of the approach is discussed in Sect. 3 by taking into consideration two MAS DSMLs. In Sect. 4, a case study on the development of an agent-based stock exchange system with using the proposed approach is given. Related work is given in Sect. 5. Finally, Sect. 6 concludes the paper and states the future work.

II. PROPOSED APPROACH FOR THE INTEROPERABILITY OF MAS DSMLs

As indicated in the introduction, support of current MAS DSMLs for each agent execution platform is enabled by repetitively defining and implementing a chain of vertical M2M and M2T transformations. Available M2M and M2T transformations are specific for each different agent platform and almost all of them can not be re-used while extending the executability of the MAS models for a new agent platform. Due to the difficulty encountered on repeating those vertical model transformation steps, current MAS DSML proposals (e.g. [13-15], [17], [19]) mostly support the execution of modeled agents on just one agent platform. Rarely, two different platforms are supported (e.g. [5], [9]) and as far as we know, there is no any MAS DSML which provides an operational semantics for more than two different agent execution platforms. In order to increase the platform variety, we propose benefiting from the vertical transformations already existing between the syntax of a MAS DSML (let us call DSML\textsubscript{1}) and metamodels of various agent platforms for enabling model instances of another MAS DSML (let us call DSML\textsubscript{2}) executable on the same agent platforms by just constructing horizontal transformations between the PIMMs of the MAS DSMLs in question. Therefore, instead of defining and implementing N different M2M and M2T transformations for N different agent platforms, creation of only one single set of M2M transformations between DSML\textsubscript{1} and DSML\textsubscript{2} can be enough for the execution of DSML\textsubscript{2}’s model instances on these N different agent platforms.

Fig. 1 depicts the construction of model transformations between MAS DSMLs and hence re-use of already existing transformations between those DSMLs and agent platforms. Let the abstract syntaxes of DSML\textsubscript{1}, DSML\textsubscript{2} and DSML\textsubscript{3} be the metamodels MM\textsubscript{1}, MM\textsubscript{2} and MM\textsubscript{3} respectively. Horizontal lines between these MAS DSMLs represent the M2M transformations between these metamodels. According to the figure, agent systems modeled in DSML\textsubscript{1} are already executable on the agent platforms A and B (due to the existing vertical transformations for these platforms), while DSML\textsubscript{2} model instances are executable on the agent platforms X, Y and Z. Similarly M2M and M2T transformations were already provided for the execution of DSML\textsubscript{3} model instances on the agent platforms α, β, θ respectively. If DSML\textsubscript{1} is required to support X and Y agent platforms, designers should prepare new model transformations separately for those agent platforms (shown with dotted arrows in Fig. 1) in case of the absence of horizontal transformations between MM\textsubscript{1} and MM\textsubscript{2}. Hence, construction of only one set of horizontal M2M transformations between DSML\textsubscript{1} and DSML\textsubscript{2} enables DSML\textsubscript{1}’s automatic support on agent platforms X, Y (and also Z). Conversely, same is also valid for extending the DSML\textsubscript{2}’s support for agent execution platforms. Interoperability between DSML\textsubscript{1} and DSML\textsubscript{2} over these newly defined horizontal transformations also makes transformation and code generation of DSML\textsubscript{2} model instances for the agent platforms A and B. In addition to the important decrease in the number of transformations, construction of horizontal model transformations between the PIMMs of MAS DSMLs is more feasible and easier than the vertical transformations since the DSMLs are in the same abstraction level according to MDA.

III. INTEROPERABILITY BETWEEN SEA_ML AND DSML4MAS

In this section, we discuss the applicability of the proposed approach by taking into account the construction of the interoperability between two MAS DSMLs called SEA_ML and DSML4MAS. Both DSMLs enable the

\textsuperscript{4}http://www.omg.org/mda/ (last access: June 2016)
modeling of agent systems according to various agent internal and MAS organizational viewpoints. They provide a clear visual syntax for MAS modeling and code generation for agent implementation and execution platforms. Moreover, both languages are equipped with Eclipse-based IDEs in which modeling and automatic generation of MAS components are possible. These features of the languages led us to choose them in this study. In the following subsections, brief introduction of these DSMLs and implemented model transformations between these languages are given.

A. SEA_ML

SEA_ML [19] provides a convenient and handy environment for agent developers to construct and implement software agent systems working on various application domains. In order to support MAS experts when programming their own systems, and to be able to fine-tune them visually, SEA_ML covers all aspects of an agent system from the internal view of a single agent to the complex MAS organization. In addition to these capabilities, SEA_ML also supports the model-driven design and implementation of autonomous agents who can evaluate semantic data and collaborate with semantically-defined entities of the Semantic Web, like Semantic Web Services (SWS) [25]. That feature exactly differentiates SEA_ML and makes unique regarding any other MAS DSML currently available. Within this context, it includes new viewpoints which specifically pave the way for the development of software agents working on the Semantic Web environment. Modeling agents, agent knowledgebases, platform ontologies, SWS and interactions between agents and SWS are all possible in SEA_ML.

SEA_ML’s metamodel is divided into eight viewpoints, each of which represents a different aspect for developing Semantic Web enabled MASs [19]. Agent’s Internal Viewpoint is related to the internal structures of semantic web agents (SWAs) and defines entities and their relations required for the construction of agents. It covers both reactive and Belief-Desire-Intention (BDI) agent architectures. Interaction Viewpoint expresses the interactions and communications in a MAS by taking messages and message sequences into account. MAS Viewpoint solely deals with the construction of a MAS as a whole. It includes the main blocks which compose the complex system as an organization. Role Viewpoint delves into the complex controlling structure of the agents and addresses role types. Environmental Viewpoint addresses the use of resources and interaction between agents with their surroundings. Plan Viewpoint deals with an agent Plan’s internal structure, which are composed of Tasks and atomic elements such as Actions. Ontology Viewpoint addresses the ontological concepts which constitute agent’s knowledgebase (such as belief and fact). Agent - SWS Interaction Viewpoint defines the interaction of agents with SWS including the definition of entities and relations for service discovery, agreement and execution. A SWA executes the semantic service finder Plan (SS_FinderPlan) to discover the appropriate services with the help of a special type of agent called SSMatchMakerAgent who executes the service registration plan (SS_RegisterPlan) for registering the new SWS for the agents. After finding the necessary service, one SWA executes an agreement plan (SS_AgreementPlan) to negotiate with the service. After negotiation, a plan for service execution (SS_ExecutePlan) is applied for invoking the service. The collection of SEA_ML viewpoints constitutes an extensive and all-embracing model of the MAS domain. SEA_ML’s abstract syntax combines the generally accepted aspects of MAS (such as MAS, Agent Internal, Role and Environment) and introduces two new viewpoints (Agent-SWS Interaction and Ontology) for supporting the development of software agents working within the Semantic Web environment [2].

SEA_ML can be used for both modeling MASs and generation of code from the defined models. SEA_ML instances are given as inputs to a series of M2M and M2T transformations to achieve executable artifacts of the system-to-be-built for JADEX agent platform and semantic web service description documents conforming to Web Ontology Language for Services (OWL-S) ontology5. It is also possible to automatically check the integrity and validity of SEA_ML models [26]. Complete discussion on SEA_ML can be found in [19].

5 https://www.w3.org/Submission/OWL-S/ (last access: June 2016)
B. DSML4MAS

DSML4MAS [5], [13] is perhaps one of the first complete MAS DSMLs in which a PIMM, called PIM4Agents, provides an abstract syntax for different aspects of agent systems. Similar to SEA_ML’s viewpoints, both internal behavior model of agents and agent interactions in a MAS are covered by PIM4Agents views / aspects. Multiagent view contains all the main concepts in a MAS such as Agent, Cooperation, Capability, Interaction, Role and Environment. Agent view focuses on the single autonomous entity (agent), the roles it plays within the MAS and the capabilities it has to solve tasks and to reach the environment resources. Behavioural view describes how plans are composed by complex control structures and simple atomic tasks like sending a message and how information flows between those constructs. In here, a plan is a specialized version of behavior composed of activities and flows. Activities and tasks are minimized parts of the work and flows provide the communication between these parts. Organization view describes how single autonomous entities cooperate within the MAS and how complex organizational structures can be defined. Social structure in the system is defined with cooperation entity where agents and organizations take part in. The structure has its own protocol defining how the entities interact in a cooperation. Agents have “domainRoles” for the interaction and these roles are attached to actors by “actorBinding” entities where actors are representative entities within the corresponding interaction protocol. Role view examines the behaviour of an agent entity in an organization or cooperation. An agent’s role covers the capabilities and information to have access to a set of resources. Interaction view describes how the interaction in the form of interaction protocols takes place between autonomous entities or organizations. Agents communicate over the PIM4Agents Protocol which refers to actors and “messageFlows” between these actors. Finally, Environment view contains the resources accessed and shared by agents and organizations. Agents can communicate with the environment indirectly via using resources. Resources can store knowledge from BDI agents for changing beliefs by using Messages and Information flows.

As indicated in [5], grouping modelling concepts in DSML4MAS allows the metamodel evolution by adding new modelling concepts in the existing aspects, extending existing modelling concepts in the defined aspects, or defining new modelling concepts for describing additional aspects of agent systems. For instance, SWS integration into the system models conforming to DSML4MAS is provided via introducing the SOAE environment entity [27] which also extends the Environment entity and contains service descriptions. Agents use service descriptions to specify the Services they are searching for and then service interaction is realized by InvokeWS and ReceiveWS tasks which are inherited from Send and Receive task entities described in PIM4Agents.

Similar to SEA_ML, DSML4MAS also enables the MDD of MAS including a concrete graphical syntax [28] based on the abovementioned PIMM (PIM4Agents) and an operational semantics for the execution of modeled agent systems on JADE or JACE platform. Extensions to the language introduced in [27] provide the description of the services inside an agent environment according to specifications such as Web Services Modeling Language (WSML) or Semantic Annotation of WSDL and XML Schema (SAWSDL). Interested readers may refer to [5], [13] and [27] for an extensive discussion on DSML4MAS.

C. Horizontal Model Transformations between SEA_ML and DSML4MAS

We have applied the horizontal transformability approach described in Sect. 2 for establishing the interoperability between SEA_ML and DSML4MAS. As shown in Fig. 2, SEA_ML currently supports the MAS implementation for JADE or JACK MAE architecture and SWS generation according to the OWL-S ontology. In order to extend its platform support capability, new M2M and M2T transformations should be prepared for each new implementation platform. For instance, M2M transformations are needed between the abstract syntax of SEA_ML and PSM for JADE framework to make SEA_ML instances also executable on the JADE platform. It is worth indicating that definition and application of M2T transformations are also required for the code generation from the outputs of the previous SEA_ML to JADE transformations. Instead, we can follow the approach introduced in Sect. 2 by just writing the horizontal transformation rules between the metamodels of SEA_ML and DSML4MAS and running those transformations on SEA_ML instances for the same purpose: making SEA_ML models executable also on JADE platform. That is possible since DSML4MAS has already support on JADE and JACE agent platforms and SAWSDL and WSDL semantic service ontologies via vertical transformations between its metamodel and metamodels of the corresponding system implementation platforms. Realization of horizontal transformations between SEA_ML and DSML4MAS has extra benefits such as the execution of SEA_ML instances also on JADE platform and/or implementation of the modeled SWS according to SAWSDL or WSDL specifications (Fig. 2).

Before deriving the rules of transformations, we should determine the entity mappings between both languages since the transformations are definitely based on these entity mappings. Comparing with the mappings we previously provided in [15] or [19] for the transformability of SEA_ML instances to MAS execution platforms, we have experienced that the determination of the entity mappings in this study was easier and took less time. We believe that the reason of this efficiency originates from the fact that metamodels of SEA_ML and DSML4MAS are in the same abstraction level and provide close entities and relations in similar viewpoints for MAS modeling.

http://www.wsmo.org/wsml/ (last access: June, 2016)

https://www.w3.org/TR/sawSDL/ (last access: June, 2016)
Table 1 lists some of the important mappings constructed between first-class entities of these two languages. For instance, two agent types (SWA and SSMatchmakerAgent) defined in SEA_ML are mapped onto the autonomous entity Agent defined in DSML4MAS. Likewise, meta-entities pertaining to agent plan types (SS_RegisterPlan, SS_FinderPlan, SS_AgreementPlan and SS_ExecutorPlan) required for the interaction between the semantic services are mapped with the Plan concept of DSML4MAS. Since Actor entity in DSML4MAS has access to resources and owns capabilities needed for agent interactions, SEA_ML’s Role entity is mapped onto Actor entity.

One interesting mapping is encountered between SEA_ML’s SWS entity and DSML4MAS’s SOAEnvironment since it enables the representation of SEA_ML semantic services in DSML4MAS model instances. On the DSML4MAS side, SOAEnvironment entity, which is extended from Environment entity, includes services in general. Hence, SEA_ML SWS entity is mapped onto SOAEnvironment entity and SEA_ML WebService entities are mapped onto Service entities. In SEA_ML WebService definition, every service has Interface, Process and Grounding. Interface entity represents the information about service inputs, outputs and any other necessary information. Process entity has internal information about the service and finally Grounding entity defines the invocation protocol of the web service [19]. DSML4MAS services are described with Blackbox and Glassbox entities [27]. BlackBox is used to define a service’s functional and non-functional parameters while Glassbox includes the description of the internal service process. The Functionals are described in terms of service signature that are input and output parameters, and specifications that are preconditions and effects. The NonFunctionals are defined in terms of price, service name and developer. Hence, Interface and Process entities of services defined in SEA_ML are mapped onto DSML4MAS Functionals which have input and output definitions. On DSML4MAS side, agent interactions with services are provided by InvokeWS and ReceiveWS tasks. So, SEA_ML Grounding, which represents the physical structure of the underlying web service executed for the corresponding SWS, is mapped to InvokeWS. Remaining mappings listed in Table 1 (e.g. SEA_ML SWO to DSML4MAS Organization, SEA_ML Environment to DSML4MAS Environment) are very simple to determine since the related entities on both sides have similar or almost same functionality within the syntaxes of the languages.

After determining the entity mappings between SEA_ML and DSML4MAS, it is necessary to provide model transformation rules which are applied at runtime on SEA_ML instances to generate DSML4MAS counterparts of these instances. For that purpose, transformation rules should be formally defined and written according to a model transformation language. In this study, we preferred to use ATL Transformation Language (ATL)\(^8\) to define the model transformations between SEA_ML and DSML4MAS. ATL is one of the well-known model transformation languages, specified as both metamodel and textual concrete syntax. An ATL transformation program is composed of rules that define how the source model elements are matched and navigated to create and initialize the elements of the target models. In addition, ATL can define an additional model querying facility which enables specifying the requests onto models. ATL also allows code factorization through the definition of ATL libraries. Finally, ATL has a transformation engine and an IDE that can be used as a plug-in on an Eclipse platform. These features of ATL caused us to prefer it as the implementation language for the horizontal transformations from SEA_ML to DSML4MAS.

ATL is composed of four fundamental elements. The first one is the header section defining attributes relative to the transformation module. The next element is the import section which is optional and enables the importing of some existing ATL libraries. The third element is a set of helpers
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\(^8\) https://eclipse.org/atl/ (last access: June, 2016)
that can be viewed as the ATL equivalents to the Java methods. The last element is a set of rules that defines the way target models are generated from source models.

Following listings include some excerpts from the written ATL rules in order to give some flavor of M2M transformations provided in this study. To this end, rule in Listing 1 enables the transformation of the elements covered by the Agent-SWS Interaction viewpoint of SEA_ML to their counterparts included in DSML4MAS’s Multiagent system viewpoint. In line 1, rule is named uniquely. In line 2, the source metamodel is chosen and renamed as swsinteractionvp with “from” keyword. The target metamodel is indicated and renamed as pim4agents with “to” keyword (Line 3). In the following lines (between 4 and 14), instances of SEA_ML SWSInteraction and SSMatchmakerAgent entities are selected and transformed to DSML4MAS Agent instances. Transformation of agent roles and transformations are also realized by using “Set” and “allInstances” functions. It is worth indicating that Types of Plan instances seem to be transformed to DSML4MAS behavior in the given listing although all SEA_ML Plan types are semantically mapped to DSML4MAS Plan as listed in Table 1. That is because some of the DSML4MAS meta-entities are collected with tag definitions in Ecore representations which take the same name with the related viewpoint. For instance, plans are not defined solely with their names; instead they are collected in behavior definitions. Hence, in order to provide the full transformations of the plans with all their attributes, ATL rule is written here as mapping SEA_ML plan instances to the DSML4MAS behaviors. Inside another helper rule, those behaviors are separated into the corresponding plans and so exact transformation of SEA_ML plan instances to DSML4MAS plans are realized.

Another example can be given for the transformation of SEA_ML SWS instances to DSML4MAS SOAEnvironment instances. In Listing 2, the first rule provides the related transformation. After controlling the name of the SWS by applying the helper rule “nameControl”, its attributes are converted to their counterparts in the abstract syntax of DSML4MAS. Again with using helper rules, the web services composed by this semantic service are determined and transformed to DSML4MAS Service instances. Only a fragment of SWSSOAEnvironment can be given in here due to space limitations. The remaining part of this rule provides the transformation of each SEA_ML semantic service’s discovery, engagement and execution components (e.g. Interface, Process and Grounding) to their counterparts in DSML4MAS models according to the mappings given in Table 1.

In Listing 3, the helper rules used in above transformation rules are given. “nameControl” helper is executed on the SEA_ML SWS instances. It controls whether a SWS has a name attribute. Based on this attribute’s existence, the rules returns true (line 4) or false (line 5). That Boolean result is evaluated by the caller rule given in Listing 2. In the second helper rule, the name attribute of a semantic service is controlled. In case of the name is empty, the string given in line 10 is assigned as the value for the transformed service’s (SOAEnvironment) name attribute. Otherwise, the name of the source SWS is returned back to the called rule (SWSSOAEnvironment) to be assigned as the name of the transformed SOAEnvironment instance which will be included in the target DSML4MAS model.

IV. CASE STUDY: AGENT-BASED STOCK EXCHANGE SYSTEM

In this section, the interoperability of SEA_ML and DSML4MAS is demonstrated by applying the proposed horizontal model transformations for the development of an agent-based stock exchange system. The system is modeled in SEA_ML and transformed to a DSML4MAS instance to use the generation power of DSML4MAS language. In this way, the implementation of this system’s agents on JADE (or JACK) platform and services as SAWSDL or WSML ontology instances can be possible by using the operational semantics of DSML4MAS which is already provided for the
execution of agents and the generation of semantic web services (see Fig. 2).

Stock trading is one of the key items in economy and estimating its behavior and taking the best decision in it are among the most challenging issues. Agents in a MAS can share a common goal or they can pursue their own interests. That nature of MASs exactly fits to the requirements of free market economy. Moreover, Stock Exchange Market has lots of services which are offered for Investors (Buyer or Seller), Brokers, and Stock Managers. These services can be represented with semantic web services to achieve more accurate service finding and service matching.

When considering the structure of the system, the semantic web agents work within a semantic web organization for Stock System including sub-organizations for Stock Users where the Investor and Broker agents reside, and the Stock Market where the system’s internal agents, e.g. Trade Manager (a SSMatchmaker agent instance) work. The Stock Market organization also has two sub-organizations, the Trading Floor and the Stock Information System. These organizations and sub-organizations have their own organizational roles. These organizations also need to access some resources in other environments. Therefore, they have interactions with the required environments to gain access permissions. For example, agents in the Stock Market sub-organization need to access bank accounts and some security features, so that they can interact with the Banking & Security environment. All of the user agents including Investors and Brokers cooperate with Trade Manager to access the Stock Market. Also, the user agents interact with each other. For instance, Investor Agents can cooperate with Brokers to exchange stock for which Brokers are expert. More information on developing such stock trading agents can be found in [29].

To model the system in SEA_ML, Agent-SWS Interaction viewpoint is considered as the representative for SEA_ML viewpoints. This viewpoint is the most important aspect of MASs working in semantic web environments. Fig. 3 shows a screenshot from the SEA_ML’s modeling environment in which instances of both the semantic services and the agent plans required for the stock exchange are modeled, including their relations according to Agent-SWS interaction viewpoint of SEA_ML. Investor and Broker agents can be modeled with appropriate plan instances in order to find, make the agreement with and execute the services. The services can also be modeled for the interaction between the semantic web service’s internal components (such as Process, Grounding, and Interface), and the SWA’s plans. It is important to indicate that the stock exchange system given in here was already modeled in the SEA_ML environment before this study and instead of re-modeling the whole system (e.g. in DSML4MAS), the existing model is intentionally adopted in here to examine the applicability of the proposed approach. In fact, the model in question is much more complicated and we can only consider the agent-SWS interaction aspect due to page limits of this paper. Discussion on the whole model can be found in [19] and the sources of the model are available at the SEA_ML’s distribution website9.

9 SEA_ML, its modeling tool and the instance models for the case study are available at: http://serlab.ube.ege.edu.tr/resources.html (last!access: June 2016)
We can see from the instance model given in Fig. 3 that an investor agent (e.g. InvestorA) would play the Buying role and apply its StockFinder plan for finding an appropriate Trading service interface of one TradingService SWS in order to buy some stocks. This plan would realize the discovery by interacting with the TradeManager SSM_matchmakerAgent which has registered the services by applying the StockRecorder plan. As InvestorA cooperates with Broker1 in order to receive some expert advice for its investment, at the next step, the Broker1 agent applies its StockBargaining plan for negotiating with the already discovered services. This negotiation would be made through the Trade interface of the SWS. Finally, if the result of the negotiation were positive, the agent would apply the StockOrder plan to call the TradingFloor of the SWS by executing its Exchange process and using its TradeAccess grounding with which the service would be realized. In a similar way, Investor agents could cooperate with Brokers and interact with the TradeManager in order to collect some information about the market, e.g. the rate of exchange for a currency or the fluctuation rate for a specific stock.

The designed instance model is controlled based on the provided constraint rules in SEA_ML tool to check its validity. Then, the horizontal model transformations discussed in the previous section are executed on this SEA_ML instance model and as result, we have succeeded to automatically achieve the counterpart models conforming to DSML4MAS. To realize the transformation, the SEA_ML metamodel, the SEA_ML instance models for this case study, and the DSML4MAS metamodel are given to the ATL engine as input and the instance models of the case study in DSML4MAS are generated by the engine with executing our transformation rules. An excerpt of the XMI file containing the output DSML4MAS instance model is given in Fig. 4 in which the output instance can be seen in its Ecore tree view representation.

The generated model conforms to the specification of DSML4MAS’s abstract syntax, so it can be handled with DSML4MAS’s graphical editor. To visualize the instance model in DSML4MAS, the only thing needed is to add the related graphical notations to the generated instance model. The screenshot given in Fig. 5 shows the appearance of output instance model in the concrete syntax of DSML4MAS. We can examine from the figure that the agents and their relations we modeled in SEA_ML are exactly reflected to a DSML4MAS model after execution of the M2M transformations proposed in this study. From now on, it is straightforward to automatically achieve platform-specific executables and documents of this MAS model for JADE or JACK agent platforms and SAWSDL or WSML semantic service ontologies since DSML4MAS has already own a chain of M2M and M2T transformations for these agent execution platforms and service ontologies as discussed in Sect. 3.2.

V. RELATED WORK

In the last decade, AOSE researchers have noteworthy efforts on the derivation and use of DSLs / DSMLs for MAS. For instance, the Agent-DL [12] is used to specify the agency properties that an agent needs to accomplish its tasks. However, the proposed DSL is presented only with its metamodel and provides just a visual modeling of the agent systems according to agent features, like knowledge, interaction, adaptation, autonomy and collaboration. Likewise, in [30], the authors introduced two DSMLs. These languages are described by metamodels which can be seen as the representations of the main concepts and relationships identified for each of the particular domains again introduced in [30]. The study included only the abstract syntax of the related DSMLs and does not give the concrete syntax or semantics of the DSMLs.

As previously discussed in this paper, Hahn [13] introduced a DSML for MAS called DSML4MAS. The abstract syntax of the DSML was derived from a platform independent metamodel [5] which was structured into several aspects each focusing on a specific viewpoint of a MAS. In order to provide a concrete syntax, the appropriate graphical notations for the concepts and relations were defined [28]. Furthermore, DSML4MAS supports the
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Footnote: The IDE of DSML4MAS is available at: https://sourceforge.net/projects/dsml4mas/ (last access: June 2016)
deployment of modeled MASs both in JACK and JADE agent platforms by providing an operational semantics over model transformations.

Another DSML was provided for MASs in [17]. The abstract syntax was presented using the Meta-object Facility (MOF)\textsuperscript{11}, the concrete syntax and its tool was provided with Eclipse Graphical Modeling Framework (GMF)\textsuperscript{12}, and finally the code generation for the JACK agent platform was realized with model transformations using Eclipse JET\textsuperscript{13}. However, the developed modeling language was not generic since it was based on only the metamodel of one of the specific MAS methodologies called Prometheus. A similar study was performed in [14] which proposes a technique for the definition of agent-oriented engineering process models and can be used to define processes for creating both hardware and software agents. This study also offers a related MDD tool based on a specific MAS development methodology called INGENIAS.

Originating from a well-formalized syntax and semantics, Ciobanu and Juravle defined and implemented a language for mobile agents in [16]. They generated a text editor with auto-completion and error signaling features and presented a way of code generation for agent systems starting from their textual description. A recent work conducted in [20] aimed at creating a UML-based agent modeling language, called MAS-ML, which is able to model the well-known types of agent internal architectures, namely simple reflex agent, model-based agent, reflex agent, goal-based agent and utility-based agent. Representation and exemplification of all supported agent architectures in the concrete syntax of the introduced language are given. MAS-ML is also accompanied with a graphical tool which enables agent modeling. However, the current version of MAS-ML does not support any code generation for MAS frameworks which prevents the execution of the modeled agent systems.

Finally, by considering our previous studies, in [15] and [18], we showed the derivation of a DSL for the MDE of agent systems working on the Semantic Web. That initial version of the language was refined and enriched with a graphical concrete syntax in [19]. This new language, called SEA_ML, covered an enhanced version of agent-SWS interaction viewpoint in which modeling those interactions can be elaborated as much as possible for the exact implementation of agent’s service discovery, agreement and execution dynamics. We also presented the formal semantics of the language [26] and discussed how the applied methodology can pave the way of evolutionary language development for MAS DSLs [2]. Moreover, qualitative evaluation and quantitative analysis of SEA_ML have been recently performed over a multi-case study protocol [31].

The work presented in this paper contributes to the above mentioned MAS DSL/DSML studies by introducing the interoperability of the languages and hence the proposed MDE technique helps to facilitate the platform support of the MAS DSMLs comparing with the existing agent platform extensibility approaches which deal with the definition and implementation of new M2M and M2T transformations for each execution platform. To the best of our knowledge, the work herein is the first effort on the interoperability of the MAS DSMLs and it is the first study in AOSE which employs horizontal model transformations to enable this interoperability. It is worth indicating that apart from our proposal, only the work conducted in [10] considers the application of horizontal transformations. However, that study just provides the transformation between the metamodels of two specific AOSE methodologies (Prometheus and INGENIAS) to realize MAS implementation on exactly one agent deployment platform and does not consider MAS DSML interoperability or language extensibility on various agent platforms.

\textsuperscript{11} http://www.omg.org/mof/ (last access: June 2016)
\textsuperscript{12} http://www.eclipse.org/modeling/gmp/ (last access: June, 2016)
\textsuperscript{13} https://eclipse.org/modeling/m2t/?project=jet (last access: June 2016)
II. CONCLUSION

An approach for extending the execution platform support of MAS DSMLs over language interoperability is presented in this paper. The interoperability is provided by defining and implementing horizontal M2M transformations between the agent metamodels which constitute the syntaxes of MAS DSMLs. Due to being at the same abstraction level, both mapping the model entities and implementing the model transformations are more convenient and less laborious comparing with the M2M and M2T transformation chain required in the way of enriching the support of DSMLs for various agent execution platforms. The applicability of the approach is demonstrated by constructing transformations between two full-fledged agent DSMLs.

As the future work, we first plan to extend the applicability of this interoperability approach for some other MAS DSMLs such as MAS-ML [20]. Later, the assessment of the language interoperability will be performed e.g. by taking into consideration the amount and quality of the automatically generated artifacts for MAS software. For this purpose, an improved version of the evaluation framework described in [31] can be employed.
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Abstract—XML is a popular choice for development of domain-specific languages. In spite of its popularity, XML is a poor user interface and a lot of languages can be improved by introducing custom notation. This paper presents an approach for development of custom human-friendly notation for existing XML-based language together with a translator between the new notation and XML. This approach is based on explicit representation of language abstract syntax that can be decorated with mappings to both XML and the custom notation. The approach supports iterative design and development of the language concrete syntax, allowing its modification based on users feedback. Development process is demonstrated on a case study of language for definition of graphical user interface layout.

I. INTRODUCTION

XML is very common and easy to parse generic language, it is well supported by existing tools and technologies and therefore it is a popular basis for domain-specific languages (DSLs). While XML is appropriate choice in many cases, especially for program-to-program communication, it is not well suited for cases, where humans need to manipulate documents. Although they are able to create, modify and read XML documents, it is not a pleasurable experience, because of uniformity and syntactic noise that makes it difficult to find useful information visually [1].

While a more appropriate syntax can be chosen for development of new languages, a lot of languages was already implemented based on XML and their reimplementation would be complicated and time-consuming. One of the possible ways to solve this problem is to develop a translator that would read documents written in a specialized human-friendly notation and output them in the XML for further processing using existing tools. Ideally, the new notation would be specifically tailored to the domain of the language as is usual for DSLs [2].

Development of the translator requires implementation of parser and generator. Proper separation of these two components also involves some internal representation of the language that would be created by the parser and then traversed to generate the XML. Development of all these components may be very tedious, even using parser generators.

This paper presents an approach to development of the translator that simplifies the process and allows to evolve the new syntax iteratively. The main idea of the approach is in extracting definition of language structure into a format that can be easily augmented with the definition of a new notation. For example, Java classes representing the structure of an XML-based language can be generated automatically from the XML Schema using JAXB\(^1\). The generated classes are already annotated in a way that allows automatic marshalling and unmarshalling their instances in the XML form. Additional annotations can be added to the classes that define their mapping to a different textual notation. In the next step an annotation based parser generator, like YAJCo [3], can be used to generate a parser for the new notation. Connecting the parser with the XML unmarshaller one would get a complete translator from a custom human-friendly notation to the original XML-based.

Main topics discussed in the paper and its contributions are the following:

- It explains the approach to language translator development that is based on explicit representation of language abstract syntax in a format that allows attaching definitions of different concrete notations (Section II).
- The approach allows to develop a round-trip translator based on a single specification of abstract syntax. This enables iterative development of the notation in contrast to classical approach where complete syntax should be defined upfront. The process of iterative notation development is described in Section III.
- The whole approach is demonstrated on a case study of a language for specifying layout and properties of graphical user interface components (Section IV). The case study shows possible challenges of the approach and can be used as a guide to develop similar translators.

Presented case study also demonstrates that object-oriented programming language like Java can be successfully used as a format for abstract syntax description, provided that it allows attaching structured meta-data [4] (known as annotations or attributes) to program elements. This allows to use numerous existing tools and also avoids the need for special purpose representations and related technologies.

II. MODEL-DRIVEN DEVELOPMENT OF LANGUAGE TRANSLATOR

Similarly to model-driven software development [5] it is possible to drive development of the language translator by the model of the language – metamodel\(^2\). The metamodel defines language concepts with their properties and relations to other
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\(^1\)Java Architecture for XML Binding, available at https://jaxb.java.net/.

\(^2\)If we consider documents written in a language to be models, then a model of the language itself is metamodel.
Design of notation for an existing language is, actually, design of a user interface. As such, it requires evaluation of various alternatives, and testing new alternatives in conditions similar to real-life. This process is iterative by nature [8]. On the other hand, classical approach to language development assumes that the language syntax is designed upfront (for example [9]). A complete specification of grammar is then augmented with semantic actions and processed to generate a parser. Changes in the syntax often require modification of semantic rules, making the process laborious.

The fact, that the model-driven approach described above allows to easily receive bidirectional translator, makes it possible to use a different process:

1) Extract language metamodel from the XML Schema.
2) Augment the metamodel with initial definition of the new concrete syntax.
3) Generate a prettyprinter based on the definition and convert examples of existing XML documents to the new notation.
4) Evaluate the new notation on examples of converted documents.
5) If the notation is not satisfactory, modify concrete syntax definition and go back to the step 3.
6) If the notation is satisfactory, complete the syntax definition and generate a parser.

This process allows to easily use existing documents for testing new notation instead of some artificial examples. Complete real-life documents in the new notation can be generated automatically immediately after the definition of the syntax has changed. This allows very fast evaluation and modification cycles, so problems in the notation can be spotted and resolved, even if they occur only in complex documents.

This approach also provides a simple method for testing correctness of the developed translator, i.e. that no information is lost or corrupted during translation. A set of example XML documents can be automatically converted to the new notation and then back to the XML. Result of the conversion can be compared with the original XML documents to reveal missing support for some language features or other errors. If the translator is correct, no data is lost and documents are identical (except of differences in formatting that can be removed using normalization before the comparison).

### III. Iterative Development of the Translator

The approach can be demonstrated on the development of a new textual notation for the GtkBuilder language. GtkBuilder is a part of the GTK+ GUI toolkit that allows to declaratively specify layout of a user interface using an XML-based language. There is a Glade tool that allows to edit GtkBuilder specifications visually, however it tends to lack support for

---


4Available at https://glade.gnome.org/
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![Diagram](https://example.com/diagram.png)
The translator was implemented using two tools: JAXB and YAJCo. JAXB is a standard solution for marshalling and unmarshalling Java objects to XML. YAJCo (Yet Another Java Compiler Compiler) is a parser generator for Java that allows to specify language syntax using a metamodel in a form of annotated Java classes [3]. This allows declarative specification of a language and its mapping to Java objects [10]. In addition to parser, YAJCo is able to generate pretty-printer and other tools from the same specification [11].

This section describes a process of development of the translator using the chosen tools. It also explains challenges that arise during the implementation and their solutions. Readers can use it as a guide to develop their own translators. The complete source code of the translator is available for download at http://hron.feI.tuke.sk/~chodarev/gtkbuilder/.

A. GtkBuilder Language

The GtkBuilder UI definition language allows to specify a layout of widgets forming a user interface and their properties using an XML notation. Each instance of a widget is defined using an object element, which contains its type, identifier, properties, signal bindings, and child objects. Fig. 2 presents an example UI definition in the XML notation.

```xml
<interface>
  <object class="GtkDialog" id="dialog1">
    <child internal-child="vbox">
      <object class="GtkVBox" id="vbox1">
        <property name="border-width">10</property>
        <child internal-child="action_area">
          <object class="GtkHButtonBox" id="hbuttonbox1">
            <property name="border-width">20</property>
            <child>
              <object class="GtkButton" id="save_button">
                <property name="label" translatable="yes">Save</property>
                <signal name="clicked" handler="save_button_clicked"/>
              </object>
            </child>
          </object>
        </child>
      </object>
    </child>
  </object>
</interface>
```

Fig. 2. Example of user interface definition using XML notation

The XML notation for the language, while familiar, is very hard to read. Document contains a lot of syntactic noise that makes fast scanning of the definition very hard. The same definition can be expressed using a custom notation as shown in Fig. 3. The notation uses special symbols to provide concise representation for language elements. For example, object is expressed using “{ Class id ... }” notation (e.g. line 1), properties are written simply as pairs in a form “name : value” (e.g. line 4), signal binding is expressed as “signal_name -> handler” (line 11), and strings that should be translated in localized versions of UI are marked with underscore (line 10). The notation is short and quite intuitive at the same time.

In the rest of the section the development of the custom notation and conversion tools is described in more detail.

B. Metamodel Extraction

As was mentioned earlier, the metamodel represented by Java classes can be generated based on the existing XML schema using the XML binding compiler (xjc) that is a part of JAXB. It generates Java classes corresponding to elements of XML-based language. Generated classes contain annotations that define mapping to XML elements and attributes. JAXB uses these annotations to create instances of the classes and set their properties based on XML document contents. The same annotations are used to serialize objects to the XML form.

This means that after the metamodel was extracted it is possible to use JAXB to read existing UI definition from the XML notation to an internal representation defined by the

```
{ GtkDialog dialog1
  %child vbox :
    { GtkVBox vbox1
      border-width : 10
      %child action_area :
        { GtkHButtonBox hbuttonbox1
          border-width : 20
          %child :
            { GtkButton save_button
              label : _ Save
              clicked -> save_button_clicked }}
    }
}]]
```

Fig. 3. Example of user interface definition using custom textual notation

5Available at https://github.com/kpi-tuke/yajco
metamodel and also to marshall the internal model back to the XML form.

In the case study, extracted classes directly corresponded to elements of the XML-based language. Therefore, they included classes like `Interface`, `Object`, `Child`, `Property`, `Signal`, classes for definition of menus, etc. In total, 13 classes was generated by JAXB. Full metamodel, including modifications and additions described in next sections is depicted in Fig. 4.

Encountered problems: Unfortunately, the schema of the GtkBuilder language is available only in the RelaxNG format. Because the support for RelaxNG schemas in JAXB is only experimental, it was converted to the XML Schema format using the Trang tool.

In addition, the schema does not define the language completely. Each widget type can support additional elements for widget-specific functionality. These elements, however, are not specified in the schema. Instead, arbitrary elements are allowed inside the `object` element.

The support for the most common widget-specific extensions, that was not specified in the schema, was added later by defining new classes in the metamodel. Generated classes obviously need to be modified to include declaration of added child elements of new types.

Shortcomings of the GtkBuilder language definition make it impossible to create the metamodel fully automatically. But on the other hand, it shows that the approach is applicable even in such cases.

C. Syntax Definition

Definition of new concrete syntax is provided in form of annotations added to the metamodel classes. This means that the metamodel generated using JAXB needs to be augmented to include YAJCo-specific annotations.

YAJCo infers abstract syntax of the language from the inheritance relations between the metamodel classes and from their constructors. Each constructor is transformed into a grammar rule and parameters of a constructor determine the right hand side of the rule. YAJCo annotations are attached to constructors to specify details of the grammar that cannot be inferred automatically. For example, Fig. 5 presents one of the constructors of the `Child` class. It defines that a child can be constructed from a string representing an internal child name and a list of objects (e.g. lines 2 and 5 in Fig. 3). The child definition would start with the `"%child"` token followed by the `ID` token representing an identifier, followed by colon and a sequence of objects. Annotations also contain hints on indentation and new-line placement for prettyprinter (they are ignored by the parser).

Such constructors need to be added to the metamodel classes. Each variation of the element concrete syntax requires its own constructor. For example, the `Child` can be defined with `internalChild` property specified, or without it (e.g. line 8 in Fig. 3) and therefore it needs at least two constructors. In addition to constructors, factory methods can be used as an annotation target. This makes it possible to define different syntaxes even if they have the same types of parameters in Java.

Each class also needs a non-parametrized constructor required by JAXB. This constructor must be marked using the YAJCo `@Exclude` annotation so it would be ignored by the YAJCo tool.

In the following subsections are described some details of the implementation, typical problems and their solutions.

1) Completing the abstract syntax specification: In some cases several alternative values of different types are expected in the same place. For example, `object` definition contains a sequence of properties, child definitions or signal bindings. In
public class GtkObject {
    @XmlElements({
        @XmlElement(name = "property",
                      type = Property.class),
        @XmlElement(name = "signal",
                      type = Signal.class),
        @XmlElement(name = "child",
                      type = Child.class)
    })
    protected List<java.lang.Object> propertyOrSignalOrChild;
}

Fig. 6. Alternative types of values by as defined by JAXB

On the other hand, YAJCo requires the use of inheritance or implementation relations in these situations. So a new marker interface needs to be created and classes of all elements that can appear in specific context are marked to implement it. The container class is then modified to reference the marker interface. An example of all these modifications is presented in Fig. 6.

On the other hand, YAJCo requires the use of inheritance or implementation relations in these situations. So a new marker interface needs to be created and classes of all elements that can appear in specific context are marked to implement it. The container class is then modified to reference the marker interface. An example of all these modifications is presented in Fig. 7.

2) Conflict between reserved keywords and identifiers: The problem arises from the different treatment of keywords in different notations. XML uses special syntax for language elements (tags delimited by angle brackets) and therefore it can allow to use language keywords as identifiers inside XML attributes and text fragments. For example, menu can be named simply "menu"; <menu id="menu">...</menu>

On the other hand, if element names, like "menu" or "child", become reserved keywords in the custom notation, they could not be used as identifiers anymore, because standard lexical analyzer would not be able to distinguish them. In our case percent sign was used as a starting symbol of all language keywords. For example, the menu would be defined like this: %menu menu { ... }

3) Model transformations: Representation of the metamodel using Java classes allows to implement simple model transformations using constructors. Constructors of the metamodel classes can transform their parameters before storing to class fields. It makes possible to define helper classes with own syntax rules, that are not stored in the model.

For example, at different places in the language it is possible to specify value, that can be a number, a symbol, or a string, all with different notations. Each class where such value can be used would need at least three constructors (for each notation of the value). Instead of this, it is possible to define a new helper class that would handle this aspect of concrete syntax using its own constructors and factory methods. It would also implement appropriate pre-processing of the values (e.g. removing quotation marks from strings). Instances of the helper class would become constructor parameters of the original classes, but only the actual value would be stored in the model, not the instance of the helper class. This allows to avoid modification of the metamodel and XML bindings.

D. Other Implementation Notes

1) Project setup: It is useful to split the project into two submodules: one for the metamodel definition and the code generated based on it, and other for code that uses the generated parser and prettyprinter to translate language sentences. This setup explicitly divides generated code and the code that depends on it.

The second submodule contains implementation of a command-line tool for converting between different notations of the language. This tool instantiates JAXB marshaller and unmarshaller and also YAJCo generated parser and prettyprinter and uses them to produce the internal model from notation of the value). Instead of this, it is possible to define a new helper class that would handle this aspect of concrete syntax using its own constructors and factory methods. It would also implement appropriate pre-processing of the values (e.g. removing quotation marks from strings). Instances of the helper class would become constructor parameters of the original classes, but only the actual value would be stored in the model, not the instance of the helper class. This allows to avoid modification of the metamodel and XML bindings.

The second submodule contains implementation of a command-line tool for converting between different notations of the language. This tool instantiates JAXB marshaller and unmarshaller and also YAJCo generated parser and prettyprinter and uses them to produce the internal model from one notation and convert it to the other notation.

In addition, the project contains script that tests the implementation by running round-trip transformation and comparing results with original versions of example documents. In the case study this script was implemented as a Makefile that would produce report on differences between documents if modifications of the code would cause errors in translation. This approach helped to find several problems described in this section and led to successful translation of tested examples.

2) Prettyprinter customization: Some syntax constructs can not be handled by the YAJCo generated prettyprinter automatically. For example, strings that should be translated in localized versions of the application are marked using an underscore "_" symbol. In the model, however, it is stored as a value of True in the field translatable. This correspondence is not inferred by the prettyprinter generator. As a solution, a prettyprinter can be simply extended by a new class, that would override the corresponding method to provide the needed functionality. This is greatly simplified by the fact that the generated prettyprinter is based on the visitor pattern.
V. RELATED WORK

The presented approach and technologies are not limited to development of textual notation for the language. As was shown in the work of Bačíková et al. [12], it is possible to use the same metamodel definition to generate a graphical user interface. This interface would consist of forms allowing to edit language sentences. Input for the metamodel extraction is not limited to XML Schema: it is possible to extract metamodel from some non-XML notation [13], existing application [14] or it user interface [15]. It is also possible to avoid modification of generated metamodel code to augment definition of the metamodel and add different methods of its processing by using aspect-oriented programming [16].

The most similar work to the one presented in this paper is XMLText by Neubauer et al. [17]. They use EMF for representing metamodels and Eclipse Xtext [7] for generating parser, prettyprinter (serializer in the Xtext terminology), and editing support for the Eclipse integrated development environment. They integrate these tools and develop round-trip transformation between XML based languages defined by XML Schema and textual notation. Their tool, however, does not directly support custom syntax definition for each language element. On the other hand, customization of the textual notation should be possible using manual modification of the generated Xtext grammar.

Therefore, it should be possible to use the iterative approach described in this paper with EMF and Xtext as well. The main difference compared to technologies presented in this paper is the fact that EMF and Xtext use specialized language for defining metamodel — Ecore, while JAXB and YAJCo rely on Java for this purpose. This allows to lower the entry barrier by minimizing the amount of new technologies needed to be learned. It also allows to implement model transformations in Java using the techniques well-known by industrial programmers. On the other hand EMF promises independence on the concrete programming language. Together with Xtext they also provide a more mature platform for development of languages with their tooling, first of all — editing environment.

A real-life example of migrating UML and XML based modeling language to these technologies was presented by Eysholdt and Rupprecht [18]. They, however, did not use a single metamodel for different notations. Instead, they used model-to-model transformations to migrate models.

Other alternative would be the use of different generic language instead of the XML. YAML (Yet Another Markup Language) is a popular choice, for example, Shearer [19] used it to provide textual representation for ontologies. YAML (Yet Another Markup Language) was specially designed as a human-friendly notation for expressing data structures [20]. Its syntax is readable and quite simple, but the use of generic language does not allow to use specialized short-hand notations tailored for a developed language. While the basic structure of our example language may be expressed similar to the custom notation, problems start in the details. For example, the custom notation allows to mark any string as translatable by simply writing underscore before it, YAML would require a different and more noisy solution.

Similar solution is the use of OMG HUTN (Human-Usable Textual Notation) which specifies generic textual notation for MOF (Meta-Object Facility) based metamodels [21], again without possibility to customize concrete syntax.

The approach presented in this paper is also similar to tools supporting development of DSLs based on existing ontologies [22], [23]. In our case, however, existing XML-based language is used as a basis for a DSL instead of ontology.

VI. CONCLUSION

Presented case study showed the applicability of the model-driven translator development approach. It also allowed to formulate several advises for practical usage of the approach (described in Section IV). While most of them are specific to the tools used in the study, some may be applicable to other tools as well. The approach itself is tool-independent and can be used with any language metamodel representation that can be mapped to both XML and custom textual syntax.

Future work may include identification, validation and comparison of tools and metamodel representations that support the described translator development approach. The YAJCo tool itself requires further development, especially in the area of generating tool support for the language beside parser and prettyprinter.
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Abstract—In this paper we present preliminary results of an empirical study, in which we used copy/paste detection (PMD CPD implementation) to search for repeating documentation fragments. The study was performed on 5 open source projects, including Java 8 SDK sources. The study shows that there are many occurrences of copy-pasted documentation fragments in the internal documentation, e.g., copy-pasted method parameter description. Besides these, many of the copy-pasted fragments express some domain or design concern, e.g., that the method is obsolete and deprecated. Therefore the study indicates that the cross-cutting concerns are present in the internal documentation in form of documentation phrases.

I. INTRODUCTION

Preserving and comprehending developer’s concerns (intents) in the source code is still a current challenge in software development [1], [2], [3], [4]. In this paper we analyze the internal documentation (source code comments, JavaDoc, etc.) to recognize repeating documentation fragments that document those concerns (or features [5]). Our research question for this work is: Does internal documentation contain significant duplication? To answer this question we performed a copy/paste detection study, in which we analyzed JavaDoc comments in 5 open source projects. In this report we present preliminary results that indicate that there is a significant duplication of text in internal documentation. These repeating documentation fragments constitute documentation phrases discussed in several works – e.g., our previous work [6], or the one by Horie et al. [7]. This way the study has a potential to highlight the importance of those works and it may stimulate further attention to this topic.

II. DOCUMENTATION PHRASES

A documentation phrase is a set of documentation fragments with the same or similar formulation (part of sentence, sentence, a set of sentences) that can be found across the software system or even across multiple systems. Documentation fragments that represent the same documentation phrase usually document the same domain or description property that is shared by the documented program elements [6]. Horie et al. [7] likened the documentation phrases to crosscutting concerns from aspect oriented programming (AOP [8]).

As an example we can use the Swing library for component graphical user interfaces in Java. The library is not thread safe and therefore the programmer has to pay extra caution when using it in multithreaded systems (she has to use Event Dispatch Thread to safely work with the Swing components). Swing JavaDoc documents it and for each affected class includes a warning (see JPanel documentation in Figure 1).

```
import java.awt.
import java.awt.event.
import java.beans.
import java.lang.
import javax.swing.

public class JPanel
extends JComponent
implements Accessible
{
Panel is a generic lightweight container. For examples and task-orient documentation for JPanel, see How to Use Panels, a section in The Java Tutorial.

Warning: Swing is not thread safe. For more information see Swing’s Threading Policy.

Warning: Serialized objects of this class will not be compatible with future Swing releases. The current serialization support is appropriate for short term storage or RMI between applications running the same version of Swing. As of 1.4, support for long term storage of all JavaBeans(TM) has been added to the java.beans package. See also XMLEncoder.
```

Fig. 1. A NotThreadSafe documentation phrase instance in the Swing JPanel documentation

For this warning to be included in the JavaDoc, its HTML snippet has to be copy-pasted in the JavaDoc comment of each affected class.

III. DOCUMENTATION COPY/PASTE STUDY

In this study we analyzed the internal documentation of several Java frameworks and libraries to detect currently existing documentation phrases. In order to find documentation phrases, we performed a copy/paste detection1 on the documentation.

We have modified the PMD Copy/Paste Detection (CPD) tool2 to support copy/paste detection on JavaDoc documentation. The tool was fed preprocessed sources of several libraries and open source projects in Java and it analysed them to detect duplications in documentation that would indicate the potential

1Copy/paste detection is usually used to search for code that needs to be refactored, or to detect plagiarism [9].
2http://pmd.sourceforge.net/
documentation phrases. We will discuss the process phases in more details in following sections.

A. Java Sources Preprocessing

In our experiment we used the tool to detect simple non-parametrized documentation phrases in the JavaDoc documentation. However, the PMD CPD was designed to be a code analysis tool and as such its purpose was to detect duplication in programming languages. Documentation phrases are fragments of documentation in a natural language.

PMD CPD tool works with language lexical tokens that it compares to detect duplications in their usage. To reduce tokenization complexity we pre-processed the sources to remove all the characters and tokens that are not the documentation. In other words the preprocessed sources are source files with only JavaDoc comments in their comments. Let us consider a simple class with JavaDoc from Listing 1.

This source file would be transformed to the content presented in Listing 2.

Java lexical tokens were discarded along with asterisks indicating that following lines are part of JavaDoc (lines are preserved for backtracking to original sources). At the end of each JavaDoc comment we added a randomly generated unique “anchor” (DummyClass.jdoc.6.1394135902525.0.-2042003928 in the example) that prevented detection of duplicates spanning multiple comments.

B. PMD CPD Modification

PMD CPD tool uses a tokenizer to read files and obtain lexical tokens of the language. In our experiment we used our custom tokenizer that divided the preprocessed files into sentences. Each sentence in the file was a single token. If we consider the DummyClass example from section III-A, the tokenizer would return following three tokens:

- "Dummy class."
- “Created by Milan on 5.3.2016.”
- "DummyClass.jdoc.6.1394135902525.0.-2042003928."

Separators for the tokenization were characters ".", ",", and "!" followed by a whitespace character (therefore the date in the second token from the example was not divided in multiple tokens), or a new line character followed by an empty line.

C. Document Phrases Detection

For the duplication detection process we used the standard PMD CPD implementation (according to http://pmd.sourceforge.net/pmd-4.3.0/cpd.html they use Karp-Rabin string matching algorithm). We registered our modification in LanguageFactory and GUI classes and used the graphical user interface provided by the GUI class to run the tool.

In the setup of the copy/paste detection we set the ‘Report duplicate chunks larger than:’ option to a single token. This way PMD CPD reported even duplication of a single token – a single line in the documentation. The results were serialized as XML so that we could use XPath with XSLT to process them. First post-processing removed all the results that did not have at least 4 duplications – we considered 4 instances of a documentation phrase a reasonable threshold for considering it a significant documentation phrase.

IV. Results

We performed the experiment on the following open source Java projects:

- sources of Java 8 standard edition\(^4\) with 7703 source files,
- PicoContainer\(^5\) with 1067 source files,
- JasperReports library\(^6\) with 2834 source files,
- JoSQL\(^7\) (SQL for Java Objects) with 85 source files, and
- jEdit\(^8\) with 573 source files.

A. Copy/paste Detection Results

The PMD CPD tool discovered 6102 duplicated fragments of various lengths in Java 8 source code. 2221 of them were duplicated fragments that had 4 instances. The highest number of instances of a single duplicated fragment was 344. Second highest were two duplicated fragments both with 299 instances. Figure 2 shows an overview of obtained results. We will provide a more detailed analysis of these data below.

PicoContainer contained 70 duplicated fragments ranging from 36 duplicated fragments with 4 instances to a single fragment duplicated 634 times. Figure 2 presents results for PicoContainer in a simple chart. Closer inspection of the results showed that duplicated fragments with the highest

---

\(^4\)http://www.oracle.com/technetwork/java/javase/downloads/java-archive-javase8-2177648.html, JDK version 8u20
\(^5\)https://github.com/picocontainer/picocontainer, commit 0f8172b
\(^6\)http://sourceforge.net/projects/jasperreports/files/jasperreports/, version 6.0.0
\(^7\)http://sourceforge.net/projects/josql/files/josql/, version 2.2
\(^8\)http://sourceforge.net/projects/jedit/files/jedit/, version 5.2.0
numbers of instances were just lines consisting of asterisks (*) probably used as a visual separator in the documentation.

JasperReports contained 131 duplicated fragments ranging from 44 duplications with 4 instances to a single duplicated fragment with 106 instances. Figure 4 presents results for JasperReports in a simple chart. In this case the duplicated fragment with 106 instances was a documentation phrase reporting that the documented program elements were deprecated and to be removed: '@deprecated To be removed.' Deprecation naturally expresses design concern — the given program element became obsolete and should not be used anymore.

In JoSQL the PMD CPD discovered 31 duplicated fragments. The most ‘potent’ duplicated fragment with 54 instances was a parameter description: '@param q The Query object.' Parameter descriptions, especially this simple, could hardly be considered reasonable documentation phrases. The rest of results can be seen in Figure 5.

jEdit project sources manifested 76 duplicated fragments with 4 or more instances. Again, the most ‘potent’ duplicated fragment (with 78 instances) was a line of asterisks. However, the second most ‘potent’ duplicated fragment was a sentence reporting that the documented method is thread-safe: 'This method is thread-safe. ', thus showing that the thread-safe documentation phrase would be useful even beyond the scope of standard Java sources. The results overview can be seen in Figure 6.

We can conclude that duplicated fragments (documentation phrases) are common in practice.

V. Threats to Validity

We should mention several threats to validity that should to be considered for this study. First, the copy/paste detection found all the duplicated sentences in the documentation, even those that could hardly be assigned a concern. In those
cases using documentation weaving [7] would be impractical. Further examination would be useful.

Second, the modified PMD CPD detected solely static phrases – fragments of the documentation that were copy/pasted in documentation. Inclusion of parametrized documentation phrases [6] would be welcome.

VI. RELATED WORK

Maalej et al. in [10] present a study of knowledge patterns in API reference documentation. They define patterns as knowledge types that categorize types of information expressed by a particular documentation unit (a fragment of API documentation documenting one API element). As example we can mention types like the Functionality and Behavior knowledge type that describes what the API does or the Code Examples that provides a code sample showing how to use the API.

The work of Horie et al. [7] discusses documentation phrases from the aspect-oriented viewpoint. They view documentation phrases as cross-cutting concerns. Their tool CommentWeaver is able to weave documentation phrases the same way as advices are woven in aspect-oriented programming. Our work presented in [6] continues in their work. There we propose using source code annotations to indicate program elements that should be documented by a given documentation phrase.

Shi et al. in [11] present an empirical quantitative study of API documentation evolution. They analyze the documentation to detect which parts of documentation are frequently revised, how often these revisions indicate behavioral changes in API and how often do these revisions occur. The contribution of their work is in emphasizing the importance of API documentation evolution in order to prevent defects in software using the given API.

VII. CONCLUSION

In conclusion, the presented results underline the significance of approaches like the one we presented in [6], or the one by Horie et al. [7], which centralize the management of such a documentation phrase into one place and thus ease their maintenance and evolution.

In the future we need to further examine the results and confirm the significance of fragments that can be considered a concern (intent). An interesting modification of the experiment would be inclusion of the parametrized fragments as well.
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Abstract—An important phase of a data-oriented software system reengineering is a database reengineering process and, in particular, its subprocess— a database reverse engineering process. In this paper we present one of the model-to-model transformations from a chain of transformations aimed at transformation of a generic relational database schema into a form type data model. The transformation is a step of the data structure conceptualization phase of a model-driven database reverse engineering process that is implemented in IIS*Studio development environment.

I. INTRODUCTION

A MODEL-DRIVEN (MD) approach to information system (IS) and software (re)engineering addresses complexity through abstraction. A complex system consists of several interrelated models organized through different levels of abstraction and platform specificity. Through a forward engineering process models need to be refined and integrated and used to produce code and therefore they would undergo a series of transformations. Each transformation adds levels of specificity and detail. A chain of model-to-model (M2M) transformations is completed starting from an initial model at the highest level of abstraction (Platform Independent Model, PIM), through the less abstract models, with different levels of platform specificity (Platform Specific Models, PSMs), and resulting in an executable program code that represents a model at the lowest level of abstraction (fully PSM). Conversely, in a reverse engineering process, the abstraction level of models and degree of platform independency are increasing throughout the chain of transformations.

Through a number of research projects on MD intelligent systems for IS development, maintenance and evolution, we have developed the IIS*Studio development environment. It is aimed to provide the IS design, generating executable application prototypes and IS reverse engineering. Our approach is mainly based on the MD information system and software engineering [1] and domain specific language (DSL) paradigms ([2], [3]). In [4] we discuss the importance of meta-modeling in the context of database reverse engineering and review different database meta-models (MM) that are used in the database reengineering process applied in IIS*Studio. In [5] we propose an MD approach to data structure conceptualization phase of database reverse engineering process that is conducted through a chain of M2M transformations. In this paper we present the final step of the conceptualization phase—the M2M transformation of a generic relational database schema into a form type model.

The form type concept and the IIS*Studio architecture are given in Section 2. Classifications of form types and relation schemes are described in Section 3. The transformation of a generic relational database schema into a form type data model is presented in Section 4 and related work is discussed in Section 5.

II. FORM TYPE CONCEPT

A form type is central IIS*Studio PIM concept, used to model the structure and constraints of various business forms that are broadly used in organizations to conduct daily operations and to communicate with their affiliated entities. They are a source for eliciting user information requirements and for designing and developing user-oriented information systems. Initially, each form type (FT) is an abstraction of a business form. However, it may be enriched by additional specifications like specifications of: key and unique constraints; check constraints; allowed database CRUD (Create, Retrieve, Update and Delete) operations applied by means of screen computerized forms to manipulate data of an IS; functionalities concerning relationships between generated screen forms, i.e. transaction programs. The business form Donation Agreement (DA-ft) is presented on the left-hand side of Fig. 1. It is business form used in the Safe House Center (SHC) that provides support for those children impacted by domestic violence. The SHC is in a great extent based on donations and SHC IS has to support donation process. One of the activities is keeping track about the donation agreements. The business form Donation Agreement may be modeled by the form type Donation Agreement (DA-ft). The simplified representation of the structure of the DA-ft, which generalizes the DA-ft, is presented on the right-hand side of Fig. 1. A form type is a hierarchical structure of form type components. The form type Donation Agreement (Fig. 1) has two component types: Agreement Heading and Donated Items.
A form type in IS design by means of IIS*Studio has a dual role. On the one hand it provides an important input data for database design, and on the other hand it is a source for the generation of a sole transaction program and its screen or report form. IIS*Studio introduces FT data model based on FT concept [6] aimed at conceptual database design.

IIS*Studio comprises: IIS*Case, IIS*UIModeler, and IIS*Ree tools that communicate by means of shared repository aimed at storing project specifications. The IIS*Case tool supports IS forward engineering process. The IIS*UIModeler is aimed at modeling of graphic user interface (GUI) static aspects via UI templates. The IIS*Ree tool enable reverse engineering (RE) of relational databases to conceptual data models. The RE process is implemented by means of a series of M2M transformations between database models (database model transformations) based on meta-models that are conformed by the source and target database models. A blueprint of IIS*Studio database RE process is presented in [5]. Here we present one step of that process aimed at transformation of a generic relational database schema into a form type data model.

III. CLASSIFICATIONS OF FORM TYPES AND RELATION SCHEMES

A form type $F$ is a named tree structure, whose nodes are called component types (CTs). Let $C(F)$ denotes a set of CTs making up the form type $F$. Each CT is identified by its name within the scope of a FT, and has nonempty sets of attributes and keys, and a possibly empty set of unique constraints.

Formally, a CT is a named pair $N(Q, O)$, where $N$ denotes name of the CT, $Q$ is the set of CT attributes $Q = \{A_1, \ldots, A_n\}$ and $O$ is a set of CT constraints. $O$ is a union of: a set of key constraints, a set of unique constraints and a singleton containing a tuple constraint. The tuple constraint of a CT refers to a set of attribute-based constraints (attribute data type specification and not-null constraint) paired with a tuple-based constraint (constraint on tuple value).

Let $C(F) = \{N(Q, O)| i = 1, \ldots, m\}$. $W(F)$ denotes a set of the form type attributes that satisfies (1) and (2).

$$\bigcup_{i=1}^{m} Q_i = W(F) \quad \text{and} \quad (\forall N_i, N_j \in C(F))(i \neq j \Leftrightarrow Q_i \cap Q_j = \emptyset). \quad (1), (2)$$

Three categories of FTs can be identified: $F_{Basic}$—an elementary form type containing only one root component type (Fig. 2); $F_{Tree^2}$—a form type containing a root component type with only one child component type (Fig. 3); and $F_{Tree^a}$—a form type that apart from a root component type contains an arbitrary number of child component types (Fig. 4).

![Fig. 1 The business form Donation Agreement and its form type](image1)

![Fig. 2 An example of $F_{Basic}$ form type](image2)

![Fig. 3 An example of $F_{Tree^2}$ form type](image3)

![Fig. 4 An example of $F_{Tree^a}$ form type](image4)
IV. Transformation of a Generic Database Schema into a Form Type Data Model

The transformation of a model conformant with generic relational database meta-model into a model conformant with FT meta-model is PSM2PIM transformation. It generates all relevant combinations of form types. It is a user who chooses form types to be introduced in the form type data model. The remaining form types are deleted. The proposed transformation is carried out in three steps. In the first step, a **F**_Basic form type is created for each relation scheme from a relational database schema. The input parameters for this transformation are:

\[ S = \{ N(R_i, O^{RS}) \mid i = 1, \ldots, n \}, \]  
\[ O^{RS} = K^{RS} \cup U^{O^{RS}} \cup C^{H^{RS}}, \]  

where \( S \) is a set of the relation schemes \( N(R_i, O^{RS}) \), \( N_i \) is a relation scheme name, \( R_i \) is nonempty set of its attributes and \( O^{RS} \) is a union of three sets containing: key constraints, unique constraints, and tuple constraints.

In Fig. 6 parts of generic relational schema MM and FT meta-model are presented in the first row. In the next raw ATL rules are presented that specify a mapping between the concepts of these MMs alongside with five lazy rules aimed at mapping: optional and mandatory relation scheme attributes to optional and mandatory CT attributes; and relation scheme key, unique and tuple constraints to CT key, unique and tuple constraints, respectively.

In the next step of the transformation a **F**_Tree form type is generated for each referential integrity constraint, having WR relation scheme on the left-hand side. The set of input parameters in addition to (3) and (4) contains a set of referential integrity constraints of a relational database schema (5):

\[ RIC = \{ ric; N_i[LHS] \subseteq N_j[RHS] \mid i = 1, \ldots, m \}, \]  

where \( N_i \) and \( N_j \) are relation schemes, \( LHS \) and \( RHS \) are subsets of attribute sets \( R_i \) and \( R_j \) of relation schemes \( N_i \) and \( N_j \), respectively. For each ric from RIC, with \( N_i \) that is WR relation scheme, a **F**_Tree FT is created.

In the last step of the transformation an **F**_Tree form type is created for each relation scheme that is referenced by at least two WR relation schemes. Besides, an **F**_Tree form type is created for each relation scheme that is referenced by at list one WR relation scheme that is referenced by some WR relation scheme, too.

V. Related Work

Hainaut et al. in [8] describe main steps of database RE. Vendor-specific physical or standard relational meta-model mainly are found on the source side of RE transformations. On the other side, ER [9], object-oriented [9]–[11], standard/vendor-specific relational [12] or object-relational [13] MMs occur on the target side. There are various research works about the use of forms in different contexts: Tsichritzis [14] introduces the concepts of form type, Shu [15] proposed using forms to specify system requirements, in [16] is presented a usage of business forms as input data for the process of database schema design. A form-based approach for reverse engineering of relational databases is proposed in [17].

VI. Conclusion

The main reason to develop our IIS*Ree reverse engineering tool was to take advantage of our approach to database schema generation during: the integration of independently designed ISs, legacy database schema restructuring and improvement of empirically designed database schemas. FT specification models system as-is in a platform independent way. At the same time, the specification is platform independent prescription model of future screen and report forms and input for series of M2M transformations that ends up with M2T transformation generating application prototype. The MMs and models that we use in our approach are intensional data models. System evolution can be supported by automatic MD data migration and extensional database MMs could play important role in its implementation. Our future research has to consider extensional database MMs and possible usage of category theory [18] for PIM specification of model transformations in order to automate the process of database model transformations generation.
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Abstract—OntoUML is an ontologically well-founded conceptual modelling language that distinguishes various types of classifiers and relations providing precise meaning to the modelled entities. Efforts arise to incorporate OntoUML into the Model-Driven Development approach as a conceptual modelling language for the PIM of application data. In a prequel paper, we have introduced and outlined our approach for a transformation of OntoUML PIM into a PSM of a relational database. In this paper, we discuss the details of various variants of the transformation of Rigid Sortal types of OntoUML.

I. INTRODUCTION

SOFTWARE engineering is a demanding discipline that deals with complex systems [1]. The goal of software engineering is to ensure high quality software implementation of these complex systems. To achieve this, various software development approaches have been developed.

Model-Driven Development (MDD) is a very popular approach in the recent years. It is a software development approach based on elaborating models and performing their transformations [2]. The product to be developed is described using various types of models specifying the requirements, functions, structure and deployment of the product. These models are used to construct the product using transformations between models and code.

The most usual part of the MDD approach used in the practice is the process of forward engineering: transformations of more abstract models into more specific ones. The most common use-case of such process is the development of conceptual data models and their transformation into source codes or database scripts.

To achieve a high-quality software system, high-quality expressive models are necessary to define the requirements for the system [1]. To use such models in the Model-Driven Development approach, the model should define all requirements and all constraints of the system. Moreover, it should hold that more specific models persist the constraints defined in the more abstract models [3].

OntoUML was formulated in 2005 as a graphical modelling language for developing ontologically well-founded conceptual models [3]. As it is based on cognitive science and modal logic, it helps to create expressive models that are able to describe the domain very precisely. As OntoUML is domain-agnostic, it may be used for any domain. In our research, we focus on the domain of software application data and therefore we use OntoUML to create the PIM of the system. Such model can be then transformed into a PSM of the data persistence. However, as OntoUML uses various types of entities and relations to provide additional ontological meaning to the model elements, the transformation needs to deal with these aspects.

As relational databases represent a very common type of data storage, we focus on the transformation of an OntoUML PIM of application data into an ISM of a relational database. To achieve that, we divide the transformation into the following steps:

1) Transform an OntoUML PIM into a UML PIM including all aspects defined by the OntoUML constructs.
2) Transform the UML PIM with the additional constraints into a PSM of a relational database including the required additional constraints.
3) Transform the PSM with the additional constraints into the ISM to define the constructs in the database to hold the data and maintain the constraints.

In the prequel paper [4], we outlined the various possibilities of the transformation of Sortal universal types used in OntoUML. In this paper, we discuss the details of the transformation of Rigid Sortal types (Kinds and Subkinds) and illustrate various possibilities on examples. The parallel research focused on the transformation of OntoUML Anti-rigid universal types is discussed in the parallel paper [5].

The structure of the paper is as follows: in section II, the work related to our approach including the OntoUML notation is discussed; in section III, the running example of the OntoUML PIM is explained; in section IV, our approach is discussed and illustrated on the running example; in section V, discussion to our approach is provided; finally, in section VI, the conclusion of the paper results is provided.

This research was partially supported by grant by Student Grant Competition No. SGS16/120/OHK3/1T/18.
II. BACKGROUND AND RELATED WORK

A. Model-Driven Development

Model-Driven Development (MDD) is a very popular approach in the recent years. It is a software development approach based on elaborating models and performing their transformations [2]. The product to be developed is described using various types of models specifying the requirements, functions, structure and deployment of the product. These models are used to construct the product using transformations between models and code generation.

MDD was originally based on Model-Driven Architecture (MDA) [6] designed by OMG in 2001. MDA defines these types of models:

- Computation Independent Model (CIM),
- Platform Independent Model (PIM),
- Platform Specific Model (PSM),
- Implementation Specific Model (ISM) [7].

Although established already in 2001, there is still deep interest in this approach, as can be seen in recent publications. The book Model-Driven Software Development: Technology, Engineering, Management by Stahl et al. [8] provides a great overview of the MDD approach including the terminology, specifications, transformations and case studies. Another book Model-Driven Software Engineering in Practice by Brambilla et al. [9] presents the foundations of MDSE approach and also deals with the technical aspects of MDSE including the basics of domain-specific languages, transformations and tools. Also, the survey by da Silva [10] provides a good overview of the MDD approach and terminology related to MDE, MDD and MDA. Another survey was published by Whittle et al. [11] that focused on the support of the MDE approach in tools and provides a taxonomy of tool-related considerations.

The most usual part of the MDD approach used in the practice seems to be the process of forward engineering: transformations of more abstract models into more specific ones. The most common use-case of such process is the development of conceptual data models and their transformation into source codes or database scripts. In our research, we focus on the modelling of application data creating a PIM in OntoUML and performing transformations to generate creation scripts of a relational database schema.

B. UML

Unified Modeling Language (UML) [12], [13] is a popular modelling language for creating and maintaining variety of models using diagrams and additional components [10]. UML defines a set of building blocks – various types of elements (e.g. classes, use cases, components, etc.), relations (e.g. association, generalization, dependency, etc.) and diagrams (e.g. class diagram, use case diagram, sequence diagram, etc.). It defines also the syntax and semantics of models and a general architecture of the model [7]. In context of the data modelling, UML Class Diagram is the notation mostly used to define conceptual models of application data. Also, to describe the structure of a relational database schema, UML Data Model profile as an extension to the UML Class Diagrams may be used [14].

The main elements of a UML Class Diagram are classes, which serve to classify various types of objects in the domain of interest and specify their features and behaviour [13]. Between the classes, associations and generalization/specialization relations can be defined. The associations are used to define the fact that various instances of one class can be related to some instances – according to association multiplicities – of the other class.

Generalization is a taxonomic relationship between a more general class – superclass – and a more specific class – subclass [13]. It is used in situations when there are multiple special cases of the more general class with additional features and/or specialised meaning. In such a situation, the subclasses inherit all features of their superclass and add their own features, so their instances have all the features of both the superclass and the subclass. As UML is designed following the object-oriented programming approach, an object can be an instance of only one class [7]. As UML is based on object-oriented paradigm, an object is either an instance of the superclass or an instance of the subclass, inheriting the features from the superclass but not being its direct instance.

The subclasses of the same superclass may form a generalization set to define a partition of subclasses with common meaning [13]. For each generalization set, two meta-properties should be set to restrict the relation of an instance to the individual subclasses: isCovering – expressing whether each instance of the superclass must be also an instance of some subclass in the generalization set – and isDisjoint – expressing whether an object can be an instance of multiple subclasses in the set at the same time. The default setting of these properties differ in the various versions of UML: UML 2.4.1 [12] and older define the {incomplete, disjoint} as default, while UML 2.5 [13] defines the {incomplete, overlapping} as default. As each object is an instance of exactly one class in the most current programming languages, the concept of generalization sets can be used only in conceptual models and it must be transformed before its realization.

C. OCL

Object Constraint Language (OCL) [15] is a specification language that is part of the UML standard. It can be used for the following purposes:

- to access model elements and their values,
- to define constraints and restrictions for model elements and their values,
- and to define query operations [7].

Several types of OCL constructs may be used to define the constraints for the model elements. Invariants are defined in context of certain class of the attached UML model and they are used to define constraints which must be satisfied

1In fact, the features of the superclass may be overridden by features of the subclass, but this situation is not considered here.
by all contextual instances at any moment. Preconditions and postconditions are defined in context of certain method of a class in the attached UML model. Preconditions define the constraints that must be satisfied before executing the method (e.g. the values of the method parameters), while postconditions define the constraints which must be satisfied after the method execution (e.g. the value of the result).

In [16], the authors define basic syntax and semantics of OCL constructs and introduce several tools that support modelling and evaluation of OCL constraints. In [17], the authors define a technique for transformations of OCL constructs into other equivalent forms to support their definition, validation and transformation.

In our approach, we use OCL invariants to define the constraints on the UML PIMs and PSMs derived from the semantics of OntoUML universal types that cannot be expressed directly in the diagram.

D. OntoUML

OntoUML is a conceptual modelling language focused on building ontologically well-founded models. It was formulated in Guizzardi’s PhD Thesis [3] as a light-weight extension of UML based on UML profiles.

The language is based on Unified Foundational Ontology (UFO), which is based on the cognitive science and modal logic and related mathematical foundations such as sets and relations. Thanks to this fact, it provides expressive and precise constructs for modellers to capture the domain of interest. Unlike other extensions of UML, OntoUML does not build on the UML’s ontologically vague “class” notion, but builds on the notion of universals and individuals. It uses the basic notation of UML Class Diagram like classes, associations and generalization/specialization together with stereotypes and meta-attributes to define the nature of individual elements more specifically. On the other hand, it omits a set of other problematic concepts (for instance aggregation and composition) and replaces them with its own ontologically correct concepts.

UFO and OntoUML address many problems in conceptual modelling, such as part-whole relations [18] or roles and the counting problem [19]. The language has been successfully applied in different domains such as interoperability for medical protocols in electrophysiology [20] and the evaluation of an ITU-T standard for transport networks [21].

However, being domain-agnostic, we believe that it may be suitable even for conceptual modelling of application data in the context of MDD. Using OntoUML, we can create very precise and expressive models of application data. These models can be later transformed into relational database schema containing various domain-specific constraints to maintain consistency according to the OntoUML model.

The following description of the OntoUML and UFO aspects is based on [3].

1) Universals and individuals: UFO distinguishes two types of things. Universals are general classifiers of various objects and they are represented as classes in OntoUML (e.g. Person). There are various types of universals according to their properties and constraints as discussed later. Individuals, on the other hand, are the individual objects instantiating the universals (e.g. Mark, Dan, Kate).

The fact that an individual is an instance of a universal means that – in the given context – we perceive the object to be the Universal (e.g. Mark is a Person). Important feature of UFO is the fact that an individual may instantiate multiple universals at the same time but all the universals must have a common ancestor providing the identity principle (e.g. Mark is a Person and he is a Student as well).

2) Identity principle: Identity principle is a key feature of UFO, which enables individuals to be distinguished from each other. Various universals define different identity principles and thus different ways how to distinguish their individuals (e.g. a Person is something else than a University); different individuals of the same universal have different identities (e.g. Mark is not Kate even when both are Persons).

Each individual always needs to have a single specific identity, otherwise there is a clash of identities (e.g. Mark is a Person and therefore it can never be confused with another concept such as a University). The identity of an individual is determined at the time the individual comes to existence and it is immutable – it can never be changed (e.g. Mark will always be Mark and he will always be a Person).

The types of universals that provide the identity principle for their instances are called Sortal universals (e.g. Person, Student). The types of universals not providing the identity principle are called Non-Sortal universals (e.g. a Customer may be a Person or a Company). In this paper, we discuss only the transformations of the Sortal types of universals, as they form the basis of models.

3) Rigidity: UFO and OntoUML are built on the notion of worlds coming from Modal Logic – various configurations of the individuals in various circumstances and contexts of time and space. Rigidity is, then, the meta-property of universals that defines the fact if the extension of the universal (i.e. the set of all instances of the universal) is world invariant [22]. UFO distinguishes rigid, anti-rigid and semi-rigid universals:

- Rigid universals are such types of universals whose extension is rigid – instances of the Rigid universals cannot cease to be their instances without ceasing to exist (e.g. Mark will always be a Person). Certain types of both Sortal and Non-Sortal universals are rigid.
- Anti-rigid universals are such types of universals which, in one world, contain an instance in their extension, which is not included in the extension in another world. It means that an individual that is an instance of the Anti-rigid universal in one world may not be an instance of that universal in another world without ceasing to exist (e.g. Mark is a Student now, but he will not be a Student 50 years later). Certain types of both Sortal and Non-Sortal universals are anti-rigid.
- Semi-rigid universals are such types of universals that can include both rigid and anti-rigid instances in
their extension. Only Non-Sortal types of universals are semi-rigid.

In this paper, we focus only on the Rigid Sortal types of universals and we discuss the details of the transformation of such universals into the relational databases.

4) Generalization and Specialization: In contrast to UML, in UFO and OntoUML, the generalization relation defines the inheritance of the *identity principle*. According to that, an individual which is an instance of the subclass is also an instance of the superclass automatically through inheriting the identity principle from the superclass. Also, the relation is rigid in UML – when an instance of the superclass is also an instance of the subclass, it cannot cease to be so without losing its identity – while in OntoUML, the relation may be non-rigid: a single individual may be an instance of both the superclass and subclass in one world and it may be an instance of only the superclass in another world.

The generalization sets in OntoUML are much more common as they define the required identity for various universal types. Unless altered, \{incomplete, non-disjoint\} is considered the default value of the meta-properties.

5) Kinds and Subkinds: The backbone of an OntoUML model is created by Kinds. *Kind* is a Rigid Sortal type of universals that defines the identity principle for its instances, thus defining the way how we are able to distinguish individual instances of that universal. In OntoUML, the Kind universals are depicted as classes with the \(<\text{Kind} \rangle\) stereotype. Examples of Kind universals are a Person and a University.

*Subkind* is a Rigid Sortal universal type that does not define its own identity principle, but it inherits it from its ancestor and provides it to its instances. Therefore, Subkind universals form specialization sets of other Kind or Subkind universals; they form inheritance hierarchies with the root in a Kind universal. In other words, each instance of a Subkind universal is automatically – through the transitive generalization relation – also an instance of all the ancestral Kind and Subkind universals, receiving the identity principle from the root Kind universal. The inheritance may have any combination of values of the *isDisjoint* and *isCovering* meta-properties. Examples of Subkind universals may be a Man and a Woman as subkinds of a Person.

6) Other universal types: UFO and OntoUML define several other universal types such as Role, Phase, Relator, Mixin, Quantity et al. However, they are out of scope of this paper.

E. Tools

There are tools supporting certain parts of the transformation process described in section IV. Although none of them supports the full transformation, they can be used for the individual steps or serve as an inspiration for a complex tool to be developed.

Enterprise Architect\(^2\) is a complex CASE tool supporting the whole software development process. Beside the modelling in UML and other notations, it offers transformation between models and source code generation. In context of our work, the transformation of a class model into a database model and the generation of SQL DDL scripts are useful. Beside Enterprise Architect, there are many other tools providing similar functions for UML and relational databases (e.g. Visual Paradigm\(^4\)).

There are also several tools supporting definition of OCL constraints and their evaluation on a given model instance, such as DresdenOCL\(^3\), OCLE\(^5\) or USE\(^6\). DresdenOCL even provides functions to generate Java source code with AspectJ for the OCL constraints or SQL DDL scripts with views for the OCL constraints.

For OntoUML, there are a few tools available, as well. OntoUML lightweight editor (OLED)\(^7\) is an environment for modelling with OntoUML which also offers functions for model visualisation, validation and transformation into OWL. However, it does not offer transformation into UML nor into relational databases. Menthor Editor\(^8\) is a successor of OEM, providing more convenient environment for modelling and providing transformations of an OntoUML model along with OCL constraints into OWL, RDF and UML. As for other tools, there is an Enterprise Architect plugin\(^9\) and a palette for UMLet editor\(^10\) available for OntoUML modelling.

F. Previous work

In our previous work, we focused on the transformation of special multiplicity values in a UML PIM into PSM for relational databases [23] and the possible realizations of such constraints [24]. The approaches described in these papers may be used for the realization of the constraints derived from the OntoUML constructs used in the PIM as discussed in this paper.

In [25] we focused on the transformation of an ontological conceptual model in OntoUML into a pure object implementation model in UML and also the instantiation of such model to validate it. In the paper [4], we outlined our approach to the transformation of OntoUML PIM into an ISM of a relational database. In the parallel paper [5], we discuss the details of the transformation of OntoUML Anti-rigid Sortal types. This paper presents the parallel research focused on the transformation of OntoUML Rigid Sortal types (Kinds and Subkinds).

III. Running Example

Our approach to the transformation of the Sortal Rigid universal types in an OntoUML PIM into ISM of a relational database is illustrated on the running example shown in Figure 1. The model shows an excerpt of the domain of an automotive company. The company takes care about
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motorcycles and personal cars in their fleet. These two types of vehicles are represented by the Motorcycle and Car Subkinds of the common ancestral Kind Vehicle defining the identity of a vehicle.

As the company uses only motorcycles and personal cars, the generalization set is complete. Also, it is not possible for a single vehicle to be both the motorcycle and the car, therefore the generalization set is disjoint.

IV. OUR APPROACH

Our approach to the transformation of a PIM in OntoUML into its realization in a relational database consists of three steps which are discussed in the following sections:
1) subsection IV-A discusses the transformation of an OntoUML PIM into a UML PIM,
2) subsection IV-B discusses the transformation of the UML PIM into a PSM for relational database,
3) subsection IV-C discusses the transformation of the PSM into an ISM of the relational database.

As mentioned in the introduction, it should hold that no information should be lost when transforming from a more abstract model into a more specific one. As OntoUML applies certain constraints based on the OntoUML type used for an entity, these constraints should be carried over to the other models. In our approach, we use OCL to define such constraints in the UML models that cannot be expressed directly in the diagrams.

Although we may formulate a direct transformation from OntoUML into the relational database, the transformation via an auxiliary UML model enables to leverage all the available knowledge (e.g. [26], [24] and tools for transformation of a UML PIM into database models such as Enterprise Architect[1]. Also, various optimizations and refactoring may be applied whenever possible (e.g. when the entity does not hold any attributes, they can be expressed by a mere attribute of the superclass).

In the approach presented here, we assume the (most common) situation where all attributes of the model classes have multiplicities [1..1]. In the conclusions, we discuss how the situation changes for different multiplicities.

A. Transformation of OntoUML PIM into UML PIM

This phase of the transformation deals with the transformation of various types of universals in an OntoUML model into a pure UML model while preserving all the semantics defined by the universal types.

In this phase of the transformation, the semantics of the OntoUML model is mostly realized by the multiplicities of the relations between the classes in the UML model.

As various OntoUML universal types define different semantics, they are also transformed in a different manner. However, we discuss only the transformation of Rigid Sortal types (Kinds and Subkinds) and their variants in this paper.

1) Kinds and Subkinds: As both Kind and Subkind universals in OntoUML are rigid, their instances cannot cease to be their instances without ceasing to exists. The same applies in UML for the relation between the instances and their classes. Therefore, the representation of Kinds and Subkinds in UML may stay the same: each \{Kind\} and \{Subkind\} class is transformed into a standard UML class keeping all its features – attributes and relations.

The resulting transformed PIM into UML for the vehicle domain shown in Figure 1 is shown in Figure 2. Each of the \{Kind\} and \{Subkind\} classes has been transformed into standard UML class.

2) Generalization sets: A Subkind in OntoUML represents a special case of a Kind or other Subkind, forming a generalization set together with other Subkinds. As both Kinds and Subkinds are rigid, also the generalization set is rigid: when an object is an instance of the Subkind, it is also an instance of its rigid ancestor – a Kind or another Subkind – and it cannot cease to be the instance of any of them without losing its identity.

Thanks to the rigidity, the generalization sets of \{Subkind\} classes in the OntoUML model can be transformed into the standard UML generalization set. Also, the meta-properties isDisjoint and isCovering of the

---

generalization set remain the same. The example of this transformation can be seen in Figure 2.

B. Transformation of PIM into PSM

The second step is the transformation of the UML PIM into a PSM of a relational database. The UML Data Model profile – an extension to the UML class diagrams – is used in the examples to define the structure of relational databases in UML [14]. Additional constraints required to preserve the semantics derived from the OntoUML model are defined as OCL invariants, as OCL is part of the UML standard and there are tools supporting the transformation of OCL constraints into database constructs such as DresdenOCL12. The basics of this transformation were already discussed in [24]. In this paper, we focus on the transformation of the constraints derived from the OntoUML Rigid Sortal universal types.

In general, when performing transformation from a UML PIM into a PSM of a relational database, classes are transformed into database tables, class’s attributes are transformed into table columns and associations are transformed into FOREIGN KEY constraints. Also, PRIMARY KEY constraints are defined for unique identification of individual rows in the tables.

The transformation of classes representing various Kind universals is straightforward – the class with its attributes is transformed into a table with its columns as discussed in [24]. However, more complicated situation arises for the subclasses representing the Subkind universals, as they always form generalization sets. There are multiple standard variants of the transformation of generalization [27], however, they have certain limitations regarding the OntoUML Subkind universal constraints, as discussed in the following sections.

1) Single table: In this variant of generalization realization, the superclass and all its subclasses are realized by a single table. Such table contains the columns for all the attributes of the superclass and all its subclasses. Instances of the superclass are represented by rows with the subclasses’ columns containing NULL values, instances of a subclass contain values only in the superclass columns and their respective subclass columns – the other columns remain NULL. Usually, a special column to discriminate the subtypes is also defined in the table. The resulting transformed model of the PIM in Figure 2 is shown in Figure 3, where the column id serves as the PRIMARY KEY and the column type serves as the discriminator.

As our assumption is that attribute multiplicities are [1..1] – as mentioned at the beginning of this section – all columns of a class should be NOT NULL in the table. This can be easily defined by the NOT NULL constraints for the columns of the superclass, as they have values even for the instances of the subclasses. However, the constraints for the subclasses’ columns depend on the subclass of the instance, which the row represents – the other columns may contain NULL values. Moreover, all columns of a single subclass – not only a subset of them – should have a value.

As such constraints are not defined on the column level, they cannot be captured directly in the UML model. Instead, they must be defined as additional OCL invariants that are later transformed into their realization in a relational database (see subsection IV-C). For the example in Figure 3, these constraints can be defined for the individual subclasses as shown in Algorithm 1.

Furthermore, the constraints should be defined in respect to the meta-properties of the generalization set according to the following variants:

- {complete, disjoint}: For each row, all the columns of the superclass and all the columns of a single subclass must contain NOT NULL values, the other columns must contain NULL values.
- {complete, overlapping}: For each row, all the columns of the superclass and all the columns of at least a single subclass cannot contain NULL values.
- {incomplete, disjoint}: For each row, all the columns of the superclass must contain NOT NULL values. All the columns of at most one of the subclasses may contain NOT NULL values, the other columns must contain NULL values.
- {incomplete, overlapping}: For each row, all the columns of the superclass must contain NOT NULL values. All the columns of any subclass may or may not contain NOT NULL values.

Such OCL invariant for the example shown in Figure 3 is shown in Algorithm 2. Because the generalization set is {disjoint, complete}, the Vehicle columns must contain a value – this is achieved by the NOT NULL constraints of the columns – and the columns of Motorcycle class must contain NOT NULL values while the Car class must contain NULL values, and vice versa.

The constraints discussed above become the more complicated the more attributes there are in the subclasses because

\[
\text{Vehicle}
\begin{align*}
&\text{«column»} \\
&\quad \text{*PK id: INT} \\
&\quad \quad \text{* manufacturer: VARCHAR(100)} \\
&\quad \quad \text{* model: VARCHAR(100)} \\
&\quad \quad \text{* plate\_number: VARCHAR(10)} \\
&\quad \quad \text{* type: VARCHAR(10)} \\
&\quad \quad \text{content: INT} \\
&\quad \quad \text{seats\_count: INT} \\
&\quad \quad \text{spare\_wheel: BOOL} \\
&\quad \text{«PK»} \\
&\quad \quad + \text{PK\_Vehicle(INT)}
\end{align*}
\]

Fig. 3. PSM of vehicle types realized by a single table

12https://github.com/dresden-ocl
of the exclusivity of the NOT NULL values. Therefore, we would recommend this variant of the transformation only in cases there are not many subclasses and their attributes.

2) Subclasses' tables: In this variant of the transformation, the tables are created only for the subclasses. The attributes of the superclass are transformed into columns in all the tables of all the subclasses. Therefore, each instance of a subclass is able to store also the values of the superclass's attributes along with their own in a single table. Because of this, all the NOT NULL constraints can be easily defined for all columns.

However, in this variant, it is more complicated to ensure the unique values for attributes of the superclass, as the data are distributed in several distinct tables.

Also, this variant cannot be used for an incomplete generalization set as it does not allow the storing of an instance of only the superclass. Even if the NOT NULL constraints on the subclasses' columns would not be defined, it would not be clear in which table to store the instance\(^\text{13}\).

Moreover, this variant is not suitable for overlapping generalization sets either, as storing the data of multiple subclasses to their respective tables also duplicate the data of the superclass.

Therefore, based on the mentioned restrictions and complications, we would not recommend this variant of the transformation in any situation and we will not discuss it anymore.

3) Superclass and subclasses' tables: According to this variant, the superclass and all the subclasses are transformed each into their own table and the individual subclass’s tables contain the FOREIGN KEY referring to the superclass’s table. This direction is determined by the fact that an instance of the subclass is also an instance of the superclass. Therefore a record in the subclass’s table requires exactly one record in the superclass’s table – thus being related to 1..1 parent records. More details about determination of the FOREIGN KEY direction based on the multiplicities can be found in [28].

In this variant, the NOT NULL constraints are easier to define, as all columns in a table represent attributes of the same class and they can be expressed by simple NOT NULL constraints defined directly for each column. Still, an additional constraint must be defined for the meta-properties of the generalization set of the subclasses according to the following combinations:

- \{complete, disjoint\}: exactly one row from only one of the subclass’s tables refers to the row in the superclass’s table.
- \{complete, overlapping\}: at most one row from each of the subclass’s tables refers to the row in the superclass’s table, but at least one in total.
- \{incomplete, disjoint\}: at most one row from only one of the subclass’s tables refers to the row in the superclass’s table.
- \{incomplete, overlapping\}: at most one row from each of the subclass’s tables refers to the row in the superclass’s table.

The restriction of \textit{at most one row from a table} can be realized by a UNIQUE KEY constraint on the FK column; the same column may also be part of the PRIMARY KEY constraint. However, the exclusivity must be checked by a special constraint, still.

In the running example, the subclasses Motorcycle and Car are transformed into their respective tables (see Figure 4). As their generalization set is \textit{complete} and \textit{disjoint}, the FK column is part of the PRIMARY KEY constraint to make it unique. Furthermore, the constraint shown in Algorithm 3 must be defined.

The other variants of the generalization meta-properties are not discussed here.
Algorithm 3 OCL invariant for the \{disjoint, complete\} generalization set realized by a superclass’s and subclasses’ tables

context v: Vehicle inv MotorcycleOrCar:
def: validMotorcycle: Boolean = Motorcycle.allInstances()->exists(mlm.vehicle_id=v.id)  
def: validCar: Boolean = Car.allInstances()->exists(clc.vehicle_id = v.id)  
validMotorcycle xor validCar

C. Transformation of PSM into ISM

The last step is the transformation of the PSM of a relational database into an ISM. This model consists of database scripts for the creation of the database tables, constraints and other constructs.

As we have the PSM of the relational database, the transformation is quite easy. Most of the current CASE tools such as Enterprise Architect or Visual Paradigm\(^\text{14}\) can be used to generate SQL DDL scripts. These scripts usually include the CREATE commands for the tables, their columns, NOT NULL constraints and PRIMARY and FOREIGN KEY constraints.

However, the OCL invariants defined for the additional constraints require special transformation. Only a few tools currently seem to offer transformation of such constraints – e.g. DresdenOCL\(^\text{15}\), OCLE\(^\text{16}\) or USE\(^\text{17}\).

\(^\text{14}\)http://www.visual-paradigm.com/
\(^\text{15}\)https://github.com/dresden-ocl
\(^\text{16}\)http://lci.cs.ubbcluj.ro/ocle/
\(^\text{17}\)http://sourceforge.net/projects/useocl/

Our approach to the realization of the OCL constraints derived from the OntoUML universal types is inspired by the approach for special multiplicity constraints discussed in [24]. Based on that approach, the following constructs may be used to prevent violating the derived constraints:

- **Database views** can be used to query only the valid data meeting the constraints. They do not slow down the DML operations, but they do not prevent inserting data violating the constraints.
- **Updatable database views with CHECK option** can be used to manipulate only the valid data, preventing to create invalid data by insert, update and delete operations. However, the use of such views is restricted by several constraints for the query expression.
- **CHECK constraints** can be used to check the values inserted to various columns of the table, but the common current database engines (e.g. Oracle 11g) do not support subqueries in the CHECK constraint expression and therefore they cannot be used for relational constraints.
• **Triggers** can be defined on the DML operations to prevent creating invalid data in the tables. In the triggers, complex queries and checks can be realized, and therefore they are capable to deal with almost every possible constraint. The constraint checks slow down each DML operation, however as shown in [24], the time increase is typically not substantial.

In [24], the research was focused on the realization of special multiplicity constraints. The same approach, however, may be used also for the realization of the constraints derived from the Rigid Sortal universal types and their generalization sets in OntoUML.

In the following sections, the transformation of the resulting PSMs from subsection IV-B is discussed using the approaches listed above (marked by italics).

1) **Single table**: For the generalization set transformed into a single database table, the constraint was defined as shown in Algorithm 2. Its realization using the database view is simple: query only such rows from the table that have either the Motorcycle columns or the Car columns filled with values. The resulting database view is shown in Algorithm 4. The WHERE condition filters out such vehicles that are neither motorcycle nor car as well as such vehicles that are both – and it exactly meets the \{complete, disjoint\} property of the generalization set.

Moreover, as the view definition meets the constraints for an updatable view, it can be defined WITH CHECK OPTION and used even for DML operations like inserts, updates and deletes. The WITH CHECK OPTION makes the database engine to check the view after each such operation executed on the view and prevents inserting a row that will not be accessible by the view or updating a row to make it inaccessible.

The same effect might be achieved also by defining a CHECK constraint which is checked after each operation on the table. The resulting CHECK constraint is shown in Algorithm 5. Using such constraint, it is not possible to create invalid data in the table and therefore the table can be used directly for querying the valid data.

As the CHECK constraint does not contain any subqueries, it is supported by the common database engines without any problems. The realization by triggers would achieve the same results but with more complex definition and slower evaluation. Therefore, it is not worth to use the triggers approach in this case.

2) **Superclass’s and subclasses’ tables**: For the generalization set transformed into database tables for the superclass and all the subclasses, the constraint was defined as shown in Algorithm 3.

The resulting database views for the realization of the OCL invariant are shown in Algorithm 6. The view Valid_Vehicles is used to query only such rows from the Vehicle table that have a row either in the Motorcycle or in the Car table referring to it. Therefore, using this view, we can access data about such vehicles that are either a motorcycle or a car, the vehicles having invalid data are hidden from the view.

To query the data of valid motorcycles, the view Valid_Motorcycles can be used that filters out invalid motorcycles using the Valid_Vehicles view. By analogy, the view Valid_Cars can be used to query only the valid cars.

All of these views are updatable – meeting the criteria for an updatable view – and therefore they can be defined WITH CHECK OPTION and used to manipulate with the vehicles to prevent creating vehicles without the motorcycle or car data. However, it would not be possible to insert data into any of the views as inserting into the Valid_Vehicles would violate the view condition while inserting into the Valid_Motorcycles or Valid_Cars would violate the FOREIGN KEY constraint. Therefore, the FOREIGN KEY constraint must be defined as deferrable, so it is checked at the end of the transaction and not at the time of execution of the command. Then, it is possible to insert data to the Valid_Motorcycles or Valid_Cars views, first referring to a not-existing vehicle and then to insert data into the Valid_Vehicles view.

However, the existence of such views does not prevent the manipulation with the data directly in the tables and thus violating the constraints. Therefore, another database construct should be used. A CHECK constraint might have been used as discussed in subsection IV-C1, however, as the constraint would contain subquery, it is not supported by the common current database engines [24]. Therefore, the CHECK constraint cannot be actually used in this situation.

Instead, according to the triggers approach, triggers might be defined for each of the tables for all the DML operations – insert, update, delete – to check that the operation will not violate the constraint. The following triggers would be needed:

- **BEFORE INSERT ON Vehicle**: This trigger would check there are car data or motorcycle data available in their respective tables for the vehicle. If violated, an error is raised and the operation is cancelled.
- **BEFORE UPDATE OR DELETE ON Motorcycle**: The trigger would check there are no vehicle data in the Vehicle table, to which the updated or deleted rows refer. If violated, an error is raised and the operation is cancelled.
- **BEFORE UPDATE OR DELETE ON Car**: The similar trigger should be defined as for the Motorcycle table.

Defining such triggers, along with the FOREIGN KEY constraints a PRIMARY KEY constraints, would prevent creating invalid data in the tables during any DML operation. However, the FOREIGN KEY constraints must be defined as deferrable – same as for the views – to allow inserting the subclasses’ data before inserting the superclass’s data or to delete the superclass’s data before deleting the subclasses’ data.

**V. DISCUSSION**

As mentioned above, our approach to the realization of the constraints derived from the OntoUML Sortal universal types is based on the approach discussed in [24]. In this paper, the authors discuss possible ways to realize constraints for
Algorithm 4 Database view to query valid data from the combined Vehicle table

CREATE VIEW MotorcycleOrCar AS
SELECT ∗ FROM Vehicle v WHERE
(v.content IS NOT NULL AND v.seats_count IS NULL AND v.spare_wheel IS NULL)
OR
(v.content IS NULL AND v.seats_count IS NOT NULL AND v.spare_wheel IS NOT NULL)
WITH CHECK OPTION

Algorithm 5 CHECK constraint for the combined Vehicle table

ALTER TABLE Vehicle ADD CONSTRAINT MotorcycleOrCar CHECK
(v.content IS NOT NULL AND v.seats_count IS NULL AND v.spare_wheel IS NULL)
OR
(v.content IS NULL AND v.seats_count IS NOT NULL AND v.spare_wheel IS NOT NULL)

Algorithm 6 Database views to query only valid data from the Vehicle, Motorcycle and Car tables

CREATE VIEW Valid_Vehicles AS
SELECT ∗ FROM Vehicle v WHERE
(EXISTS (SELECT 1 FROM Motorcycle m WHERE m.vehicle_id = v.id)
AND NOT EXISTS (SELECT 1 FROM Car c WHERE c.vehicle_id = v.id))
OR
(NOT EXISTS (SELECT 1 FROM Motorcycle m WHERE m.vehicle_id = v.id)
AND EXISTS (SELECT 1 FROM Car c WHERE c.vehicle_id = v.id))

CREATE VIEW Valid_Motorcycles AS
SELECT v.*, m.content FROM Valid_Vehicles v
JOIN Motorcycle m ON (v.id = m.vehicle_id)

CREATE VIEW Valid_Cars AS
SELECT v.*, c.seats_count, c.spare_wheel FROM Valid_Vehicles v
JOIN Car c ON (v.id = c.vehicle_id)

special multiplicity values using database views and triggers. The authors also provide results of experiments, proving that their realization guarantees database consistency in context of the multiplicity constraints with just a slight decrease in efficiency.

The OCL constraints derived from the OntoUML Sortal universal types have the same structure – they are based on multiplicities of related objects or their exclusivity. Therefore, also their realization using the views and triggers is very similar. Based on this, we can expect the same impact on the efficiency of the DML operations and queries. However, as our research is not yet fully concluded, experiments are yet to be done to prove that.

Also, in this paper, we focused on the most common situation of mandatory attributes (attribute multiplicity [1..1]). In case of optional attributes (minimal multiplicity 0), some of the constraints will simplify – e.g. the NOT NULL constraints for individual columns representing the attributes of the subclasses (Algorithm 1 and Algorithm 2). On the other hand, collection attributes (attributes with the maximal multiplicity *) lead to the realization in the form of relations, references and FOREIGN KEYS.

VI. CONCLUSIONS

In this paper, we introduced our approach to the transformation of an OntoUML PIM of application data into an ISM of a relational database. This transformation is separated into three sequential steps: the transformation of an OntoUML PIM into a UML PIM, the transformation of the UML PIM into a PSM for relational database and the transformation of the PSM into an ISM of a relational database.

During these transformations, various options and additional constraints should be defined and realized to maintain the semantics defined by the OntoUML universal types. In this paper, we discussed the details of the transformation of Rigid Sortal universal types – Kinds and Subkinds and their generalization sets – discussing various possible realizations of the constraints derived from the semantics of these OntoUML
constructs. All the variants are described using a running example of a simple OntoUML PIM of vehicle types.

As for the future research, a similar work should be elaborated for the Non-sortal universal types – e.g. Category, Mixin, RoleMixin – and relational constructs – part-whole relations, Relators, etc. Also, combinations of multiple generalization sets of a single universal with various combinations of the meta-properties should be investigated. Finally, experiments should be carried out to study the finer points of individual variants of the constraints realization.
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Abstract—Models are commonly used in software testing to select test suites. Application of mutation testing at a model level can contribute to reliable and early assessment of the quality of the test suites. It can also support selection of test suites achieving high fault detection rates. The main issue related to using mutation testing at the early development stage is to determine how reliably the quality of test suites can be measured at the model level. The research presented in this paper addresses this problem for object-oriented systems. It focuses on describing an experiment aiming at comparing results of applying mutation testing at a model level with results of applying this technique at an implementation level and presents and discusses the outcomes of the experiment. The paper presents also mutation operators applicable at the model level.

I. INTRODUCTION

Models play an important role in developing object-oriented software systems. They are also commonly used by researchers and practitioners involved in software testing as a source of data for selecting tests [25]. As the main goal of software testing is to detect faults in a tested system, an adequate assessment of suites of tests provided by any test generation approach is essential. Mutation testing is a well-established technique that helps to assess the quality of test suites with regard to their ability to detect faults [7]. To assess test suite quality, by means of this technique, a number of faulty versions of the system (called mutants) is generated, by introducing small changes into the original system, and executed against tests from the suite. The ratio of the number of mutants detected (killed) by these tests over the total number of non-equivalent mutants (called a mutation score for a test suite) determines the test suite ability to detect faults. The higher the mutation score for a test suite, the better the suite is in detecting faults. Although mutation testing is an effective test suite assessment technique, its application area is mostly limited to implementation level and high computational costs still prevent it from becoming a practical approach.

Application of mutation testing at a model level could be a good alternative or at least a valuable addition to the current practice in assessing the quality of test suites derived from models. It would allow to use the most reliable assessment technique at the same early level and may also lower the costs of generation and execution of mutants, as system models are less complex than the implementations.

However, two issues should be considered before applying the approach in practice:

1) choice of models for representing a system, and
2) evaluation of the reliability of results of a model level test suite quality assessment.

The research presented in this paper concerns object-oriented systems, therefore UML/OCL class diagrams were used to describe the systems at the model level. The second issue is essential, when increasing the level of abstraction at which mutation testing is applied. A model represents only certain aspects of a final system, thus it is not possible to predict all implementation level faults based only on faults that appear at a model level. Moreover, faults introduced into a model target only features of the model, not of the language used to implement the system, and hence application of mutation testing at a model level assesses a test suite ability to detect faults specific to that level. Even in context of object-oriented systems modeled with UML/OCL and implemented in an object-oriented language, there are significant differences between both description formalisms. Thus, it is unclear if test suite assessment results (provided in the form of a mutation score) obtained at model level are sufficiently reliable to be accepted as a measure of a test suite quality in terms of its ability to detect faults in a final, implemented system. To the author best knowledge, the problem has not been studied before. The paper presents an approach to model level, UML/OCL-based assessment of test suite quality and describes an experiment carried out to address the problem. It provides a description of mutation operators applicable to UML/OCL models, the procedures for conducting the experiment and its results.

II. RELATED WORK

Mutation testing was originally introduced at the implementation level [7] and the majority of papers describing different aspects of mutation testing dealt with problems concerning implementation level mutation only (a survey of such papers can be found in [11]). However, application of mutation testing at model level seems to gain popularity [1], [2], [16], [18], [19], [23], [24]. Authors of the approaches have focused mainly on selecting tests, but some of them have addressed also the problem of assessing tests at the model level [24], [23] and discussed selected aspects related to the problem of
assessing tests quality at different levels [23]. Although the problem considered by authors of the work in [23] is partially related with the one studied in this work, their approach is not applicable in the context of object-oriented systems, because the formalisms used in the paper cannot support adequately object-oriented aspects of the systems.

Relevant to this research are mainly papers describing application of mutation testing to UML and OCL based models [1], [2], [14], [16] and papers providing information that can help to design mutation operators applicable to UML and OCL. The set of UML/OCL related mutation operators introduced by the author in [17] was developed based on the fault taxonomy for UML [9], traditional mutation operators, operators adapted from other formalisms [8], [15] and operators defined for specifications [5], [12] and contracts [12] and was supplemented with five new OCL-specific operators.

The work presented in this paper differs from other works concerning model or implementation level mutation testing, as it targets UML/OCL class diagrams (standard models in developing object-oriented systems) and attempts to find out if test suites ability to detect implementation level faults can be assessed reliable at the model level.

III. EXPERIMENTAL EVALUATION OF A RELIABILITY OF MODEL LEVEL TEST SUITE QUALITY ASSESSMENT RESULTS

The goal of the research was to determine how reliably one can assess test suite quality, in terms of its ability to detect real faults in an object-oriented software system, by assessing the test suite using mutation testing at a the model level. Empirical studies on mutation testing have provided evidences that application of the technique at the implementation level provides adequate measurement of test suite quality (in terms of its ability to detect real faults in a final, implemented system) [6], [13]. Thus, the implementation level measurements can be referred to to determine the reliability of the test suite quality assessment results obtained at the model level.

A. Experimental measures

Application of mutation testing provides a mutation score for a test suite. The mutation score is a quantitative measure of the suite ability to detect mutants. For the rest of the paper let $T$ denote a test suite, $MS_{IL}(T)$ denote a mutation score calculated for $T$ at the implementation level and $MS_{ML}(T)$ denote a mutation score calculated for $T$ at the model level.

Implementation level mutation score $MS_{IL}(T)$ for a test suite $T$ expresses its ability to detect implementation level mutants (and thus their ability to detect real faults) and is defined in the following way:

$$MS_{IL}(T) = \frac{MI_{D}}{MI_{F}}$$

- $MI_{D}$ is the number of implementation level mutants detected by $T$,
- $MI_{F}$ is the total number of non-equivalent, implementation level mutants.

Model level mutation score $MS_{ML}(T)$ for a test suite $T$ expresses its ability to detect model level mutants and is defined in the following way:

$$MS_{ML}(T) = \frac{MM_{D}}{MM_{F}}$$

- $MM_{D}$ is the number of model level mutants detected by $T$,
- $MM_{F}$ is the total number of non-equivalent, model level mutants.

The reliability of a model level test suite assessment result is measured for a test suite $T$ by comparing the value of $MS_{ML}(T)$ with the value of $MS_{IL}(T)$.

B. Mutation Operators

Mutation operators are defined as transformation rules that produce faulty versions (so called mutants) of a program or a model [7]. Each operator can produce a number of mutants by changing instances of some construction of the formalism to which the operator is applied.

Within the work generation of mutants was controlled by two sets of mutation operators. At the implementation level mutation operators designed for Java and implemented in mujava [15] were used, and at the model level operators modifying UML/OCL class diagrams were used. The second set was divided into two groups: class diagram related mutation operators, and OCL related mutation operators.

The first group consists of the following operators:
- Hiding attribute deletion (HHD) - deletes in a subclass an attribute having the same name and type as an attribute in a parent class,
- Hiding attribute insertion (HII) - inserts in a subclass an attribute having the same name and type as an attribute in a parent class,
- Attribute multiplicity change (CAMC) - changes a multiplicity of an attribute,
- Operation arguments order change (OAO) - changes the order of arguments in an operation definition,
- Operation arguments type replacement (ADR) - changes a declared type of a method argument to the parent of the originally declared type,
- Overriding operation deletion (IOD) - deletes an overriding operation in a subclass,
- Generalization association deletion (GAD) - deletes a generalization association between two classes,
- Generalization association direction change (GDC) - changes a direction of a generalization association,
- Association type replacement (ATR) - replaces a type of an association with another type,
- Association end multiplicity change (EMC) - changes multiplicity of an association end to other one,
- Association end class replacement (ECR) - replaces an association end class with a parent class or a subclass,
- Association role swap (ARS) - swaps role names of two associations between the same two classes or their subclasses.
The second group consists of the following operators:

- **Operand Replacement Operator (ORO)** - replaces an operand with another one, applies also for components of a navigation path,
- **Arithmetic Operator Replacement (AOR)** - replaces a binary arithmetic operator with another one,
- **Arithmetic Operator Insertion (AOI)** - inserts an unary arithmetic operator,
- **Arithmetic Operator Deletion (AOD)** - deletes an unary arithmetic operator,
- **Relational Operator Replacement (ROR)** - replaces a relational operator with another one,
- **Conditional Operator Replacement (COR)** - replaces a conditional operator with another one, supports operators: and, or, xor,
- **Conditional (unary) Operator Insertion (COI)** - inserts an unary conditional operator (not),
- **Conditional (unary) Operator Deletion (COD)** - deletes an unary conditional operator (not),
- **Operator Deletion (POD)** - deletes @pre operator,
- **Operator Insertion (POI)** - inserts @pre operator,
- **Collection Operation Insertion (OCI)** - inserts an invocation of a collection operation,
- **Collection Operation Deletion (OCD)** - deletes an invocation of a collection operation,
- **Contextual Instance Replacement (CIR)** - replaces a contextual instance with another one.

C. Experimental procedures

The experiment was divided into two stages (Fig. 1):

1) model level test suites quality assessment, and
2) implementation level test suites quality assessment.

The experiment was performed on six experimental test suites provided for two object-oriented systems. The experiment, at each stage, was carried out following the same scenario, but dealt with the systems at different levels of abstraction (i.e., models or implementations) and was supported by different tools.

In the first stage each system was specified in a form of a UML/OCL class diagram, according to USE notation and each test suite was described as a USE command script [10]. Next, for each system, mutants of the system model were manually generated by applying mutation operators designed for UML/OCL models, and executed against tests from the test suites prepared for the system. The undetected mutants were then analyzed manually to remove the equivalent ones and for each test suite its model level mutation score ($MS_{ML}(T)$) was calculated. At this stage the execution of the mutants was automated by use of USE (UML based Specification Environment) [10].

At the beginning of the second stage the UML/OCL models developed in the first stage were used to implement the systems in Java and the test suites for the systems were mapped into muJava test programs [15]. Next, for each system, its implementation was mutated by applying mutation operators defined for Java. The mutants were then executed against the test suites provided for the system and implementation level mutation score ($MS_{IL}(T)$) for each test suite $T$ was calculated. This stage was fully automated due to the use of mujava [15].

Finally, for each test suite $T$ the values of $MS_{ML}(T)$ and $MS_{IL}(T)$ were compared. Results of the experiment are presented and briefly discussed in Section III-D.

D. Experimental results and discussion

During the experiment each test suite $T$ was assessed twice: first to get its model level mutation score ($MS_{ML}(T)$) and then to get its implementation level mutation score ($MS_{IL}(T)$). Table I shows the results of the experiment.

As it can be observed in Table I, for each test suite $T$ the values of its $MS_{ML}(T)$ and $MS_{IL}(T)$ are very close to each other, in fact the results show that for each assessed test suite its model level mutation score differs from its implementation level mutation score by no more that $3\%$.

The results of the experiment let us to observe that:

- the model level mutation score of all test suites, but T4, was slightly (between 0.015 and 0.028) higher than their implementation level mutation score, and
- the difference between $MS_{ML}(T)$ and $MS_{IL}(T)$ for test suites that reached the model level mutation score over 0.80 remained at nearly constant level of about 0.02.

Both observations seem to suggest that the model level test suite assessment results may be seen as a reliable measurement of the test suite quality in general. The slightly higher fault detection rate observed for most of the test suites at the model level was to be expected, as the UML/OCL models do not define the processing of data as the implementations.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Mutation score for experimental test suites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>$MS_{ML}(T)$</td>
<td>0.78</td>
</tr>
<tr>
<td>$MS_{IL}(T)$</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Fig. 1. An outline of the experiment
Nevertheless, the nearly constant difference between the model level and the implementation level results seems to indicate a regularity that would predict the quality of test suites based on the assessment results obtained at the model level alone.

The results obtained for test suites T1 and T4 shows that, for test suites attaining low model level mutation score, the test suite quality assessment performed at model level provides less predictable results than for the suites attaining higher model level mutation score. However, neither the overestimation of the quality of T1 nor the underestimation of the quality of T4 did not exceed the 3% threshold. Moreover, a test designer, having developed a suite of such a low quality as T1 and T4, would most likely tend to improve it to achieve better score. Thus, it seems that the irregular behavior of T1 and T4 does not contradict the earlier conclusion regarding the reliability of model level test suite assessment results.

IV. CONCLUSIONS AND FUTURE WORKS
Mutation testing is an effective and reliable technique for assessing test suite quality with regard to their ability to detect faults specific to the given level, but a transferability of the assessment results between different levels of abstraction was not evaluated before. An experimental way to assess the reliability of results obtained at model level was proposed in this paper. The results of the experiment let us to presume that for object-oriented systems, modeled in a form of UML/OCL class diagrams, the test suite’s ability to reveal real faults can be reliably assessed at the model level. However, more experiments on larger systems should be carried out to verify the preliminary conclusions.

Future research concerning model level mutation testing should deal with the costs reduction problem. It seems that the migration to the model level alone lowers the number of generated and executed mutants, but other techniques should also be considered. The most efficient techniques should be the ones taking into account individual characteristics of modeled systems, such as proposed in [20], [21], [22].

Works on applying mutation testing at the model level should also include development of tools supporting generation of mutants. Availability of such tools would significantly increase the possibility of adapting such approach in practice.
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Abstract—Several important choices need to be made during the development of domain-specific languages, including the one regarding which concrete syntax to implement. There are several alternatives, with graphical and textual syntaxes being the most common ones. Having in mind that the developers and domain experts often have different preferences, supporting both is sometimes the best option. This means that models created using textual editors might need to be opened using separately developed graphical editors. Graphical elements corresponding to model elements must then be automatically created and positioned. Doing so in an aesthetically pleasing way requires usage of graph layout algorithms. Since implementing them is not an easy task, most developers have to rely on existing solutions. There are many Java libraries which have such capabilities, but they all have certain limitations and room for improvement, some of which are addressed in a new graph drawing and analysis library presented in this paper.

I. INTRODUCTION

DOMAIN-SPECIFIC languages (DSLs) are computer languages specialized to a particular domain [1]. Development of such languages also includes the decision of how to present the concrete syntax to the users, who can be both developers and non-technical domain experts. There are several alternatives, with the most popular being the textual and graphical ones.

Each of these choices has its own advantages and disadvantages, so supporting both is the best solution at times. The textual concrete syntaxes can express any formal language, help in understanding all technical details of a DSL and are often preferred by the developers. On the other hand, end-users, who work in a non-technical domain, don’t find them particularly appealing. These users generally prefer the graphical concrete syntax, which makes it possible to design DSL models using a completely functional graphical editor [2]. Graphical concrete syntaxes, if designed correctly, are intuitive and easy to understand. Having all of this in mind, it can be concluded that if a DSL needs to appeal to both developers and non-technical end-users, both textual and graphical concrete syntaxes should ideally be implemented. A similar conclusion was reached in [3], where the authors discussed the positive and negative experiences of using both the textual syntax, described in [4] and a graphical one to define the static structure of database applications.

Implementing both syntaxes leads to one problem: what happens if a part of the model is specified using the textual syntax and needs to be viewed and/or edited using the graphical editor? Graphical elements corresponding to previously described concepts need to be created automatically. These elements have additional visual properties, including positions which need to be calculated. This can be accomplished by applying a layout algorithm.

Implementing even the simplest of layout algorithms that would guarantee a somewhat pleasing arrangement of elements requires excessive knowledge of graph theory and can be rather time consuming. This is why the developers often rely on existing solutions. This paper focuses on libraries for the Java programming languages, but there are many similar ones for other languages like C/C++ and Python. The most popular open-source libraries offering the possibility of laying out elements of a diagram for Java projects include JUNG framework, JGrapX and Prefuse. All of these solutions put emphasis on visualization, providing their own visual components and thus strongly coupling layout capabilities with them. This makes the integration with separately developed graphical editors overly complex [5]. Furthermore, they only support a small number of different classes of layout algorithms, despite offering several algorithms belonging to the same classes. Even though the available algorithms can be used to lay out any diagram with acceptable results, it can be noticed that there is room for improvement. Certain classes of layout algorithms were designed with the goal of getting excellent results when applied to diagrams satisfying some special conditions (e.g. planar, straight-line, symmetric, rectangular). The mentioned libraries implement very few of them. Also, they don’t offer a way of automatically choosing an appropriate algorithm based on properties of the diagram or on the wishes of the users regarding diagram aesthetics.

In order to address the mentioned issues, we are developing another graph drawing and analysis Java library, called GRAD (GRaph Analysis and Drawing) [6]. GRAD’s main goals are to:

- offer a large number of different graph drawing algorithms, including some that haven’t been implemented in Java yet
- provide a very quick and easy way to lay out elements of any existing graphical editor
- offer algorithms for graph analysis, which can later be used to automatically select a suitable layout algorithm
- enable the users to specify aesthetic criteria and automatically choose an appropriate layout algorithm based on their wishes
GRAD is not intended to be used as a visualization tool, but it also provides a simple graphical editor which can be used for familiarization with different algorithms.

The rest of the paper is structured as follows. Section 2 gives an overview of basic graph theory concepts, graph drawing aesthetic criteria, and different classes of graph drawing algorithms. Section 3 showcases some popular Java graph drawing and analysis libraries. Section 4 presents GRAD. Finally, section 5 concludes the paper and outlines future work.

II. Graph Drawing Aesthetics and an Overview of Graph Layout Algorithms

In the following section a short overview of the graph aesthetic criteria and the most popular classes of graph layout algorithms will be given. Firstly, the most important concepts which will be referenced later will be defined.

A. Basic graph drawing theory definitions

A graph \((V, E)\) is an ordered pair consisting of a finite set \(V\) of vertices and a finite set \(E\) of edges, that is, pairs \((u, v)\) of vertices [7]. If each edge is an unordered (ordered) pair of vertices, the graph is undirected (directed). A graph is simple if it doesn’t contain any edges that join a vertex to itself or more than one edge connecting the same two vertices (multiple edges). A graph is said to be connected if there is a path from any vertex to any other vertex in the graph. A biconnected graph is a connected graph which has no vertices whose removal would disconnect it. Graphs which contain at least one cycle are called cyclic graphs, while the ones that do not are known as acyclic. A tree is a connected acyclic graph. Finally, a graph is planar if it can be drawn in a plane without graph edges crossing. A planar drawing partitions the plane into connected regions called faces.

The process of creating a drawing of a graph from the underlying structure is known as automatic graph layout. There is a great number of graph layout algorithms, with plenty of researchers still working on discovering new and enhancing existing ones. The quality of an algorithm is determined based on its computational efficiency as well as various aesthetic criteria. The following sections will give an overview of the mentioned criteria and the most popular layout methods.

B. Aesthetic Criteria

Many different quality measures or aesthetic criteria have been defined for graph drawings. Authors often optimize certain aesthetics claiming that the resulting drawing is therefore more understandable and more visually pleasing to a human observer. The most common criteria includes the following: Minimization of the number of edge crosses, maximization of the minimal angle between edges extending from a node, minimization of the total number of bends in polyline edges, even distribution of edges within a bounding box, appropriate lengths of edges, neither too short nor too long, similar length of edges, same flow of edges in directed graphs (as much as possible), orthogonality, and symmetry [8].

Some layout methods put emphasis on one of the measures trying to produce a drawing which, for example, has no edge crosses (planar drawing) or is maximally symmetric, while the other ones attempt to optimize as many as possible. The desired aesthetic criterion or criteria can be the deciding factor in choosing an appropriate layout algorithm. However, certain layout algorithms which insist on a particular aesthetic criterion might not be applicable to all graphs. Obviously, it is not possible to produce a drawing with no edge intersections of a graph which is not planar. Therefore, properties of the graph which is to be laid out can also be an important indicator of the best choice of the algorithm.

C. An Overview of Graph Layout Algorithms

There is a very large number of different classes of graph layout algorithms and the following paragraphs will present the most popular ones.

Tree drawing is one of the best studied areas of graph drawing. That is not surprising since automatic generation of drawings of trees finds many practical applications. Namely, a tree whose vertices represent entities and whose edges represent relationships is a typical data structure for modeling hierarchical information. There are various approaches to drawing trees and their detailed overview and comparison can be found in [9].

A circular drawing of a graph is its visualization where it is partitioned into clusters whose nodes are placed onto the circumference of an embedding circle. Each edge is drawn as a straight line. Simply placing nodes on a circumference of a circle might result in a drawing which is not particularly aesthetically pleasing due to a very large number of edge crossings, which is why there are techniques which also minimize this number when determining positions of the nodes [10].

Symmetric graph drawing algorithms aim to draw a graph with nontrivial symmetry, or, more ambitiously, with as much symmetry as possible. Some consider symmetry as one of the most important aesthetic criteria which clearly reveals the structure and properties of a graph. For example, graphs in textbooks on graph theory are normally drawn symmetrically and a symmetric drawing is in some cases preferred over a planar one.

Planar straight-line drawing algorithms rely on the fact that if a graph can be drawn with no crossings using edges of an arbitrary shape, then it can be drawn in the same way using only straight-line segments. Convex drawings are planar straight-line drawings where all faces are drawn as convex polygons. In [11] the author claims that the convex drawings of planar graphs make it possible for readers to easily and rapidly recognize structures of the graphs, such as adjacency of vertices.

Planar orthogonal and polyline drawing algorithms focus on angular resolution as the most important aesthetic criterion. Orthogonal drawings only use horizontal and vertical line segments for edges and are, therefore, often quite visually pleasing. A more specific type of orthogonal drawings are
rectangular drawings, which also make sure that each face is drawn as a rectangle. However, they have a pretty serious limitation of only being applicable to graphs which don’t contain a vertex whose degree is higher than four. Polyline drawing are more general and don’t have the mentioned disadvantage. They usually focus directly on sizes of the angles (which should not be smaller than some fixed threshold) and not on the type of edges.

Force-directed algorithms are among the most important and most flexible algorithms. Unlike many previously mentioned ones, which can only be applied if a graph is planar or satisfy some other specific conditions, force-directed algorithms can be used to calculate layouts of all simple undirected graphs. They only need the information contained within the structure of the graph itself.

Graphs drawn with these algorithms tend to be aesthetically pleasing, exhibit symmetries, and tend to produce crossing-free layouts for planar graphs. There are many force-driven algorithms, the most popular of which include the spring layout method of Eades [12], Kamada-Kawai [13] and Fruchterman-Reingold [14] methods.

Hierarchical drawing algorithms can be used when dealing with directed graphs (or digraphs) which represent hierarchies. These algorithms name uniform “flow” of edges as one of their main goals. More precisely, the edges should either go from left to right or top to bottom, depending on a particular application.

III. RELATED WORK

There are quite a few libraries for graph analysis and visualization for Java. The next section will present the most popular ones, primarily focusing on their layout capabilities and mentioning implemented graph analysis algorithms which could be used to determine the best choice of the drawing algorithm.

It is important to mention that visualization tools which generate static drawings of graphs in a variety of output formats will not be taken into consideration since they are not suitable for this particular purpose. Furthermore, commercial solutions will not be considered since our focus is on open-source ones.

A. JUNG Framework

JUNG — the Java Universal Network/Graph Framework [15] is an open-source software library that provides a common and extendible language for modeling, analysis, and visualization of data that can be represented as a graph or network. JUNG framework is licensed under the permissive BSD license.

The current distribution of JUNG includes implementations of a number algorithms from graph theory, data mining, and social network analysis. However, most of them are of little importance to this research. Only Dijkstra’s shortest path and decomposition of a graph into biconnected components can be singled as potentially useful in the mentioned case.

JUNG framework offers implementations of several layout algorithms, some of which are quite complex. Most importantly, these include three tree layout algorithms and a number of force-directed ones. The tree layout algorithms include the following: an implementation of a level-based approach, radial tree method, and the balloon method. The radial tree method displays a tree structure in a way that expands outwards, radially. The balloon method positions vertices using associations with nested circles or "balloons". The force-directed algorithms are the already mentioned popular and flexible spring method, Kamada-Kawai and Fruchterman-Reingold, as well as an algorithm based on Bernd Meyer’s self-organizing graph methods [16]. JUNG framework also contains a relatively basic circle layout drawing algorithm, which simply places vertices on a circumference of a circle of a given radius.

B. JGraphX

JGraphX is a Java Swing graph visualization library which is also licensed under the BSD license. JGraphX provides visualization and interaction with node-edge graphs, as well as a decent number of algorithms for graph analysis, such as graph traversal, forming the minimum spanning tree and Dijkstra’s shortest path [17]. The minimum spanning tree is defined as the set of all vertices with minimal lengths that forms no cycles. Graph traversal includes deep-first search and breadth-first search, both of which construct spanning trees with certain properties useful in other graph algorithms.

JGraphX provides various usable implementations of graph drawing algorithms. Similarly to JUNG framework, these include a tree and several force-directed layouts, but also a hierarchical one meant to be used if a graph is too complex to be laid out using the tree drawing algorithm. The tree layout in question is the compact tree layout, which improves the standard level-based approaches by trying to make the resulting drawing as compact as possible. Furthermore, JGraphX provides two force-directed layout algorithms: fast organic and organic. The fast organic method is best applied to smaller graphs with a more regular structure, but is supposed to be one of the faster force-directed layouts. The organic layout is one of the most complex algorithms implemented in JGraphX and is based on Davidson and Harel’s simulated annealing layout [18].

JGraphX doesn’t stop there and offers a very nicely implemented hierarchical layout. This implementation not only positions the vertices, but also routes the edges.

C. Prefuse

Prefuse is a software framework for creating dynamic visualization of both structured and unstructured data, that provides theoretically-motivated abstractions for the design of a wide range of visualization applications [19]. Like other mentioned libraries, Prefuse is also licensed under the BSD license.

Prefuse is bundled with a library which, among other actions, provides a host of layout and distortion techniques.
Available layout algorithms include random, circular, grid-based, forced-directed, and several tree ones.

The force-directed layout positions graph elements based on a physical simulation of interactive forces acting on bodies. The force simulator used to drive this layout can be set explicitly, allowing custom force-directed layouts to be created.

Tree layouts provided by Prefuse are previously mentioned balloon and radial algorithms, as well as an additional node-link tree layout, which lays out a rooted tree so that each depth level of the tree is on a shared line.

Based on the previous overview, it can be noticed that the mentioned libraries offer many layout algorithms which would be a good addition to any graphical editor in need for such features. However, all of them put heavy emphasis on data visualization and thus strongly couple it with graph drawing algorithms. Therefore, simply calling the desired algorithm and retrieving the results (positions of vertices and edges determined during the execution of the algorithm) requires an understanding of how a library works. GRAD aims to offer a solution to this problem.

Moreover, certain classes of graph drawing algorithms are substantially represented in these libraries (like tree and force-directed ones), while the other classes are barely or not present at all. For example, no symmetric, straight-line or orthogonal algorithms are available. Our library aims to remedy this and offer implementations of certain algorithms, that, according to our knowledge, have not been implemented in Java yet.

Finally, none of these libraries offer a way of automatically choosing an appropriate layout algorithm based on properties of the graph or according to the desired aesthetic criteria specified by the users. Implementing both of these features is among the goals of our solution. It can also be pointed out that none of the libraries provide many graph analysis algorithms which are of great significance to graph drawing.

IV. GRAD (GRAPH ANALYSIS AND DRAWING LIBRARY)

In the following section different algorithms supported by our graph drawing and analysis library-GRAD will be shown. Additionally, possible ways of choosing appropriate drawing algorithms based on the properties of graphs will be discussed. It can be noted that GRAD can be used both to transform and existing drawing and to form a completely new one when nothing is known about the positions of the graph’s vertices. The later is used in our open-source Kroki tool [21] for laying out imported class diagrams created by other modeling tools.

Like it was already mentioned, GRAD also provides a simple graphical editor which can be used to draw graphs we want to experiment with. This editor was used to create all examples of laid out graphs which will be shown in the upcoming sections.

A. Supported graph drawing algorithms

The most important objective of GRAD is to provide a large number of different graph drawing algorithms, both those which can only be applied if a graph has certain properties (e.g. is planar) and those that can be applied to all graphs with acceptable results. GRAD ports the best algorithms from the JUNG framework, JGraphX and Prefuse, and adds a number of new implementations of various graph drawing algorithms, not offered by any of the mentioned libraries. Summarily, the current version of GRAD includes several tree and force-directed drawing algorithms, a hierarchical, two straight-line, a circular which minimizes the number of edge crossings, symmetric, and a so-called box layout, which places elements in a table-like structure. The last four algorithms are GRAD’s original implementations. The box layout positions a predefined number of vertices in one row, before continuing to the next row. Due to its simplicity, it will not be discussed in more detail.

1) Tree and hierarchical drawing algorithms: Tree drawing algorithms included in GRAD consist of a level-based, radial, balloon and compact tree drawing algorithms, ported from the previously mentioned libraries. The best available implementation of a specific algorithm was selected. Fig. 1 shows the result of applying the level-based tree drawing algorithm to lay out a graph, while fig. 2 show the same graph laid out using the radial algorithm.

If a graph is too complex to be laid out using a tree layout and if it is important to emphasize the overall flow, a hierarchical layout can be used. GRAD ports this layout from JGraphX.

2) Force-directed graph drawing algorithms: Similarly to tree drawing algorithms, the force-directed ones were ported from the three mentioned libraries and the best one they had to offer were selected. They include spring, Fruchterman-Reingold, Kamada-Kawai and organic, and fast organic algorithms ported from JGraphX. Since the final results are relatively similar, only one of them will be shown. Fig. 3 show drawing of a graph laid out using the organic force-directed
Like it was already mentioned, force-directed algorithms tend to produce satisfactory drawings in most cases. However, the users might be looking for some specific aesthetic criteria, so GRAD doesn’t stop here.

3) Symmetric graph drawing: Symmetric drawing algorithms are among the classes of drawing algorithms that the popular graph drawing libraries do not support. GRAD currently offers one such algorithm, with another one being implemented. The available symmetric layout algorithm is based on the work of Carr and Kocay [22], which, given a permutation (automorphism) and a graph, produces a drawing which displays the desired symmetry. The permutations can previously be discovered using an implementation of McKay’s canonical graph labeling algorithm [23]. An example of a drawing computed by GRAD’s symmetric graph drawing algorithm is shown in fig. 4. This drawing shows a very well-known view of the famous Peterson graph.

4) Straight-line drawings: Straight-line drawings are another class of drawing algorithms which are not provided by the most popular libraries. While not applicable to all graphs (they have to be planar, and in some cases, 2 or 3-connected), they can guarantee a crossing-free drawing.

The first of the provided methods is the one based on Tutte’s or barycentric embedding [24]. Given a simple 3-connected planar graph, Tutte’s theorem produces a crossing-free straight-line embedding whose outer face is a convex polygon. It is considered to be the first force-directed algorithm at the same time. This method is not difficult to implement, but is only recommended to be used on smaller graphs, with 100 or less vertices.

The second straight-line drawing algorithm is a much more complex one. The implementation is based on Chiba’s linear algorithm for convex drawing of planar graphs [11], which firstly determines if a graph has a convex drawing and then draws one if the mentioned condition is satisfied. An example of this algorithm’s application is shown in fig. 5.

5) Circular drawing: Practically all libraries which deal with graph drawing in some form, provide a circular drawing algorithm. Most of them, however, simply position vertices on a circumference of a circle. In addition to doing so as well, GRAD also implements an algorithm, described in [10], which determines the order in which vertices are placed so that the number of edge-crossings is as small as possible. An example is shown in 6.

It can be noticed that if, for example, vertices \( v_0 \) and \( v_7 \) switched places, the drawing wouldn’t be planar.

Finally, it should be stressed that GRAD allows execution of drawing algorithms which were designed to be applied on simple graphs even if the given one is not simple. Upon execution of the desired algorithm in such case, GRAD detects multiple edges and loops and routes them in order to avoid overlapping of edges and correctly show those which connect one vertex to itself. Furthermore, GRAD provides a very simple way of calling any desired algorithm from a separately developed graphical editor, thoroughly explained in [5].

B. Graph analysis algorithms and choosing the appropriate graph drawing algorithm

Being a graph analysis library as well, GRAD provides a wide array of different algorithms of this sort. They can be used to reveal useful information regarding properties of a graph, which can later influence the decision of which drawing
algorithm to apply in the given situation. Some of these algorithms were of great importance to the implementations of the existing drawing algorithms and can be used to help the implementation of additional ones. Among others, GRAD provides several algorithms for planarity testing, algorithms for splitting of graph into biconnected components based on depth-first search, Hopcroft–Tarjan splitting into triconnected components [25], different algorithms for finding cycles of graphs and previously mentioned McKay’s graph labeling algorithm.

By applying appropriate algorithms it can be determined if a graph is, for example, a tree, if it has a planar straight-line drawing or non-trivial automorphisms. Taking advantage of this fact, GRAD provides a way of automatically invoking an algorithm which might be best suited for the graph in question. If a graph is a tree or a forest, a tree drawing algorithm is used. If it is planar, convex drawing is performed. If no special properties are detected, a force-directed layout is applied. Also, if the graph is disjoint, an algorithm is chosen for each component independently and these drawings are later combined to get the final one. An example of this is a class diagram with several disjoint groups of classes where some represent hierarchies, while the other ones do not. This offers users who have no special preferences a simple way to lay out their graphs, even if they don’t know anything about graphs and graph drawing.

Furthermore, every somewhat sophisticated drawing algorithm puts emphasis on one or more aesthetic criteria. By naming the criteria, the users can basically choose the algorithm without even knowing its name. In order to accomplish this, a DSL for describing the desired properties of the drawing is currently being developed.

V. Conclusion

This paper explained the need to automatically lay out diagram elements, gave and overview of different classes of graph drawing algorithms and the most popular Java libraries offering some of them. Some difficulties one might encounter when using layout capabilities of the mentioned libraries within a separately developed graphical editor, as well as certain areas of improvement were pointed out. For example, a developer of a DSL which needs to support both textual and graphical syntaxes might run into these issues. They were addressed in our new graph drawing and analysis library called GRAD.

GRAD provides a number of different graph layout algorithms and a quick and easy way of using them to position elements of a diagram in any graphical editor. In addition to porting the best layout algorithms provided by other open-source Java graph drawing libraries, it implements various other ones, not offered by the other mentioned libraries. These include symmetric and two straight-line algorithms, as well as an enhanced version of a circular one. Additionally, GRAD offers ways of automatically choosing appropriate algorithm or their combination to get the best possible result. GRAD is currently being used in our open-source Kroki tool for laying out imported class diagrams created by other modeling tools. These diagrams can contain over 600 classes.

Plans for future improvements of GRAD include:

- implementation of additional drawing algorithms, including a better symmetric and one or more orthogonal ones
- labeling algorithms which address automatic placement of text symbol labels
- a better way of letting user specify desired aesthetic criteria by developing a DSL
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Abstract—Visual impairment limits a person mainly in ability to move freely and independently. Even with many navigation aids and tools currently on the market, almost one third of the visually impaired do not travel independently without a guide, and human-prepared landmark-enhanced itineraries of the route are the most useful. We designed a system which based on a specific efficiently collected geographical data generates human-like landmark-enhanced navigation instructions. The studies we conducted (quantitative n = 16, qualitative n = 6) proved usability and efficiency of the system. Further we provide set of design recommendations to increase the usability of the system along with specific examples of usage with particular landmarks.

I. INTRODUCTION

The ability to travel independently is required for satisfactory level of quality of life and self confidence. Visual impairment limits mainly person’s mobility and reduces travel-related activities [1]. This can lead to loss of work, friends, and hobbies and eventually to worsening psychical condition of a person. Even though visually impaired people undergo special training of navigation and orientation skills, 30% of them never leave home alone without sighted guide [2], [3] and this number remains stable for last twenty five years.

The mobility of a person is mainly influenced by the efficiency of the wayfinding process [4]. This process consists of two parts. First, environment sensing such as avoiding obstacles and hazards. Second, the navigation to remote destination. Both parts of the wayfinding process can be supported by navigation aids, which assist the visually impaired pedestrian. The basic criteria for evaluation of navigation aids are safety, efficiency, and stress level, as defined by Armstrong [5].

Currently, this problem is solved by means of car navigation systems, which are not suitable for visually impaired, or better by assistance of orientation and mobility specialists. These specialists can prepare route itinerary to remote destination for visually impaired person for a particular route in advance and provide it in a form of a itinerary. This solution suffers from time requirements (it has to be prepared in advance) and rigidity (there is no option to change the route at user’s will).

In our work we focused on developing efficient navigation aid which supports navigation to remote destination. We aimed to generate route itineraries similar to those prepared by orientation and mobility specialist. By using sophisticated data structures and algorithms we addressed the issue of time requirements (the itinerary is created immediately) and rigidity (user can select whichever origin and destination s/he want).

To compare our solution to state-of-art electronic navigation systems we developed two versions of the navigation system. The first version (Landmark), with itineraries enhanced by landmarks. The second version (Metric), simulating current metric-based navigation systems. For fair comparison of both conditions, Metric version also used pedestrian network for routing (sidewalks, crossings). Further, we provide the insights from qualitative study conducted on Landmark version.

II. RELATED WORK

A. Pedestrian Navigation

Successful navigation and orientation in a space depends on building of spatial knowledge about the given environment. Siegel and White [6] define three levels of spatial knowledge. These levels are: landmark knowledge, route knowledge, and overview knowledge.

Relations between objects represent an overview knowledge. These relations may be represented by angles or distances between objects not necessarily located or related to the route itself.

The landmarks (representing landmark knowledge) represent the most frequently-used category of navigation cues used by pedestrians [7] (unlike distance, junctions or road type). Ross et al. [8] have shown that inclusion of landmarks within pedestrian route itinerary increased user confidence and reduced navigation errors. Findings of Ross et al. [8] extend also to voice-only navigation [9], where inclusion of landmarks was clearly more preferred by participants.

There are also some experimental designs of navigation systems, which rely primarily on landmarks to navigate users from origin A to destination B, e.g. Millonig and Schechtner [10].

In our system we aim to enhance metric-based navigation instructions with carefully selected landmarks suitable for navigation of visually impaired people.
B. Orientation and Navigation of Blind

In large spaces visually impaired pedestrians use different cognitive strategies from sighted ones, based on egocentric frames [11], [12]. Visually impaired people have to memorize large amount of information [13] in sequential order [11] while traveling. Fortunately, a study by Raz et al. [14] has shown that congenitally blind people are better in both item memory and serial memory than sighted people. Their memory skills are outstanding namely for long sequences of information. Bradley and Dunlop [15] also discovered that blind people were significantly faster with verbal guidance from blind navigator than from sighted one.

Many navigation aids for visually impaired pedestrians have been developed. Some of the aids use special sensors to identify object along the route like cameras [16], or RFID based white canes [17]. Other navigation aids are based on concepts described in [18], and use some kind of position system (e.g. GPS) in combination with geographical information system (GIS) to navigate the pedestrian, e.g. Ariadne GPS, BlindSquare. Navigation aids based on special interaction techniques, e.g. an auditory display [4] or a tactile compass [19], has also been developed.

The navigation systems based on major GIS (e.g. OpenStreetMap) typically suffer from inappropriate level of detail (missing sidewalks, leading lines, slopes of sidewalk), ambiguity (inadequate description of pedestrian crossing so it cannot be located without sight), or they do not optimize routing algorithm to meet specific abilities of visually impaired people (e.g. inability to cross large open spaces).

In cooperation with major national data provider we focus on development of sustainable and scalable GIS with deeply modified data structure (see subsection Geographical Information Database), which allows us to generate specific landmarks for navigation of visually impaired people.

III. LANDMARK-ENHANCED INSTRUCTIONS GENERATION

To implement feasible solution to generate a landmark-enhanced navigation instructions, we need specially modified GIS which is capable of representing special features of the urban environment. Further we need algorithms, which use the landmarks and their parameters to generate route itinerary in a natural language. In our case each route itinerary is composed of navigation instructions for each segment of a route (typically part of a route from corner to corner, corner to crossing, etc.). For each navigation instruction we have chosen the following structure: environment description and action that should be performed by the blind pedestrian.

A. Geographical Information Database

Generally, we distinguish line, point and area features. Line features are tied to large part of pedestrian segment (e.g. geometry representation of a sidewalk in GIS) and represent their properties (like slope, surface quality) or phenomena along the segment (e.g. parking cars, railings). Point features describe phenomena that covers very small part of pedestrian segment (typically less than 3 m), they act as barriers or landmarks (e.g. crossing entry points, narrowings, steps, corners). Area features are landmarks extending over a certain area like traffic noise (busy streets, certain types of public transport, etc.).

The nature of those new features and the range of descriptive information reflect the needs of both visually impaired and wheelchair users. The complete data model was proposed in cooperation with Central European Data Agency, a.s. (CEDA), Faculty of Transportation Science and Faculty of Electrical Engineering (Czech Technical University in Prague) within project ROUTE4ALL. Data model was implemented as ArcGIS Geodatabase.

Pedestrian segment network. To be able to collect desired landmarks and their properties, the existence of the pedestrian segment network is essential. The national provider of digital vector road geodatabase StreetNet, thus proposed a new product PedestriNet that represents all paths designated for pedestrians. StreetNet is currently used for pedestrian navigation for users without disabilities. For disabled users it is not suitable due to simplified representation of crossings and sidewalks that does not reflect real topology of pedestrian network.

PedestriNet is characterized by very high positional accuracy - it represents footpaths in their real position in the level of Map of town utilities (see Fig 1) and maintain the topology of the pedestrian network. It covers special pedestrian segments like sidewalk, crossing, square link (a sidewalk crossing large open area of a quare) as well as pedestrian segments already represented in StreetNet database (e.g. pedestrian zone, walkway, gallery).

Geodatabase. All features of geodatabase include reference information to PedestriNet - ID of segment, orientation towards it (left/right/on). Thus they can be used for routing along the pedestrian network and generation of route itinerary.

1ArcGIS – http://www.arcgis.com/
To minimise data collection costs it is necessary to use existing data as much as possible. City municipalities administer Map of town utilities in high accuracy level that may be used to locate some features (e.g. stairways, corners) or to derive some properties (e.g. width of sidewalk). Unfortunately, these maps are mostly CAD drawings and therefore full automation of data processing is impossible. Further, Land-use map can be used to derive land-use of adjacent footpath area, digital terrain model can be used to calculate slope of footpath, etc. Another source of information may be actual video recordings. Field survey remains necessary to derive quantitative data for wheelchair users (e.g. height of curbs) and to verify collected data. Here, community reports may be of high importance.

Prototype of the geodatabase that is used for validation and testing covers area of about 1 km² / 52 km of pedestrian segments. This area took around 5 man/days to collect data and fill the geodatabase.

**B. Navigation Instruction Structure**

As described above, each navigation instruction is composed of environment description and action that should be performed by the blind pedestrian (similarly to [20]).

The environment description is generated from street names, addresses, corners, and crossings. The action is generated from geometry, street names, corners, slopes, land-use, and point features.

Table I shows how each navigation instruction is composed on a short 5 segment route itinerary with one crossing.

**C. Algorithm**

First a route is found by Dijkstra algorithm on PedestriNet graph. Then, for each segment, which is represented by vector data, we create a navigation instruction.

For generation of navigation instruction we find best matching sentence templates, which are selected based on a type of a segment, context (available metadata, adjacent segments, direction of the user, etc.), and priority (e.g. the template for corner is more preferred than the template for segments, direction of the user, etc.), and priority (e.g. the template for corner is more preferred than the template for segments, direction of the user, etc.).

An example for sentence template for environment description of a place “You are at a beveled corner of streets Odboru and Karlovo namesti,” (see Listing 2).

In this way we created landmark-enhanced navigation instruction for blind pedestrians (Landmark), which were later compared with metric-based navigation instructions (Metric).

**IV. COMPARATIVE STUDY**

In our experiment we raised the question whether the error rate is lower for Landmark condition than for Metric condition, and whether measured completion time is lower for Landmark condition than for Metric condition.

Further we investigated subjective judgement of the participants about the level of safety, comprehension, and ambiguity of the generated itineraries, along with qualitative observations.

---

**Listing 1: Selecting best sentence template.**

```java
ISituation actualSituation = new StartSituation();
ISituation endSituation = new EndSituation();

while (actualSituation != endSituation) {
    ITemplate template = FindBestTemplate(actualSituation);
    ISituation actualSituation = template.Apply(actualSituation);
}

function FindBestTemplate(ISituation situation) {
    ITemplate[] availableTemplates = GetAvailableTemples();
    ITemplate bestTemplate = availableTemplates.Where(template => template.Accepts(situation))
        .OrderByDescending(template => template.Priority)
        .FirstOrDefault();
    return bestTemplate;
}
```

**Listing 2: Application of a sentence template.**

```java
class CornerDescriptionTemplate: ITemplate {
    function Accepts(situation) {
        return IsAtCorner(situation) && situation.IsNotApplied(this);
    }

    function Apply(situation) {
        templateText = "You are located at a (0) corner of streets {1} and {2}";
        FillSituationVariables(template);
        return SituationWithAppliedTemplate(this);
    }
}
```

**A. Participants**

Sixteen visually impaired participants (10 female, 6 male) were recruited via e-mail leaflet sent to a group of our long term collaborators of our University. The participants in the experiment were aged from 23 to 66 years ($mean = 35.75$, $SD = 11.23$). Eleven participants had Category 5 visual impairment (no light perception); 5 participants had Category 4 visual impairment (light perception) [21]; 4 participants were late blind, 12 participants were congenitally blind. All of the participants were native Czech speakers.

**B. Apparatus**

**Routes.** For our experiment, we selected two routes in city center outdoor environment. Environments for this type of experiment are usually real environments [9], [15] rather than artificial (lab) environments, though exceptions are possible [22]. The location of the routes was in quiet area in the city center of Prague, Czech republic (see Fig. 2). Both of the routes were approximately 350 meters long. Both of the routes consisted of 7 segments and 8 decision points (points where the participant changes his/her direction). They had the same number of turns and pedestrian crossings. Thus we consider the routes to be the same similar to [23].
TABLE I: Main building blocks used for automated generation of route itineraries.

<table>
<thead>
<tr>
<th>No.</th>
<th>Environment description</th>
<th>Action</th>
<th>Direction</th>
<th>Distance approximation</th>
<th>Slope</th>
<th>Endpoint</th>
<th>Landmarks</th>
<th>Land-use</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/5</td>
<td>You are at address Karlovo namesti 293/13.</td>
<td>Turn to the left and walk approximately 150 meters</td>
<td>–</td>
<td>to round corner with street Odboru.</td>
<td>–</td>
<td>–</td>
<td>Keep buildings on your left hand side.</td>
<td></td>
</tr>
<tr>
<td>2/5</td>
<td>You are at round corner of streets Karlovo namesti and Odboru.</td>
<td>Continue straight and cross street Odboru</td>
<td>–</td>
<td>–</td>
<td>to opposite corner</td>
<td>via crossing with light signalization and one-way traffic from right.</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>3/5</td>
<td>You are at beveled corner of streets Karlovo namesti and Odboru.</td>
<td>Turn to the left and walk approximately 100 meters slightly downhill</td>
<td>to corner with street Myslikova</td>
<td>street bends to the right.</td>
<td>–</td>
<td>–</td>
<td>Keep buildings on your right hand side.</td>
<td></td>
</tr>
<tr>
<td>4/5</td>
<td>You are at corner of streets Odboru and Spalena.</td>
<td>Turn right and walk approximately 30 meters</td>
<td>–</td>
<td>to address Myslikova 282/26.</td>
<td>–</td>
<td>–</td>
<td>Keep buildings on your right hand side.</td>
<td></td>
</tr>
<tr>
<td>5/5</td>
<td>You are at destination. You are at address Myslikova 282/26.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2: Routes used in comparative study, the triangle depicts the beginning of a route, the square depicts destination of a route.

**Equipment.** The participant was equipped with a Nokia 6120 mobile phone with a lanyard which hung from his/her neck. In this way, the phone was protected from being dropped unintentionally, and the participant was able to release it and have an empty hand when needed, and s/he could also find it again quickly. The mobile phone was set to Czech language, and it was equipped with the MobileSpeak text-to-speech (TTS) screen reader application by CodeFactory.

**Data collection.** In each session, we recorded two video streams of the participant’s activities. The first camera (GoPro Hero 3) recorded 1st person view and was installed on a shoulder strap of the backpack that was carried by the participants during the session, while the second camera (Sony DLSR) recorded a 3rd person view by the experimenter shadowing the participant.

**C. Procedure**

The experiment consisted of two walkthroughs of each route and it lasted around 1.5 hour. In the first walkthrough the experimenter guided the participants to the beginning of the first route, explained the purpose of the experiment to the participants, explained operation of the navigation application, and asked the participant to adjust the phone on a lanyard or to hold it in a hand, according to his/her own preference. The participant was asked to proceed as quickly and accurately as possible. The task was given as follows: "You have a meeting in Hostel Emma (for route A; Cafe Amandine for route B). To reach the destination use the navigation application. Proceed as if you were alone, but we will be watching for your safety from a distance." Than the participant started out.

After the first walkthrough the participant was returned to the start of the route and walked the route with the experimenter. The participants were retrospectively asked their about subjective judgement about level of safety ("Did the participant feel safe?") comprehension ("Did the participant understand what to do?") and ambiguity ("Was the description of the environment ambiguous?") for each segment of a route (Likert scale 1-5 was used).

Then the experimenter took the participant to the start of the second route and proceeded same as on the first route. After the experiment the participant was debriefed and received their payments.

**D. Design**

The experiment was one factor (two levels) within subject design. The independent variable was itinerary quality (Landmark, Metric). The itinerary quality and route were balanced using a Latin square. The main measures were an error rate, defined as 0,1 if there was a navigation error (e.g. participant missed the turn, crossed the road on different place, etc.) on a particular segment of a route, and a completion time, calculated as time taken for traveling from start to destination of a route. For analysis of error rate and completion time we use confidence intervals (according to [24]).

**E. Results and Discussion**

The following subsections describe findings observed during the experiment. We collected the data from 16 sessions and based on the results we propose general design recommendations for creation of navigation instructions.
Error rate. Fig. 3 provides evidence on error rates and 95% confidence intervals. It seems that error rate for Landmark (mean = 0.16, 95% CI [0.10, 0.22]) was very similar as for Metric (mean = 0.21, 95% CI [0.12, 0.30]) and the results are largely inconclusive concerning the difference between the test conditions, although with small favor for Landmark.

We could not decide whether the lack of difference in error rate was caused by random variables occurring during the experiment (see paragraph Random variables) or by selection of rather easy routes as described by participants.

Completion time. Fig. 4 provides evidence on completion times in seconds and 95% confidence intervals. It seem that completion time for Landmark (mean = 615.4 seconds, 95% CI [520.89, 709.99]) is 1.2× higher on average than for Metric (mean = 513.00 seconds, 95% CI [450.33, 575.67]) and the results show that there is an effect of the test conditions on completion time. The completion times ranged from 267 to 917 seconds for Landmark test condition and it ranged from 292 to 757 seconds for Metric test condition.

It cannot be decided whether the difference in completion times for Landmark and for Metric was caused by longer text in the navigation instructions (participant waited longer time to listen it whole) or by occurrence of random variables (sometimes participants stopped because they didn’t feel secure, see paragraph Random variables). It would be necessary to repeat the experiment in more controlled conditions, however it would affect external validity of the experiment.

Subjective judgment. During the second walkthrough we asked the participant about their subjective judgment of each segment of a route. The results suggest that comprehension is higher for Landmark (85% of the participants strongly agree) than for Metric (65% of the participants strongly agree).

Ambiguity and safety were evaluated similarly for both test conditions (see Fig. 5).

Further we asked the participant for the comments on navigation instructions for both conditions. In Landmark condition, the participants highlighted information about traffic direction or information about land-use. However, in both test conditions they had problems with lack of the corner descriptions and lack of endpoints at crossings. In both test conditions, the participants often confused individual navigation instructions with each other as they started similarly. In Metric condition, the participant lacked information about endpoints and they were surprised by very precise distances (precision up to meters; in Landmark distances are rounded to tens of meters) reported by the system (“I cannot tell how far did I went precisely”, P07, participant P01 laughed about it).

Random variables. Similarly to Rehrl et al. [9] our measurement were influenced by random variables (unpredictable urban environment). Further we classify the problems we observed into 4 categories.

Collision with objects – 28×. We observed that participants frequently collide with traffic signs, poles, beer gardens or parking-ticket machines. This seems as a common problems for the visually impaired pedestrians.

Interference of passerby people – 10×. During the experiment we observed the participant from a distance (shadowing method). Sometimes passerby people stopped the participants and offered them help (4×), however 6× they grabbed, dragged or guided the participant to some arbitrary chosen spot, which resulted in loss of orientation of the participant.

Disruption of the senses – 16×. As a hearing is one of primary orientation and navigation senses for visually impaired pedestrians, its disruption strongly affects the wayfinding process. We observed following sources of hearing disruption: garbage disposal trucks, road cleaning trucks, and rain. Another case was problem with finger sensitivity and operation of our Nokia smartphone.

Stress – 2×. One participant was anxious about the experiment even though we tried to calm him/her during briefing, it affected his/her performance (s/he proceeded much better towards the end of the experiment than in the beginning). Another case was when participant dropped his/her white cane (s/he was immediately assisted and handed the cane).

Allover we counted 32 common problems (collisions and offering a help of passersby people), 17 in Metric conditions and 15 in Landmark. Next we counted 24 serious problems (grabbing, dragging, guiding by passerby people, disruption of senses, stress), 14 in Metric condition, 10 in Landmark condition.

F. Recommendations for Design

Following design recommendations for navigation instruction creation were extracted from the findings collected during the experiment:
**R1:** The shape of a corner should be added to the itinerary if the shape is different than sharp/plain.

We observed, that participants were confused at corners, which were not sharp but bevelled or rounded.

**R2:** The endpoint should be added for pedestrian crossings like the pavement on the other side of the street, the opposite corner, the opposite side of the street.

The participants expected the information about the other side of the street when they used a pedestrian crossing.

**R3:** Change the beginning of the navigation instructions by adding a sequential number and total number of navigation instruction.

Some participants were confused when the beginning of the navigation instruction was the same one after another (i.e. crossing the street from one corner to the other corner).

**R4:** Changing the naming conventions for pedestrian crossings without “zebra”.

One of the participants expressed concerns about usage of term "unmarked crossing" instead of "a place for crossing" for a place where there are lowered curbs but no zebra drawn on the street.

**Others.** Some of the participants mentioned that they would benefit from usage of GPS geofencing, which would notify them about next navigation instruction. Other participant found the Landmark version too detailed and s/he would prefer Metric version on a routes which s/he knew.

**V. Qualitative Study**

After the first experiment we implemented recommendations R1-R4 into the algorithms and geodatabase of our system. We further investigated automatically generated itineraries in a different, much more complicated urban environment (busy streets, park, passages).

**A. Participants**

Six visually impaired participants (3 female, 3 male) were recruited via e-mail leaflet sent to a group of our long term collaborators of our University. The participants in the experiment were aged from 30 to 68 years (mean = 48.67, SD = 15.74). Three participants had Category 5 visual impairment (no light perception); 3 participants had Category 4 visual impairment (light perception); 4 participants were late blind, 2 participants were congenitally blind. All of the participants were native Czech speakers. Originally we recruited 7 participants however participant P02 canceled the appointment.

**B. Apparatus**

**Route.** For our experiment we selected a route in city center outdoor environment. The route went through busy square in a city center of Prague and ended in a quiet area (see Fig. 6). The route was 670 meters long and consisted of 12 segments and 13 decision points. There were 4 pedestrian crossings on a route.

**Equipment and Data collection.** The equipment and the data collection were the same as in the first Comparative Study (see IV).

**C. Procedure**

The experiment consisted of one walkthrough of the route and the whole session lasted about 45 minutes. At the beginning the experimenter guided the participant to the beginning of the route, explained the purpose of
the experiment and explained operation of the navigation application. The participants were asked to use think-aloud protocol. The task given to the participants was: "You stand in front of your house on an address Na Zborenci 276/14. To reach the destination use the navigation application. Proceed as if you were alone, but we will be watching you for your safety from a distance, we will also assist you on pedestrian crossings if needed." Then the participant started out.

When the participant reached the destination s/he was asked out his/her subjective judgment about level of comfort ("Was the navigation instruction comfortable for the participant?"), efficiency ("Did the participant think s/he proceeded efficiently?") and safety ("Did the participant feel safe?") (Likert scale 1-5 was used). The factors of subjective judgement were selected differently from the Comparative Study (see IV) as the subjective evaluation was done per route not per segment. After the experiment the participant was debriefed and received their payments.

D. Results and Discussion

All participants reached the destination successfully without any serious problems.

At the second decision point (bevelled corner) two participants missed the corner and described it as "unclear", P03, P04, however they found out that they missed the corner themselves after few meters.

At the second pedestrian crossing (fifth decision point) all participants turned right to face the pedestrian crossing even though they were not asked to. The next navigation instruction asked the participant to turn right, however this did not confused P07, P03, P01. On the other hand P06 and P05 crossed the pedestrian crossing immediately without selecting next navigation instruction, the did it on the other side of the street and they got confused by instruction to turn right and cross the street. P04 reported this as "weird" but was not confused by it.

At the sixth segment (pavement around greenery) all participants followed a curb on a left side along grass even though they were asked to have street on their right hand. P03 described that s/he used street as acoustic landmark on the right and followed curb on the left hand side.

Five participants found entrance to passage without any problems. Only P06 missed the passage and reported that s/he did not hear it. Participants P06 and P04 missed information about slope in a passage (it was steeply uphill).

The most problematic part of the route was segment 11. The problematic part was "the street is bend twice". Five participants reported that they were not sure they did perceive the second bent. P03 and P07 requested directions of the bends to be present in the itinerary. P01 did not have any problems with the bends.

Surprisingly all participants found destination in the middle of the block of buildings (30 meters from the corner) within 5 meter precision.

Subjective judgement. After the experiment we asked the participant about their subjective judgement of efficiency, comfort and safety during the walkthrough. Fig. 7 shows that 33 % of the participants strongly agreed on comfort, 50 % of the participants strongly agreed on efficiency and 33 % of the participants strongly agreed on safety of the navigation instructions. One participant disagreed on safety due to malfunction of acoustic signalisation on a crossing.

E. Recommendations for Design

Following design recommendations were extracted from the findings collected during the experiment:

R5: If the corner is less than 90 degrees use "slightly right/left", if the corner is more than 90 degrees use "sharply right/left".

Some participants did not recognize the corner between first and second segment of a route because the angle was not 90 degrees.

R6: If the pavement does not follow the building on one side, mention land-use on both sides (i.e. "there is greenery on your left hand side, there is street on your right hand side").

The participants followed curb along greenery and not the street. They mentioned they would prefer knowing both sides of the pavement at this segment of the route.

R7: If there are bends on a street mention them and add directions "first right, second left".

The most problematic part of the route was where the street bends twice. Many participants did not perceive the second bend of the street.

R8: Mention pavement slope in passages.

The participants missed description of a pavement slope in a passage.

VI. Conclusions

We developed a method for automatic generation of landmark-enhanced navigation instruction for blind pedestrians, which is based on modification of GIS data structures and development of algorithm for routing and navigation instruction generation in natural language. We conducted a comparative study of landmark-enhanced navigation instruction (Landmark) with metric-based navigation instruction (Metric) with 16 visually impaired participants. Although previous studies [8] show that landmark-based navigation is better for pedestrian navigation, the measured results were inconclusive. However subjective evaluation suggested preference of landmark-enhanced condition. Moreover we provide a
set of design recommendations for creation of navigation instructions related mainly to corners and crossings.

Further we investigated improved landmark-enhanced method (Landmark) in qualitative study with 6 visually impaired participants resulting in additional recommendations related to leading lines or passages. Subjective evaluation suggested acceptance of the users in levels of safety, effectiveness and comfort.

In the future, we will focus on integrating more landmarks such as recessed buildings or traffic sounds.
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Abstract—The paper describes application of the crowdsourcing system to pre-process X-ray tomography images. In this paper, we show the analysis of the crowdsourcing system applied to process tomography imaging to investigate granular flow with aid of tracking particles. Applying crowdsourcing approach coupled with a proper system interface design enhances the performance of the workers and elevates the attitude. We show here how analysis of the proposed systems in terms of user adoption and performance. Proposed interface features are designed based on previous work evaluation in order to reduce the cognitive and physical workload demands.

I. INTRODUCTION

CROWDSOURCING can be a delegation of work to be done, usually such that can be completed with Internet-connected computers [1]–[2], with an open call for people to contribute on an online task where the crowd here refers to an undefined, but aimed to be large, group of participants. Crowdsourcing systems coordinate those workloads to be completed by large groups of people to solve problems that a single individual could not achieve at the same scale, within the same budget or limited time, or a problem at high level of complexity. Another associated concept often revolved is the crowd intelligence that may result in either reaching the distinctive solutions to problems that are not so easily achievable for a single worker or is sometimes called power of averaging over large numbers of solutions to the same portion of work that leads to a perfect solution with no deviations form the correctly done work. Crowdsourcing system has been recently proved as an effective alternative to solve complex and mundane tasks [3] that can be solved by experts or as an alternative option may be distributed to several non-expert human operators that are willing to do the job or fragments of the job and therefore contribute to a joint solution of the problem. Sub-tasking the problem by the system typically lies to specific work flow depend on the problem, in dependent task, crowd system proves effectiveness in results while most of daily problems are more depend and much complex. Such task requires deep trained knowledge and experience that is difficult to formalize it in algorithms [4]. In crowdsourcing applications, contributors invited to accomplish system tasks using the human intelligence and capabilities [5]. During task submission, crowdsourcing serve as tool to gather information from the crowd intelligence. In the other side, the system relies on individual agent defined as expert serving for study and review the data gathered from the non-experts and processed by the core system. This paper focus on developed crowdsourcing system that contributes non-experts crowd for analysis if industrial tomographic images. The system introduce specific interface and features that work for enhance the crowd yield.

II. RELATED WORK

Crowdsourcing systems raised as a sort of mediation between the way computer systems process the surrounding world’s parameters in comparison to how humans sense it. Most of tasks submitted to a widely available crowdsourcing servers (www.mturk.com, www.crowdflower.com, www.crowdmed.com) can possibly be processed by computer systems. Unfortunately due to a number of reasons such as difficulty of tasks, uniqueness, complexity, problems with achieving high accuracy or just the economical settings give rise to the need to use different methods for processing these datasets. Taking into account this work, especially image processing for research purposes is widely noted in [13]–[16]. Another interesting example of this type may be referred to a case of possible submission of the own medical results to the medical community around the world or in search for a diagnosis [17]–[19].

In this section, we review different examples of crowdsourcing applications, which demonstrate advantages of crowdsourcing aspects. Reviewing related work allows better to understand the aim of the paper concerning design and extensions of functionality dedicated to industrial process investigations.

A. Crowdmapping

In 2014, NASA launch a space research project ‘Be a Martian’ [6] based on crowdsourcing approach. The project invite people to mark the craters on mars and size it using bubble-marking interface that compute after user identify a mark. Similarly, The ‘The Milki Way project’ [7] is a research project that looks through tens of thousands of images from the ‘Spitzer’ Space Telescope. At the project website, crowd workers mark in specific platform galaxies, star clusters and space objects. The project give volunteers to enter the unknown or unusual things so they identify and size or telling what they see in the infrared data. After gathering
all this information from crowds, it’s easy to the system to classify and mining it.

B. Crowdsourcing in Journalism

Crowdsourcing is used in journalism to find story topics, information and sources. In recent years, a large amount of popular writing and relatively little academic research have been done in the areas of wisdom of the crowdsourcing, co-creation, and networked journalism. In 2009, the Guardian newspaper used crowdsourcing where readers (the crowd) were invited to investigate thousands of political documents that will help the newspaper to parse the data faster by CrowdSourcing. The online newspaper Huffington Post invited in 2009 their readers to compare the original stimulus bill from the US senate with the compromise. The volunteers asked to mark any the differences precisely identified examples of wasteful spending or corporate give away that aren’t stimulative.

C. Crowdfunding

Crowdfunding refers to funding a project or venture by raising monetary contributions from crowds online. Crowd-funding can be used in variety of purposes for instance Philanthropy and civic projects, Real estate crowdfunding, start-up investments, etc. At Kickstarter one of the famous platforms for crowdfunding, people gather funds for projects and ideas on various topics. In February 2012, a project named 'Double Fine Adventure' [8] collected over three million dollars to make a movie, in what was a record-breaking crowdfunded project. In Crowdfunding, individual investments or donated funds typically are small and the funding power is based on the number of participants and whether investments or donated crowd-funding is an ideally way to quickly fund a project by this it can be better than the traditional funding models.

In this work we propose crowdsourcing system is dedicated to image processing of industrial processes and presents progress presented in comparison to system described in the [3]. As data processed in the system constitutes the image sequences, each person has at his disposal the ability to use not only the spatial information (based only on one image), but also temporal information. The presented system provides additional information to the current image, which is taken from previous images. The time relationship presented on the images is an added feature in comparison to previously presented crowdsourcing systems and should increase effectiveness of work.

III. THE CROWDSOURCING SYSTEM

The developed crowdsourcing system consists of several elements. Besides the data module, significant position is assigned to user interfaces, from customer (researcher/expert) and crowd point of view, also additional module dedicates to improve comfort of users work and thus obtain better results. Before describing crowdsourcing system, we present a short characteristic of X-ray measurement system with a deep explanation in interpretation tomography and radiography images to understand better the problem of analysis experimental data.

A. X-ray tomography visualization

The described system and the proposed approach to image processing and analysis is new solution in terms of industrial process investigations as the standard methods not always give sufficient information [20] - [25]. The images of gravitational flow in silo models were obtained with aid of X-ray industrial tomography system [10] - [11]. Data recorded from X-ray system can be presented in form of 3D images (see fig. 1). However for this kind of data visualization is necessary to stop flow process, in analyzed case stopping of gravitational flow of solid, and rotated silo in space between the source and X-ray detector to have the whole set of projections. The 3D image is result of reconstruction procedure based on 2D radiography images (projections). But such approach, for flow phenomena investigation, forces stopping the flow what can be reason of flow characteristic changes - invasion in process. The better option is to apply the continuous record of data. This solution was used during experiments and results were saved in form of 2D radiography images, an example of single raw radiography is presented in figure 2. Quality of this visualization is lower than the case of 3D images (see fig. 1), what causes more complication in image processing and analysis procedure. The quality of radiography images are resulted of absorption of X-ray radiation by all material located on line between source of radiation and a single pixels on X-ray detector.

In presented investigation was used 2D flat panel detector. The level of signal detected in a pixel, is due to absorption of X-ray radiation by material structure on path between source and detector pixel. The radiography image provides information about average value of absorption level, which is directly related with material concentration. More details about application of X-ray system to gravitational flow of solid can be find in [10].

Fig. 1. 3D X-ray tomography of gravitational flow in silo
After continuously recorded flow in sequence of 2D radiography images was applied correction of the tomo-
graphic images. The result of this processing is presented in figure 3, radiography image for stopped flow, and in
figure 4, radiography image for continuously flow. Further improvement based on normalization procedure allows to
to better visualize center region of silo [11]. Figure 5 presents an example of a normalized radiography image.

As was mentioned the radiography images provide information about the material concentration distribution. On the
presented images (see fig. 3-5) it’s visible the different area of granular material with different level of concentration.
Such flow phenomena is characteristic for funnel flow [9], where in the center of silo material is at lower concentration
than at silo wall - stagnant zone appear. The distinguish of these two area is much easier to noticed in 3D tomography
(see fig. 2) than in 2D radiography image (see fig. 3-5). Non moving material in silo allows to obtain better radiography
image (see fig. 3) than for moving material (see fig. 4). But the influence of breaking flow on process causes different
granular behavior than for free flow.

The main task for flow investigation was analyzed dynamic of gravitational flow in funnel area. In order to achieve
the intended task the tracking particles, with higher X-ray absorption were added to granular material. The algorithm
of image analyzes should provide trajectories of each single particles. It is not easy task to find all tracking particles,
What is visible on figures (see fig. 3-5). The results of automatic image processing algorithm doesn’t provides full
information about all particles [10]. The development of the crowdsourcing system should allow to find more particles
in sequence of radiography images and complete knowledge about flow.

B. System workflow

The system is based on user oriented interface. First, the experts identify the task to accomplish and take series of
X-ray images of the silos. Then, the obtained data will processed for correction and optimization.

The system workflow runs in three steps, first experts how prepare the x-ray data (in this paper there are radiography
images) upload them using the system core into the database. Then the system core can generates tasks from the uploaded
data whenever any person of the crowd access to the tasks webform. The system core here select set of data in the
database that is not submitted yet by the person, from these
collection, tasks are created in form of 7 to 25 images per task in random way. The creation of task is happen at crowd workers side that means every person of the crowd has his own tasks display. At the third step, the worker chooses a specific task the core system task the task frames into specific interface for analysis of frames. Once worker launch his work submission the system core collect the frames mark data in structured form and save it into the database for later data mining.

C. System interface

Each workers’ crowd member can browse the automatically generated task with information about the number of frames like presented on figure 6, then he could choose the one to accomplish. The system redirects the worker to an appropriate interface where all task frames are presented in slide show display together with variety of tools developed to enhance the task performance in time and quality meaning.

D. Task web interface

Once the worker chooses a task to accomplish automatically we be redirected to the another web-interface dedicated to analysis of the tomographic image. The new interface informs the worker at the very begin about the next interface component, features available to help him in doing the task and timing count for his work per frame in background. This interface is presented in figure 7. Such tool panel on the right-hand side is well known in other domains of crowdsourcing applications, but has not been reported for analysis of research tomography images yet.

E. System Features

1) Interface interactivity: In each frame, worker has to mark with double-click each particle that appears to him in the current frame.
   • Double-click on mark will remove it from the frame.
   • Single-click on mark will result to be selected.
   • Moving the mouse on keep the mouse-key down will let the particle to move according the mouse coordinate in the frame.

2) Frame adjustment: Furthermore, the interface offer on the right-hand panel more features to adjust and ease the job of visual working on the tasks.

First a workload progress bar on the top right shows the progress of the job. Next, a frame caption below shows the index of current frame over the total number of processed frames. The user can browse between the frames easily while doing the task so he can learn from the changes in frames to identify the mark. The interface offer an image processing functions to adjust the current frame. The adjustment of frame brightness help the user to recognize better a particle inside the silo that was not well visible for him in the regularly displayed x-ray frame (as shown on figure 8).

3) Particles visualization: The system has an ‘eye-bar’ appear below the brightness control allows the worker to review his particle trace of previous frame on the current frame (reviewing by hide and show the others frame particles). this feature work for increasing the performance of the worker in the frame.
IV. PRE-STUDY & RESULTS

System was firstly tested and evaluated by experts (2 people with skills in system design, X-ray image analysis, flow process analysis knowledge and previous experience with scientific images crowdsourcing systems). Experts prepared content of the test for the regular users’ study. During the study and the evaluation on the system, we conducted tests with 7 non-expert workers completing the tasks. The workers were asked to accomplish task of 41 frames. Chosen frames were a fragment of a time series of X-ray consecutive radiography images and were specially selected to constitute a relatively difficult dataset in terms of marking trace particles. The results are archived by the system after every frame submitted by the workers. Besides the regular study goals, we also inquired workers about their experience in different aspects of using the system and this feedback help us in qualitative evaluation of the system performance.

A. System-side results

Since the main goal of the system is to enable correct identification of the trace particles the proposed design aimed at supporting to achieve this goal. Figure 10 shows an example of results where plots of different colors indicate the number of particles marked by the users for consecutive frames. These results were obtained only with possibility to change the brightness (no temporal hints). One can see a specific spread of counted values, however experts assessed these results as acceptable provided the quantitative analysis (visual inspection) shows that missed particles are not significant regarding the domain analysis. Including the temporal factor into the workflow, i.e. enabling users to use previous frames’ results as well as possibility to browse frames back and forth significantly reduced the spread of particles count for different workers. The min difference between expert results and crowd study results decreased from 7% to 1% while max difference decreased from 24% to 9% and in general lead to equalize the results of the crowd, approaching the number expected by experts.

Figure 11 shows the marked particles pointed out by the crowd on the images. The particle easiest to find, located at silo wall, are marked by all workers. The main problem is the discrepancy visible in the funnel area of the flow (central zone of the image). However, when using the temporal options of the interface results tend to the similar homogeneity as for the by-the-walls zones that proves our concept of using additional information in order to ease the process of finding the particles and increasing the accuracy of the system.

In this situation, the system applies basic algorithm to compute real number of particles. In order to do that system considers a particle where most of users marked circles close to anothers’ marks by applying an unsupervised clustering at high inner criteria measurements.

B. Human-side results

The other type of analysis we did concerns the crowd workers performance but this time it is associated with the other factors of humans’ work disregarding the numerical results of particle counted. The analysis of these additional parameters is expected to give insight for further system development. One of the core modules is the time meter recording the period spent by the worker on each frame within the task. It may give some information about the difficulty of the task (or a given frame; especially if the particle count of the different workers for this frame has a large spread of values) but it require a longer study and more participants to derive specific conclusions about that. The system notifies the worker about timer counting per frame before launch the task. The timer feature count time per frame with possibility of browsing the collection back and forth and this enables to measure the performance of the system for the crowd in different frames. Figure 12 shows a heat map of a single experiment where each column represents time performance of a single worker in time from the bottom up to the top for all 41 frames. Yellowish colors indicate more time spent on a single frame while navy blue corresponds to shorter processing of a single frame. After experiments a survey was conducted. Workers answered 8 questions related to task demands and system features. Figure 13 shows a subjective performance in a perceived sense of time users felt themselves in completing the task.

Workers were also asked about the perceived workload in
Fig. 12. Work-time per frame for all users.

Fig. 13. Crowd workers perceived self-performance.

terms of effort, frustration level, learning, mental, temporal and physical aspects during accomplishing the task. Results are given on figure 14.

Fig. 14. Results on subjective crowd workers' feedback about perceived workload during the study.

The workers feedback reflect the computation advantage in realizing, the learning level is 20% as average and reach zero even. This indirectly means that the majority of workers do not browse the collection of frames to learn how to identify the particle. This is interesting since the flexibility of the interface was a very demanded feature by the experts. The conclusion for future is to take a deeper look into this aspect. One of the possibility is that the initial training of the users before the experiment/task has to be more detailed.

The level of physical demand is nearly the same this back to the efficacy of the features in the system interface. We have asked the crowd how much the interaction with mouse and brightness control was helpful in accomplishing the frame analysis. The results are promising as presented on figure 15.

Fig. 15. Crowd workers feedback on system features.

V. DISCUSSION & FUTURE WORK

When looking a the results for a system and humans as interpreted in the previous section we noticed a significant level of effort demand against the physical demand beside similar level of frustration. This a general and widely known problem concerning repetitive tasks and can be explained in a way that worker marks the particles in the frame and the same for the rest of collection even with the eye bar feature that reduces at him computing mark again and it may get higher harder if the choose a large collection to work. To enhance the system framework for better feedback results, we work on changing the manner how the work must perform to accomplish a task, so we may aim to decrease the effort by mouse clicking with automatically displaying the previous frame marks to the current and the worker will have just to drag the copy-particle to their new position. However, the previous experience of the experts reveal that this solution may be perceived as distraction for some workers. Therefore, flexibility of the interface in this aspect is required.

In order to cope with high complexity during the clustering of marked particles future work on parallelisation of trajectory calculation with the work of crowdworkers at the same time when he mark the particles may be considered.

Finally, we work on technique that tight the visual search space for the worker. We expect that the implication of this technique in the crowdsourcing system will result in decreasing the effort, mental, physical and temporal demand and at the same time hopefully increase the feasibility and scalability of the crowd system. Heading for these improvements will lead us to semi-automated crowd system that may be comparable with possible automatic algorithms in this complex problem. It seems to be interesting to utilize the eye tracking system to find out how worker use
crowd system [26]. Results will allow to improve the system from worker point of view. Similarly hands gesticulation recognition can be very useful to explore new direction of human computer interaction development in crowdsourcing based system [12].

VI. CONCLUSION

In this research study we analyzed the design aspects of crowdsourcing system developed for the investigation of gravitational flow with aid of X-ray images. The results are presented on the background of the distinct elements of system design. The additionally introduced features of brightness and especially a feature allowing to use the temporal information, i.e. browsing frames of the current task back and forth allowed to obtain more stable results; less diverse distribution of results delivered by different workers was observed. From the further research on the scientific crowdsourcing systems point of view, the presented heat map is a valuable tool for quantitative estimation of workload per frame since it enables analysis of time spent as well as another valuable information about how often workers used back and forth option. The designed system allows to generate dynamic tasks at worker-side. With the task interface features, we get satisfactory results from the experiments that build on the earlier published work for similar application. The crowd study on the system shows the system feasibility in solving the target problem and improvement in some aspects of the interface performance over the previous design for investigation of industrial flow processes.
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Abstract—The article describes the idea of detecting stress among programmers on the basis of keystroke dynamics. An experiment with a group of students of artificial intelligence classes was performed. Two samples of keystroke data were recorded for each case, the first while programming without stress, the second under time pressure. A number of timing and frequency parameters were calculated for each sample. Then statistical analysis was performed to evaluate the significance of keystroke parameters changes. It turned out that some of the defined features might be indicators of being stressed.

I. INTRODUCTION

Stress is nowadays present in most occupations. IT professionals is one of the groups that is exposed to stress the most. There are many reasons for such situation, e.g. deadlines, pressure from clients, high workload [1]. Some research has been made to show that emotions have impact on software developers’ productivity [2]. Moreover, negative emotions such as stress may also influence employers’ physical health and their mental state. Therefore it is worth detecting them and, if possible, reacting adequately to alleviate negative effects.

Affective computing, a domain intensively explored in recent times, meets the needs of the above problem. It “relates to, arises from, and influences emotions” [3]. Affective applications implement not only emotion recognition methods, but also interpret and react to the recognized affective states. One of possible areas of applying affective methods is software engineering, where emotion recognition may be used to improve software development process [4].

Various input channels may be considered while designing an emotion recognition tool, i.e. visual [5], depth [6], audio [7], textual [8], physiological [9], standard input devices [10]-[15] or multi-modal input [16]. Not all of them seem practical in any situation, e.g. physiological signals not only require specialized devices and disturb computer users, but these measurements are also disturbed by motions typical for human-computer interaction [17].

Analyzing keystroke dynamics and mouse movements is completely non-intrusive, as it does not require any special hardware and may be invisible for users. The aim of this study is to answer a question whether or not stress caused by time pressure influences programmers’ keystroke dynamics.

II. RELATED WORK

There is a number of research studies on recognizing emotions on the basis of keystroke dynamics [10]. They deal with a number of problems, i.e. inducing emotions, collecting and labeling data samples, defining and calculating characteristic features and finally training and testing the models. Various solutions are designed to be applied for different emotional states. In some cases a number of emotions are recognized. Other works focus on detecting one selected emotional state.

In [11] for example an experiment on recognizing stress on the basis of keystroke and linguistic features has been presented. The stress was induced by giving some stressful tasks to the participants. Several machine learning techniques were applied to solve that task, i.e. SVM, k-NN, neural networks, decision trees and AdaBoost. It was possible to recognize cognitive and physical stress with accuracies 75% and 62.5% respectively. The authors also showed there was a strong relation between the emotional state and the use of backspace, delete, end, arrow keys and also the time per keystroke and pause length.

Another example of stress recognition was presented in [12]. In this case stress was only one of fifteen emotional states recognized during usual computer activities, e.g. using word processor, sending e-mails. Applying decision trees let recognize some of the emotions with high accuracies 77.4-87.8% (confidence, hesitance, nervousness, relaxation, sadness, tiredness) if the recognition was based on fixed texts. Stress was not one the best recognized emotions.

Detecting stress is an important issue in e-learning systems. A framework for stress detection system applied among Moodle students has been proposed in [13]. The authors of that idea not only chose to analyze keystrokes measured as frequency and intensity of keyboard usage, but...
also information from mouse, webcam, touch screen and accelerometer.

In [14] an intelligent tutoring system, which recognizes boredom and frustration on the basis of keystroke and mouse dynamics, is presented. The data in this study were gathered from students learning a programming language by performing programming tasks and then filling a short questionnaire about the level of the two mentioned emotional states. The obtained accuracies for boredom and frustration were over 83% and 74% respectively.

Another approach to stress detection has been presented in [15] where the possibility of using a pressure-sensitive keyboard and a capacitive mouse to discriminate between stressful and relaxed conditions was investigated. It turned out that under stress the typing pressure increased and more contact with the surface of mouse was observed.

This study focuses on the possibility of detecting stress among programmers by analyzing their keystroke dynamics. The essential assumption of the presented experiment was to perform it in a real-world stressful situation.

III. EXPERIMENT DESIGN AND METHODOLOGY

A. Research objective

A hypothesis stated in this research is that a programmer’s keystroke dynamics change depending on whether or not he or she works under stress caused by time pressure. To verify this idea a proper experiment among programmers should be performed. This study might be treated as a preliminary experiment enabling to reveal all issues necessary to be taken into account before starting to cooperate with a group of programmers in their real life working environment.

B. Participants

Two groups of computer science students have been asked to take part in the experiment in order to collect data. They attended a course on artificial intelligence, where different tasks were solved using Matlab. Each group took part in three sessions performing three different tasks. Only those students, who agreed to participate in the experiment, were collecting the data.

C. Data collection procedure

To collect data coming from keyboard, an application running in background was used [18]. The students started the application themselves at the beginning of a session. The application did not disturb them in any way. Each session was organized in a similar way, as it always happened during that course. The fact, that some keystroke data was gathered, did not cause any changes in the standard way of class conducting, already experienced by the students. During the first part they were supposed to write a piece of code in Matlab script to implement a fragment of an artificial intelligence method. They were given instructions and prompts, both verbal and on the blackboard. They were given clues, when they asked for. Then another task from the same domain, was given to them. This time the students were supposed to solve it individually. They were given specified amount of time for this and they were evaluated at the end. All keystrokes were recorded by the application running in the background. Although the students knew about data recording, they did not know the details of the experiment, especially the stated hypothesis. They only knew the keystrokes would be analyzed later. This was to prevent from intentional change of keystroke behaviors.

16 students took part in the data collection phase, some of them in all three sessions, some in two, and some in one session only. Eventually, 36 data samples were collected, each consisting of two parts. The first part of a sample contained keystroke data from the first part of a session, when stress should not have appeared. The second subsample contained data from the second part of a session, i.e. when the students were working under time pressure.

D. Data preprocessing

The first stage of data processing was segmentation. The whole sequence of keystrokes was split into many shorter sequences depending on the presence of pauses. No one types continually. Every programmer types and stops for a while or a longer time. To identify the limits of typing sequences an idle threshold has been introduced. If the time between depressing a key and pressing the next one exceeded the idle threshold, then the split was made. The greater the value of the threshold the longer keystroke sequences were extracted. All timing characteristics described later in this section were calculated regarding the extracted partial sequences. The segmentation was performed for different values of the idle threshold: 0.3 s, 0.5 s, 0.7 s, 1 s. It lead to creating four sets of data to be analyzed.

E. Feature extraction

After segmenting the data, feature extraction procedure was performed. A number of parameters was calculated from raw data. They may be divided into the following groups: digraph features, trigraph features, special digraph features, frequency features and typing speed.

Digraph and trigraph features are timing characteristics for two-key and three-key sequences. They are all based on parameters commonly used in keystroke dynamics analysis, i.e. dwell time (the time a key is pressed), the time between releasing a key and pressing the next one, the duration of key sequences (the time between pressing the first and depressing the last key in a sequence) and the times between subsequent key presses. Moreover, the number of events for a digraph or trigraph was also calculated. These are the numbers of all key down an key up events in a graph, so it is usually 4 for a digraph and 6 for a trigraph. Sometimes, especially when a user types quickly, it happens that a user presses the next key before depressing one. In such cases additional events may appear between those coming from a graph and then the values for these attributes may differ from 4 or 6. A data
Some digraphs have been treated as special sequences in the case of this applications. These are digraphs containing either left or right shift key as the first one. Digits, operators, brackets, which require using shift to enter them, are common characters while programming. Therefore some digraph parameters were calculated for digraphs starting from the left and the right shift. The detailed list of these characteristics is presented in Table I.

Another group of features are frequency parameters. In contrast to digraphs and trigraphs they do not describe keystroke rhythm. Some of them may indicate the way users make corrections (backspace, delete), move across the code (pgup, pgdn, home, end, up, down, left, right), take care of programming style issues. For example the percent (%) symbol is used in Matlab to start a comment. The frequency was calculated as the number of a selected symbol to the total number of keystrokes. One of the frequency features was calculated in a different way, i.e. the number of capital letters to the total number of letters. The complete list of frequency features is shown in Table I.

Finally, the typing speed, which indicates the number of keystrokes per second, was calculated.

The total number of parameters calculated was 58, which is rather high. Some of the features are redundant. E.g. digraph duration is the sum of dwell times for the two keystrokes and the time between depressing the first and pressing the second key. However, in this study, this set of features is not going to be used for classification purposes for example. That is why dimension reduction is not priority. The aim of this research is to find out whether some of the parameter changes might be caused by stress. Therefore statistical analysis was performed for each of the proposed 58 features.

F. Statistical apparatus for data analysis

To verify the stated research hypothesis a statistical test should be applied. In this case dependent t-test was used. This is a proper test when the data from a person are gathered several times and their changes are investigated. The advantage of analyzing the changes, not the values themselves, is also the fact that in this way differences between the subjects may not be taken into account. In the case of this experiment the difference between the participants and between keyboard types are hidden by analyzing the values changes only.

The keystroke statistics of a person performing a task are measured twice, i.e. while coding without being evaluated and then while writing under time pressure a piece of code to be evaluated. The question is whether the changes of the values of keystroke parameters are significant. To answer this question the dependent t-test of the following form may be used:

$$ t = \frac{d}{s_d \sqrt{n-1}} $$
where \( \bar{d} \) is the mean difference between the values of two measures obtained in two situations; \( s_d \) is the standard deviation of the differences; \( n \) is the number of degrees of freedom, i.e. the number of pairs of samples, for which the difference is calculated. Because of the fact that no assumption is made on the direction of the observed changes, i.e. keystroke parameters may either increase or decrease, the applied t-test should be two-tailed.

IV. ANALYSIS OF RESULTS

A. Results

The values of t-test were calculated for all defined keystroke parameters and the corresponding levels of significance (p-values) have been presented in Table II. Only the features, for which t-statistic exceeded critical value for \( p=0.05 \) have been shown.

The results are divided into four sections obtained for different values of the idle threshold. Moreover, each section (table column) is divided into three parts depending on the observed level of significance of parameters' changes. The three subsections correspond to \( p \leq 0.001 \), \( 0.001 < p \leq 0.01 \) and \( 0.01 < p \leq 0.05 \) respectively. As it can be seen from Table II, about half of the parameters change significantly. The differences among the results obtained for different values of the idle threshold are not very clear. The number of significantly changed features is lower for the lowest threshold of 0.3 s. It can be noted that the subsets of parameters are quite similar. Most features appear in all four sections (columns). It is possible to indicate the parameters which seem to be the best indicators of keystroke dynamics changes. These parameters are potential candidates to be analyzed in a stress detection system.

### Table II.

SIGNIFICANCE LEVEL FOR FEATURE CHANGES OBTAINED FOR FOUR SETS OF DATA GENERATED FOR DIFFERENT IDLE THRESHOLD VALUES

<table>
<thead>
<tr>
<th>Feature</th>
<th>idle threshold = 0.3 s</th>
<th>idle threshold = 0.5 s</th>
<th>idle threshold = 0.7 s</th>
<th>idle threshold = 1 s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p-value</td>
<td>p-value</td>
<td>p-value</td>
<td>p-value</td>
</tr>
<tr>
<td>di_09</td>
<td>0.00002</td>
<td>0.00000</td>
<td>di_09</td>
<td>0.00000</td>
</tr>
<tr>
<td>Speed</td>
<td>0.00029</td>
<td>tri_09</td>
<td>tri_09</td>
<td>0.00003</td>
</tr>
<tr>
<td>tri_09</td>
<td>0.00067</td>
<td>tri_10</td>
<td>tri_13</td>
<td>0.00009</td>
</tr>
<tr>
<td>di_07</td>
<td>0.00091</td>
<td>di_07</td>
<td>di_07</td>
<td>0.00011</td>
</tr>
<tr>
<td>tri_13</td>
<td>0.00102</td>
<td>tri_12</td>
<td>Speed</td>
<td>0.00033</td>
</tr>
<tr>
<td>tri_15</td>
<td>0.00133</td>
<td>tri_13</td>
<td>tri_03</td>
<td>0.00041</td>
</tr>
<tr>
<td>di_03</td>
<td>0.00140</td>
<td>Speed</td>
<td>tri_03</td>
<td>0.00004</td>
</tr>
<tr>
<td>di_L_04</td>
<td>0.00155</td>
<td>tri_15</td>
<td>tri_03</td>
<td>0.00001</td>
</tr>
<tr>
<td>tri_03</td>
<td>0.00215</td>
<td>di_03</td>
<td>di_03</td>
<td>0.00080</td>
</tr>
<tr>
<td>di_L_01</td>
<td>0.00244</td>
<td>di_01</td>
<td>tri_10</td>
<td>0.00117</td>
</tr>
<tr>
<td>di_R_03</td>
<td>0.00559</td>
<td>di_L_01</td>
<td>di_L_01</td>
<td>0.00140</td>
</tr>
<tr>
<td>tri_10</td>
<td>0.00664</td>
<td>di_12</td>
<td>di_L_04</td>
<td>0.00329</td>
</tr>
<tr>
<td>di_L_02</td>
<td>0.00713</td>
<td>di_L_04</td>
<td>freq_BCKSPC</td>
<td>0.00653</td>
</tr>
<tr>
<td>di_R_04</td>
<td>0.00849</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.00850</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.00954</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.01230</td>
</tr>
<tr>
<td>freq_RIGHT</td>
<td>0.01230</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02000</td>
</tr>
<tr>
<td>freq_LEFT</td>
<td>0.01236</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02013</td>
</tr>
<tr>
<td>freq_RIGHT</td>
<td>0.01727</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02020</td>
</tr>
<tr>
<td>freq_LSHIFT</td>
<td>0.01734</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02080</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.01898</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02166</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.02035</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.02166</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.02939</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.03301</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.03468</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.03301</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.03468</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.03301</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.04214</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.04220</td>
</tr>
<tr>
<td>freq_ENTER</td>
<td>0.04584</td>
<td>freq_BCKSPC</td>
<td>freq_BCKSPC</td>
<td>0.04960</td>
</tr>
</tbody>
</table>
### Table III. Number of features changed significantly

<table>
<thead>
<tr>
<th>p-value</th>
<th>Idle threshold</th>
<th>0.3 s</th>
<th>0.5 s</th>
<th>0.7 s</th>
<th>1 s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≤ 0.001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.001 &lt; p ≤ 0.01</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>0.01 &lt; p ≤ 0.05</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Task 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≤ 0.001</td>
<td>9</td>
<td>14</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>0.001 &lt; p ≤ 0.01</td>
<td>11</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>0.01 &lt; p ≤ 0.05</td>
<td>13</td>
<td>7</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Task 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≤ 0.001</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>0.001 &lt; p ≤ 0.01</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>0.01 &lt; p ≤ 0.05</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Most of the top parameters are digraph and trigraph characteristics, e.g. mean digraph duration (di_09), mean time between depressing the first and pressing the second key in a digraph (di_07), mean dwell time for the second key (di_03), mean time between pressing the second and the third key in a trigraph (tri_09), mean dwell time for the second key in a trigraph (tri_03), mean trigraph duration (tri_15). Typing speed also turned out to change significantly. Some parameters calculated for digraphs starting from the left shift, i.e. mean time between pressing the left shift and the subsequent key (di_L_01) and standard deviation for digraph duration (di_L_04). Regarding the frequency features, it may be observed that only five keys seem to be worth taking into account. These are: backspace, right arrow, left arrow, enter. It confirmed some observations made in other studies [11].

The mentioned observations have been made on the basis of data coming from different people. It is possible that analyzing the results individually would let draw different conclusions. First of all the idle threshold could be adjusted regarding one’s typing speed. Then the subsets of significantly changed parameters could be also found individually. However, it would require gathering more samples from one person performing different tasks.

**B. Limitations**

Although significant changes for some of the defined characteristics have been observed, these results should be analyzed with precaution. The experiment was not free from limitations.

The first issue, which should be discussed, is the difference between the results obtained for different tasks. As it has been mentioned in Section III C, the 36 samples were collected while performing three different tasks. The number of samples form the three tasks was 15, 12 and 8 respectively. The significance of feature changes was also estimated for each task independently. Table III contains numbers of features found to change significantly in each case. Only a few parameter changes turned out to be significant in the case of task 1, whereas for other two tasks there were more of them. One of the reasons for this difference is the fact that the level of difficulty of the three tasks was not the same. The first one was the easiest although it required more coding than in the second case. The second task was more difficult but in this case the students were supposed to spend some time on designing before starting coding so the amount of code written was smaller. The third task was the most difficult and it required the highest number of code lines to be written. Moreover, in all three cases the students were precisely instructed during the first part of the lesson. The blackboard was used to explain the details of the problems being solved. In the case of the second and the third task more instructions were given on the blackboard and it was possible to make use of it by copying some of the lines to students’ code. The amount of rewriting in the first task was much lower. During the second, i.e. the stressful, part of the lesson, no lines to be copied were given on the blackboard. Although few lines could be written by copying from the blackboard, keystroke dynamics with rewritten fragments might be different than without it.

It should be also noted that some of the features turned out to be useless, e.g. the frequency parameters for the pgup, pgdn keys. It was because of the specificity of the three given tasks, which did not require writing many pages of code. However, in real programming environments, these parameters could be worth calculating. Possible different behaviors are worth paying attention, e.g. either pressing pgdn/pgup quickly many times or keeping it pressed for some time to move down/up.

Another limitation of this study is neglecting the fact that people are not equally prone to stress and they react to stress in different ways. There are some factors such as marital status, age, gender, income, experience, which have been found as having influence on individual stress level [1]. Some of these factors (e.g. age, experience, income) were not present in the case of the presented experiment, due to the peculiar study group of students attending the same class, but some of them still remained.

Finally, it has to be highlighted, that although the stressful situation was induced in a way, there is no certainty that the participants were really stressed, because they were not asked for any self-assessment at the end of each session. The only way to make sure that the task given to the students really induced stress would be applying one of numerous questionnaires which cover a wide range of symptoms induced by stress and are used in the field of psychology [19]. Another interesting approach would be incorporating some physiological measurements, which could be indicators.
of stress. However, this would require usage of special devices and coping with the problem of the sensitiveness of some biometric sensors to finger movements [16][17]. Thus it could not be implemented in an experiment performed in a real life situation as the one described.

I. CONCLUSIONS

The results of the presented survey may be treated as the preliminary ones, which could be useful in designing a deliberate experiment to be performed among programmers. Regarding the mentioned issues it can be noticed, that more factors should be taken into account to make sure on the influence of stress on programmers’ keystroke dynamics. The presented results give some clues: the tasks performed with and without time pressure should be similar in the sense of difficulty and length, as possible; effort should be made in order to ensure similar working conditions; the idle threshold should be adjusted individually depending on the typing speed. Finally, the experiment results should be also compared to the results of a proper psychological questionnaire.

Moreover, some other ideas could be explored. One of the most interesting ones is adding to the set of analyzed parameters the timing characteristics specially defined for a given programming language. It could be for example key words and also common sequences of symbols instead of calculating all digraph and trigraph parameters.

Another interesting idea is to incorporate information from mouse as well. There are some known studies on recognizing emotions from mouse movements [10]. Such analysis could be adapted to a given programming environment by tracking the way it is operated, e.g. using menus, moving across various windows etc.

The observed changes in keystroke dynamics are also worth investigating in another application, i.e. intelligent tutoring systems. Analyzing keystroke changes could be applied to detect specific situations, that might reduce the efficiency of the learning process.
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Abstract—Proper break taking during office work is necessary to prevent musculoskeletal disorders and reduce the risk of heart disease. We present APOEW—an avatar for preventing continuous office work without taking breaks. APOEW is a system that uses a personalized robot avatar to encourage proper break behaviour during office work. The avatar signals the need for a break by stooping. The system was designed to be unobtrusive and blend well with the office environment. The avatars are customisable in order to enable users to design their work environment freely. We conducted a user study where we observed developers working in front of their computers next to the avatar. Preliminary results indicate it has no negative impact on the work environment and users are intrigued by the system. Moreover, a survey on attitude to our concept reveals interesting and positive feedback that will help to develop an APOEW system further.

I. INTRODUCTION

THE SEDENTARY nature of office work is universally recognised as detrimental to health [4]. Employees are advised to take regular breaks as this results in benefits to cardiovascular health. Yet, workers often forget about the need for breaks for a variety of reasons. As digital artefacts have already pervaded the work environment and users often have multiple devices present on their desks, we propose introducing an additional object that would remind workers of taking regular breaks. APOEW (pronounced ape-oh) is a humanoid physical avatar robot that alters its posture to suggest a break is needed. We designed an avatar which can easily integrate with the work environment and attempt at persuading the user to take a break without disrupting the work. Being a humanoid robot, it visualises possible negative changes to the user’s posture if a proper break regime is not followed. In the remainder of this paper, we present the past work that motivated the creation of APOEW and describe the design process of the avatar. We then provide details about the implementation of the system and report on a preliminary user study. This paper concludes with a discussion of future directions for the design of tools that support proper posture and break taking.

This work-in-progress paper contributes: (1) the design and implementation of a persuasive physical avatar aimed at promoting a proper break regime in office work and (2) initial design insights for future work on personal avatars in office spaces.

II. RELATED WORK

Personal avatars (both virtual and physical) have been used for a variety of purposes such as remote collaboration [10] or instant messaging [11]. Past research indicates that avatars can have a persuasive effect and it has been observed in virtual worlds [6]. Our work explores how physical avatars may influence users and promote a particular behaviour. We also build on the fuzzy avatar [3] concept (i.e. an avatar that does not provide direct messages, but merely offers hints) and thus explore ambiguity as a factor in persuasion.

Design interventions in workspaces have a long history in Human-Computer Interaction (HCI). Our work is particularly concerned with systems that attempt to change user behaviour in the work environment and measure office activity. Miro [1] informed office workers on the overall emotional climate in the building. The Clouds [12] attempted at persuading users to use the stairs instead of the lift. These works inspire our research as they prove that introducing new artefacts to office spaces can benefit the communities of office workers.

As we interpret APOEW as a system that addresses the domain of designing persuasive technology [2], our work is highly influenced by past achievements in this domain. Nakajima et al. [9] used persuasive technology successfully to promote healthy habits such as brushing teeth. Hong et al. [7] addressed posture issues while working with computers through a flower-shaped avatar, which provided real-time feedback. A similar approach can be found in [14], where an abstract shape of avatar is designed to reflect human behaviour. Morris et al. [8] investigated how proper break behaviour may be elicited by encouraging hands-free interactions during breaks. Hailer et al. [5] used a sensor chair to provide posture feedback through digital and physical means. Also [13] addressed the problem of sedentary lifestyle, but with the use of an ambient display. APOEW is interestingly different from the above past work as it uses a partly ambiguous physical avatar and its feedback is based on cumulative data.

III. DESIGN

Our design work was influenced by personal avatars described in past work as well as previous deployments of interactive technologies in office spaces. We imagined a scenario where an office worker could place a humanoid robot on their desk. The avatar would be personalisable in order
to make it blend well with the rest of the office space and add a personal touch to the desk. In spaces where desks are assigned dynamically, it could function as an easy way to make the space cosier. Continuous, accumulated avoiding of the necessary breaks would result in APOEW stooping. It would also use audio output in extreme cases when a break is really needed. While audio output is bound to cause a distraction, we reckoned that actively refusing to take break must be prevented using more direct means. This action would serve as a direct persuasive factor to suggest a break is much needed. Fig. 1 presents the design of APOEW in the form of design sketches.

Our system also explores ambiguity as resource for design. We aimed for APOEW to provide persuasive cues that are not obvious and do not simply impose particular behaviours on the user. We decided to use a humanoid robot as we believed it would make the user reflect on the long-term effects of not taking regular breaks during office work. Customisable clothing would enable the user to make the desk space more personal. We aimed for making it possible for the user to have the avatar represent them. This would potentially trigger additional reflection potential. Furthermore, we enabled the user to notify the system of actually taking a break by pressing a button on the back of the robot. As the robot was designed to stand next to the computer screen, this would require some movement, perhaps prompting a break, even if the user intended to cheat the system. As our design goal was reflection and realising the importance of break taking, we opted for selfmonitoring instead of an elaborate activity sensing system.

IV. IMPLEMENTATION

APOEW was implemented iteratively and two major research prototypes were studied so far. First one was prototyped with the Lego Mindstorms NXT robotics set. There were two robots programmed using Java for the initial user study of the system. This prototype employed a single NXT controller, ‘intelligent bricks’, based on 32-bit Atmel AT91SAM7S256 main microcontroller (with 256 KB flash memory and 64 KB of RAM). The robot was additionally equipped with a custom ‘backpack’ with the RaspberryPi and dedicated speakers, so that the robot could play sounds of higher quality than those provided by the NXT platform and produce synthesised speech. Three motors and two touch sensors were used to move the humanoid body, allow it to stoop and facilitate user input. Custom-made clothing was made for the robot using paper and cloth. Fig. 2 depicts the constructed and programmed humanoid robot next to a programmer at work.

A schedule for changing the avatars posture according to continuous work time was implemented. The robot would move slightly after 50 minutes without a break to signal that a work cycle was about to end. A more significant movement informed about a full cycle ending, after 55 minutes of work. After 65 minutes, the posture of the robot changed significantly and, after 75 minutes, sounds were produced. These effects were even stronger if the worker was skipping multiple breaks during a day.

V. INITIAL EVALUATION

We conducted a preliminary user study to assess the effectiveness of APOEW, verify the design assumptions and investigate the user experience created by the avatar.

APOEW was deployed in a controlled office environment. Four office workers (two developers and two graphic designers) from a local IT company were recruited for the study that lasted for three days. As work behaviour data was being gathered, a detailed privacy policy was presented and explained to the participants. We monitored two workers at a time using a video camera. A total of 96 hours of video was recorded (4 workers x 3 days x 8 hours). The first day of the study was used as a sample workday for comparison purposes. APOEW was introduced to the office space on day two. After the conclusion of the study, we performed semi-structured interviews with the participants.

Three researchers performed independent qualitative analysis of the video and interview material. A joint discussion session was then held and observations were made. The introduction of the avatars to the office space drew attention...
of the participants. They were intrigued by APOEW and immediately started discussing its purpose. The participants quickly proceeded to personalize the robots on their desks, by adding features related to hobbies or favourite movies. The extra attention generated by APOEW suggests that our future work should concentrate on a long-term study of the system where the novelty effect of APOEW will be minimised. This is why this work-in-progress paper does not report quantitative data on the break taking behaviour of the participants. We also noted that the implementation of the prototype needs improvements — the noises generated by the servomotors may cause unintended distractions.

The next study was conducted using Bioloid robots and a prototype of a fully functional, yet not final, version of the system, i.e. we also prepared a set of sensors to be roughly mounted on top of chairs - on top both of the seat and back of the chair. Such a design was to provide the automatic control of the system since the sensors were supposed to communicate the fact of the chair being released by the user and for how long, as well to trigger the APEOW procedure for persuasion if the chair is eventually not empty for at least 5 minutes. However, due to communication problems we were not able to conduct a proper study at that time. Fig. 4 shows the robot during the study with a Bioloid design (left-hand side of the picture) and a sensors prototype shown on the top: seat and back of an office chair. 2 Workers were monitored by 2 days each that gives in total 32 hours of this second design test.

In the interviews, users expressed their satisfaction at the fact the work environment became more attractive with the introduction of APOEW:

I really like this little fella. His bright clothing makes the office cosier.

The participants also wondered what would be the long-term effects of the system and suggested alternative uses or even peer pressure:

I'd like to see what happens when he stays here longer. I could also use this to see how in fact my friend is working or even pressure him to take a break through my avatar. And, I can dress him as Iron Man.

Overall, we can conclude that APOEW can potentially be integrated into an office environment and users are willing to consider the possibility of introducing personal avatars to their workspace. Privacy is a concern and we will aim to address that issue in future work. Further studies are required to measure the persuasive effect of APOEW.

In order to conduct further development of the project a survey was conducted to gain broader knowledge about the attitude towards the proposed concept. Fig. 5 shows the sequence of photos illustrating the consecutive phases of the APEOW persuasive movement.

N=198 people responded to our survey including 41.4% women and 58.6% men. 47.3% working, 27.3% working and studying, 23.2% studying and 2.5% unemployed or retired. 47.2% of workers are employed in big companies related to IT business (1000+ employees). Results of the survey revealed that 59.6% declare that they do or try to do periodic breaks from sitting work while most of people (between 68.9% to 88.6% depending on the issue inquired) shown great concern about possible negative results of refraining from conducting these breaks. Feedback shown that majority of respondents express their positive attitude towards the concept as the following data show: Idea assessment: 58% positive vs. 21.2% negative and 20.8% neutral. Anticipated efficiency: 41.4% positive vs 26.8% negative and 31.8% neutral. Possible interfering with the work expected: 31.8% confirm vs. 43.4% not agree and 23.8% neutral. Expected deterioration of the work conducted: 16.6% confirm vs. 67.2% not agree and 16.2% neutral. As one can see from these numbers the APEOW concept was warmly welcomed by the respondents with more then half supporting the main idea and only nearly one fifth being explicitly against it. One third of users see potential interference with the work conducted positive generally but at
the same time only about 17% foresee substantial disruption of the work and more than 67% not anticipating any significant issues with it. Another interesting result shows possible ideas for how the proposed APEOW concept could work: Conviction of possibility to modify the look of the APEOW may strengthen its impact: Agree 36.4% vs 33.9% disagree and 29.7% not sure. Willing to personalize own APEOW: 60.6% by look: 38% using sound/voice: 27.2% adjusting the work-break intervals: 77.8% other changes in persuasive behaviour procedure, etc.: 61%. On the other hand, respondents think the following features would diminish the efficiency of the APEOW: personalisation: 11%, sound/voice emission: 73.2%.

Lastly, users answered questions related to anticipated adoption of the APEOW in the workplace and the results show that most of employers are expected to accept the proposed concept in their offices. 51% respondents declared it explicitly, 29.3% said they would probably accept it vs. 5% disapprove at all and 13.1% rather disapprove.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented the design, implementation and initial evaluation of APEOW: a persuasive physical personal avatar that helps users maintain a proper work break regime. The avatar was designed to integrate well with an office environment and offer personalisation features. We explored how a humanoid robot can trigger personal reflection in users. An initial user study with four participants working for three days showed that the robot gained that attention of the users and may have had impact on the workers work regime. The results also indicate that feedback forms require further investigation as privacy concerns were raised.

In the near future, we aim to improve the prototype by conducting further studies. We also aim to develop new interactions with the environment, e.g. the robot could make use of user’s eye movements [15] or hand movements [16]. First, we aim to compare different types of posture, personalisation options and other output parameters and their effectiveness on altering break regimes. Next, we plan to run a long-term in-the-wild study that will verify the effectiveness of our approach.

In the larger picture, given the rapid advancement of robotics, we believe that HCI should address the role personal avatars can play in future everyday spaces. Our work explores only a fragment of what personal avatars may offer. We wonder how systems similar to APOEW can be used not only as persuasive technology, but also whether they can improve workflows, communication or social relationships. We hope that our work will inspire further inquiries into how physical avatars can be integrated in the computing landscape.
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Abstract—This paper concerns how an affective-behavioural-cognitive approach applies to the evaluation of the software user experience. Although it may seem that affect recognition solutions are accurate in determining the user experience, there are several challenges in practice. This paper aims to explore the limitations of the automatic affect recognition applied in the usability context as well as to propose a set of criteria to select input channels for affect recognition. The results are revealed via a semi-experiment based on the case study of an educational game. As a result, a number of concerns were identified, providing a list of pros and cons for affective computing methods applied in the usability testing context. The lessons learned might be interesting for both researchers that develop emotion recognition algorithms and for practitioners, who apply them to diverse areas.

I. INTRODUCTION

Advances in mobile and ubiquitous technologies have made human-system interaction everyday practice in multiple aspects of life. As a result, natural interaction and positive experience of technology is receiving more and more attention. The traditional notion of software usability, as defined by the ISO 9241 standard, includes the effectiveness, efficiency and satisfaction with which specified users achieve specified goals in particular environments [1]. The term user experience goes beyond this definition, emphasising the affective component and forming a more holistic picture of human-system interaction [2].

Producers and the marketing/branding industry are interested in the affective aspect of user experience in terms of software products and create a demand for automatic emotion recognition techniques as a tool for getting a larger quantity of more objective data. However, the application of emotion recognition methods in UX testing is not so straightforward. An analysis of only the affective aspect of the user experience might be not enough to determine the issues of effectiveness, efficiency and satisfaction. Therefore Ahn and Picard [3] proposed the affective-behavioural-cognitive (ABC) framework that combines diverse techniques in order to evaluate the user experience in a more holistic manner. The framework was validated with an experiment on beverages [3] and an evaluation of web applications [4]. The ABC framework intends to address goals and interest of diverse stakeholders.

In our research, we develop and study educational games, where user satisfaction is a key affective component, although there are also typical usability issues involved. We turned to the ABC framework as a solution to evaluate the user experience of the software. However, we uncovered many challenges in the practical application of automatic emotion recognition methods. This paper presents the lessons learned and some adjustments in method, that might be useful for researchers who develop emotion recognition algorithms and for practitioners, who apply them in diverse contexts.

The main research questions addressed by this paper might be formulated as follows: Which emotion recognition and affect representation techniques are applicable within the procedures of usability/user experience testing? What are the main limitations/challenges in their use? How to provide valuable information derived from affective analysis?

This paper presents a semi-experiment based on a usability case study of an educational game and is organised as follows. Section 2 outlines the previous research on which we based our study. Section 3 includes the operationalisation of the variables and a study plan, while section 4 and 5 provide details of the study execution along with the results. Section 6 provides a summary of the results and a discussion, followed by some concluding remarks (section 7).

Although the authors are aware of the fact, that user experience is a broader term than usability [5], the paper sometimes uses these terms interchangeably, although in the broader (UX) sense.

II. RELATED WORK

Work that is mostly related to this research falls into two categories: (1) studies on emotion recognition based on different input channels and their comparison; (2) the use of affect elicitation techniques in user experience evaluation.

(1) There are numerous emotion recognition algorithms, that differ in terms of input information channels, output
labels or representation model and classification method. The most frequently used emotion recognition methods that might be considered when designing an UX evaluation include: facial expression analysis [6], audio (voice) signal analysis in terms of modulation, textual input analysis, physiological signals as well as behavioural pattern analysis [7].

As literature on affective computing tools is very broad and has already been summarised several times, only a sample of papers on recognition methods are provided here. For a more extensive bibliography on affective computing methods, one may refer to Zeng et al. [8] or to Gunes, et al. [9]. The most important conclusions from a review of the literature related to emotion recognition that are the most relevant to this study might be formulated as follows:

(1) Emotion recognition techniques provide results in diverse models of emotion representation (from dimensional models through Ekman’s six discrete basic emotions down to two-class classifiers) [10]; there is no common standard model for representing affect;

(2) No input channel is superior to any other in terms of the accuracy and granularity of emotion recognition [11]; a multimodal approach combining diverse input channels provides the most accurate results in most cases; for a multimodal approach, early or late fusion might be considered [12].

(3) Self-report of emotions, although subjective, is frequently used as a “ground truth” (another approach is manual tagging by qualified observers or physiological observations) [13].

The aforementioned results influenced the decisions made concerning the design of this study, especially that it is advisable to use more than one observation channel. The study design is reported in detail in section III.

(2) The second part of the literature review performed under this study was aimed at exploring how automatic affect elicitation techniques are applied in usability and/or user experience evaluation.

There are a few studies on fusing affect recognition and usability evaluation [2][4][12-17]. Most of them consider the usability of food or everyday items and evaluate the overall experience taking emotional factors into account. The most important paper related to this study introduces the Affective-Behavioural-Cognitive approach to UX evaluation [3]. Another is by Lew et al., providing an example of affect evaluation applied to quality assurance procedures for web applications [4].

Kołakowska et al. proposed involving affect recognition in usability evaluation and have suggested four different scenarios: a first impression test, task-based usability test, free interaction test and comparative test [14][15]. The main contribution of the study is the proposal of an emotional state set that might be important in usability evaluation scenarios: frustration, empowerment, interest (excitement), boredom, disgust, engagement and discouragement.

Partala and Kallinen suggested using the Positive and Negative Affect Schedule (PANAS) scale in self-reporting user experience [16].

Hazlet and Bendek described two studies that used facial electromyography (EMG) measures combined with verbal and performance measures to provide feedback on the user’s emotional state. The multimodal approach used in this study was able to provide a measure of the desirability of features, a measure of emotional tension and mental effort expended while performing tasks [17]. There are also some studies of games that utilise the channels used in emotion recognition [18][19][20].

Zimmerman et al. proposed a new method for measuring mood based on the effects of affective processes on motor-behaviour and uses log-files from the mouse and keyboard as a proxy of the mood of the user [21].

There is one study on the limitations on affect recognition in the usability context and it proposed the following criteria: accuracy of emotion recognition, susceptibility to disturbance, independence of human will and interference with usability testing procedures. These criteria were used in an analysis of the recordings from a case study regarding usability evaluation, however were not put into practice [22].

Although some studies on blending affect recognition and usability testing exist, their practical applicability and interference of emotion recognition with IT user experience testing still requires more exploration.

III. STUDY DESIGN AND RESEARCH METHODS

In order to verify the applicability of emotion recognition in the software UX evaluation context, a semi-experiment was conducted, based on a typical usability study of an educational game extended with user emotion recognition channels. The concept was to use multiple observation channels at the same time, but only those that do not significantly interfere with the typical usability evaluation procedure. Typical usability tests involve 5-10 participants, as this number is enough to reveal 75-90% of usability issues. We planned up to 10 participants for the experiment, as more participants are rarely involved in usability studies.

In order to conduct the study, we chose an educational game, still at the developmental stage, that would be suitable for performing usability evaluation. This choice influenced the participant group. The experiment had to include both the target group of the software under investigation (at least 5 people) and some participants outside the target group since the target group of the application was quite narrow, and we wanted to involve more age groups in the evaluation of emotion recognition techniques.

A. The software under research and UX evaluation goals

GraPM – an educational game about project management [23] was selected for the study. In this game the player assumes the role of a project manager and aims to complete a given product in a given time with some resources under
the uncertainty of some risks. Different product features have different business value, effort and impact on quality. Resources offer different productivity. Threats and opportunities appear and materialize randomly during the development process, requiring the player to take appropriate actions that he chooses from a given set. The effectiveness of particular actions is left for the player to discover during the game-play. Additionally, the satisfaction of the customer and the team must be monitored, as low ratings can result in the abandonment of the project and losing the game. GraPM involves both deterministic and random factors and requires considerable project optimisation to win the game.

The target group of the GraPM game includes two subgroups: (1) students wanting to develop their knowledge and skills in terms of project management; (2) players who enjoy strategy and management games.

The emotional activations that assist in achieving goals were identified as follows: (a) interest – the player should want to learn; (b) slight confusion – the player must be aware that he does not know everything; (c) joy – the player is pleased that he improves and learns; (d) sense of control – the player is content that he can fully control the project/game and win.

The emotional activations that hinder the achievement of goals were identified as follows: (a) fear – the player should not be afraid of learning; (b) strong confusion (frustration) – the player should not lose and not know what to do; (c) anger – the player should not get angry that he does not understand the game and cannot win; (d) boredom – the game should not be too repeatable and unchallenging; (e) disregard – the player should not consider the game to be of no educational value.

The evaluation of the user experience of the GraPM game is expected to assess to what extent the user experience goals were achieved, with particular focus on learnability. The players should broaden their understanding of the aspects of project management as well as some principles of effective management such as planning, risk management and project supervision. In terms of the game mechanics, the user experience study is expected to provide observations on where the players encounter problems in manipulating the game, which will limit their ability to learn.

The affective extension of the usability study with the emotion recognition should provide additional information on which features of the game enhance learning and which hamper them. Overall, the extended usability study should allow conclusions to be drawn on how to develop the game to improve its educational efficiency, playability, and enjoyment.

B. ABC framework applied in the operationalisation of UX variables

The affective-behavioural-cognitive approach was used in the transformation of the UX study goals into a definition of the semi-experiment variables. We defined the following three general criteria for UX evaluation: understanding, engagement and enjoyment and the criteria were further operationalised into metrics.

**Understanding** means that the game is comprehensible for a player and this factor corresponds to the cognitive perception of the game mechanics and the game logic (C-cognitive aspect in the ABC approach). According to the information provided on the game, the mechanics understandability should be evaluated after the 2nd and 3rd game, while the understanding of the game logic should be assessed after the 4th and 5th game. Additionally, a learning curve might be derived based on the progress in consecutive game-play.

**Engagement** indicates that the game is engaging, that it attracts and maintains interest. This factor is a representation of an observable (B - behavioural) aspect of player-game interaction.

**Enjoyment** determines whether interaction with the game results in a growth in positive affect symptoms, which corresponds to the affective factor (A - affective aspect in the ABC approach).

The author’s description of the game provides a list of desirable emotions: interest, slight confusion, joy and feeling of control and a list of undesirable emotional states: fear, strong confusion (frustration), anger, boredom and disregard.

The emotions were listed spontaneously without any guidance or presentation of affect representation models. This approach was chosen purposefully, as a presentation of the models might have influenced the choice. The emotions were mapped into the models provided by the algorithms chosen for the study and the mapping is described in section V.

In this paper we limit our report to the enjoyment factor, although all three aspects were measured and delivered to the game designers as the result of the study [24].

C. Experiment design

In this study we have used the semi-experiment as a research technique. It was a semi-experiment, as it was not possible to fully randomise the choice of subjects to sample. The experiment was based on a real case study, and a group of convenience was used instead of a randomised sample. However, the sample consisted of: representatives of the game target group (students) and some participants outside the group to represent some confounding variables (e.g. age, education and domain). We also set the group size limit (10), as more participants are rarely involved in UX evaluation and this limitation should be taken into account while assessing the affective factor of the game. In other words, one of the challenges was to determine whether 10 people is enough to provide valuable information on affect.

During the study, a limited the number of input channels were recorded (three). Audio (voice) signal analysis and textual input analysis were not considered for inclusion, because in the case study scenario, these channels of human-system interaction were not used. We decided to capture
video image for facial expressions analysis, to ask for self-report based on the PAD emotion representation model and to record physiological signals for reference (skin conductance). The use of other input channels (e.g. keystroke dynamics or mouse usage patterns analysis) are planned in future experiments.

The game-play (which was performed 5 times) was interspersed with questionnaires that measured: competence progress, self-report on emotions, usability questions, including System Usability Scale and questions on the subjective notion of camera and sensor disturbance.

D. Operationalisation of experiment variables

The main goal of the semi-experiment was to answer the research questions as specified in the introduction section — i.e. to determine which emotion recognition techniques are applicable and provide most value in the UX context.

This challenge was conceptualised using a Goal-Question-Metric technique.

GOAL: Analyse the emotion recognition solutions in order to characterise it with respect to applicability from the point of view of experimenters relative to the user experience evaluation.

Q1: Is the procedure of software user experience compatible with emotion elicitation techniques?

Q2: Does application of such techniques hinder the process of usability evaluation?

Q3: Does the application of emotion elicitation techniques provide valuable information from the viewpoint of the UX evaluation goals?

These questions are mapped into the following three criteria: applicability, interference and affect-awareness gain.

**Applicability** represents the degree to which the emotion recognition techniques might be deployed into UX study and the criterion is divided into two factors: input channel availability and susceptibility to noise.

Input channel availability in the UX context was measured by the metric (API) time available/time of study ratio.

This study was not focused on the accuracy of classifiers, but rather on the interference (disturbance) introduced by the UX context, as the input channel might be unavailable or significantly noisy.

Susceptibility to noise was evaluated with different proxy metrics for diverse input channels and then qualified to the metric (AP2) level of susceptibility with a common scale of high-medium-low values. The proxy metric for the skin conductance input channel was the number of events that disrupt the channel per time unit (minute) and the events were defined as mouse clicks, which introduced movement artefacts to the EDA signal. The SC sensors (we used two) were placed on the base of the finger and on the wrist [25] and although not all mouse clicks introduced artefacts, most of them did.

For the video channel we used the quality of consecutive frames as the proxy metric.

The **Interference** factor measures the influence of emotion recognition application on the usability study. Changes in the usability study (introduced by emotion recognition) should not significantly influence the main goals of the usability study – i.e. gathering information on user effectiveness and learning with software. The factor was measured by 2 metrics: self-report on the subjective notion of camera (IN1) and sensor disturbance (IN2). In the self-report we used a 5-item scale from: 5 - very intrusive to 1 - not intrusive.

**Affect-awareness gain** is a factor that represents the value of introducing emotion recognition techniques into the software UX context. The criterion is divided in this study into three factors: (AA1) compatibility of the emotion classifier output with emotional states recognition requirements (the ones specified in advance); (AA2) consistency of multimodal observations; (AA3) subjective opinion of the customers of the extended UX study on the value provided by different information on the affective states of the user.

The compatibility metric (AA1) was evaluated for four emotion representation model types (6 basic emotions, arousal only, valence-arousal and PAD positivity-arousal-dominance models). We used the following scale: 0 – no representation in the chosen model; 1 – could be represented, but might be confused with other emotions; 2 – could be easily and unambiguously mapped; 3 – directly available in the representation model.

Remarks on the consistency of multimodal observations (AA2) were introduced to this study but they will not be evaluated quantitatively. This criterion added, as we observed, huge discrepancies between emotional states estimated on diverse input channels. However, the evaluation of the discrepancy, its scale and analysis of its causes go far beyond the scope of this study. We decided to merely report it, as the differences might compromise the affect-awareness gain.

The results of the players’ affect elicitation and analysis were presented to the game designer (the second author of this study) and were evaluated based on the criterion of value they bring to the understanding of the user experience with the game (AA3 metric). The value was measured on a 5-point scale ranging from: (5) very informative to (1) no affect-awareness gain. The designer evaluated the following: the perspectives offered in the presentation of the study results, the views used to visualise data and overall affect-awareness gain in understanding usability and the user experience.

IV. STUDY EXECUTION AND THE PRESENTATION OF THE UX RESULTS

The case study was carried out in 2016 at the Emotion Monitor Stand at Gdańsk University of Technology [26]. The following equipment was used: (1) for physiological signals tracking and analysis: Thought Technology ProComp Infiniti coder, compatible sensors,
Biograph Infiniti Physiology Suite software; (2) for video analysis: a standard Internet camera and video capture software from Logitech, for analysis of facial expressions, Noldus FaceReader was used; (3) for screen capture and user activity tracking and analysis – Morae Recorder, Observer and Manager were used. The three capturing sets were operated at three computer workstations.

We used 2 skin conductance sensors placed on: left-hand fingers and right-hand wrist (for right-handed participants). The locations of the sensors were chosen based on a previous study on the interference of mouse and keyboard usage movements with physiological signals from the fingers [25].

The camera was located above the monitor screen, centrally. Video capture was performed with a 29 FPS rate, 1280x720 resolution and saved as a mp4 file. The analysis of facial expressions was performed using Noldus FaceReader software, providing both Ekman’s six basic emotion vectors for each frame as well as valence and arousal model time series.

Morae Recorder was used to capture the screen and gather questionnaire responses and Morae Manager was used to analyse the results.

The study was carried out in April and May 2016. The entire experiment involved 10 participants aged 23 to 43 (8 of them belonged to the game target group), 5 male and 5 female.

The results of the affective aspect of the UX study were reported to the game designer using three perspectives and seven views:

Perspective 1. All UX study participants – information on emotions was summarized for all UX study participants and all tasks performed. The perspective used the following views:

View #1. Declared emotional states versus desired and undesired emotional states

View #2: Recognized emotional states versus desired and undesired emotional states

Perspective 2. Single participant between-task analysis – provides information on fluctuation of emotional states between consecutive gameplays and uses following views:

View #3. Declared emotional states after each gameplay

View #4. Declared/recognized emotional states per gameplay

Perspective 3. Single participant single gameplay analysis – provides detailed information on how emotional state fluctuated during single gameplay, which might be combined with the events. This perspective uses following views:

View #5. Relative frequency of emotional states in Ekman’s six basic emotions model;

View #6. Fluctuation of valence (positive/negative state);

View #7. Fluctuation of arousal (calm/active state).

Figure 1 provides sample analytical views on emotion as provided as a result of the UX study.

View #1 provided in Figure 1 (a) combines various information regarding emotional states. Firstly, it visualises desired and undesired emotional states using the valence-arousal model for emotion representation. The emotions listed by the game designers were clustered into three regions (the scope of the regions was a result of the preliminary mapping of emotional labels to the model and then discussion with the game designer). This preliminary clustering was used in a number of perspectives showing: reported emotional states versus desired/undesired (view #1), recognised emotional states versus desired/undesired (view #2) and one-player emotional state fluctuation from task to task (view #4).
The view provided in Figure 1(b) visualises the change in reported emotional state after consecutive game-plays. It uses the same scale as was used in the questionnaire (1 to 7).

The view provided in Figure 1(c) visualises the changes in the recognised level of arousal accompanied by event markers.

A detailed report on emotional states is not provided here; the views are provided in order to exemplify how the emotions were reported and to show the subject of the evaluation with the affect-awareness gain metrics.

V. STUDY RESULTS

The case study led to some qualitative and quantitative observations. First of all, most of the emotion recognition channels merge naturally with the software usability testing procedure — e.g. the video captured from the camera located near the screen as well as the filling-in of self-report questionnaires on affect. This section reports the results of the study and follows variables as defined in section III.D: applicability, interference and affect-awareness gain. The players participating in the study are coded P1 to P10.

A. Availability and noise susceptibility of the input channels

Applicability was represented with the metric (AP1) time available/time of study ratio and the metric (AP2) level of susceptibility to noise.

The results obtained for the AP1 metric are provided in Table I.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Self-report (AP1)</th>
<th>Video</th>
<th>Galvanic Skin Response (AP1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No of frames</td>
<td>Available frames</td>
<td>AP1</td>
</tr>
<tr>
<td>P1</td>
<td>100%</td>
<td>56313</td>
<td>100%</td>
</tr>
<tr>
<td>P2</td>
<td>100%</td>
<td>67392</td>
<td>96%</td>
</tr>
<tr>
<td>P3</td>
<td>100%</td>
<td>97354</td>
<td>86%</td>
</tr>
<tr>
<td>P4</td>
<td>100%</td>
<td>69325</td>
<td>99%</td>
</tr>
<tr>
<td>P5</td>
<td>100%</td>
<td>90101</td>
<td>66%</td>
</tr>
<tr>
<td>P6</td>
<td>100%</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>P7</td>
<td>100%</td>
<td>181135</td>
<td>42%</td>
</tr>
<tr>
<td>P8</td>
<td>100%</td>
<td>56124</td>
<td>98%</td>
</tr>
<tr>
<td>P9</td>
<td>100%</td>
<td>70929</td>
<td>99%</td>
</tr>
<tr>
<td>P10</td>
<td>100%</td>
<td>69325</td>
<td>94%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>na</td>
<td>na</td>
</tr>
</tbody>
</table>

* due to some disk error the video file was corrupted and unrecoverable
** one of the SC sensors detached during the recording session

Video quality was relatively high and this factor might be improved by using a proper lighting rig as well as improvement in camera resolution. The channel, if available, is quite robust to noise.

One of the prerequisites in recording skin conductance is to restrict the movement of the particular body part that the sensor is attached to. As sensors for skin conductance are placed on the hands, a significant number of movement artefacts occur while using the keyboard and mouse in the UX evaluation procedure. If a keyboard and mouse must be used, the susceptibility to noise is quite high and the condition might be eliminated by moving the sensors to an off-hand location. Feet are mentioned as one of the possible SC locations, although the comfort of the participant might be compromised thereby.

B. Interference with UX procedure

After taking part in the UX evaluation procedure, each participant was asked about the subjective disturbance of the video observation. Camera presence was rated as 1 – non intrusive by 9 out of 10 participants, the other one rated the camera 2 on a 5-point disturbance scale, providing an average disturbance (IN1 metric) equal to 1.1.

We expected that using the camera and screen capture might cause the Hawthorne effect (people behave differently, while being observed), but we did not notice such symptoms.

Physiological measurements require the placement of sensors at the base of the fingers base and on the wrist. Sensor presence was rated as 1 (non-intrusive) by 5 out of 10 participants and 2 (slightly intrusive) by 5 of them Only one rated the sensors 3 on the scale of disturbance so, as a random event, we might assume that such events might occur while hands are used in the human-computer interaction. Video availability varied among participants from 42% up to 100% and this is a result of individual movement patterns. Some participants were seated straight during most of the game-play time. Those with lower video channel availability displayed a number of behaviours that made facial expressions unavailable, e.g. moving sideways (outside the camera range), significant head movement, manipulating the hands in front of the face etc.

The susceptibility to noise (AP2) metrics are provided in Table II.

<table>
<thead>
<tr>
<th>Input channel</th>
<th>Proxy metric</th>
<th>Statistics</th>
<th>Susceptibility to noise (AP2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>Frame quality</td>
<td>Avg</td>
<td>0,87</td>
</tr>
<tr>
<td>Skin conductance</td>
<td>Time between events causing artifacts [s]</td>
<td>Min</td>
<td>0,70</td>
</tr>
<tr>
<td>Self-report</td>
<td>Subjectivity</td>
<td>na</td>
<td>na</td>
</tr>
</tbody>
</table>

The self-report on emotional state was merged with the usability study procedure and therefore all participants filled in all 5 questionnaires. Physiological signals were recorded and in one case (P7) only one of the sensors slipped off before the end of the recording. As sensor detachment is a
result, the average disturbance of the sensors (IN2 metric) was equal to 1.6. The result indicates that both sensors and camera were non-invasive, on the whole, for the participants. Some of them even claimed, that they forgot that they were being recorded.

C. Affect-awareness gain

The first aspect of affect-awareness gain is the compatibility of the provided results with the desired/undesired emotions in terms of the affect representation model. The results from facial recognition according to the Noldus FaceReader might be obtained in the form of a 7-item vector of values within <0,1> range corresponding to: anger, joy, disgust, sadness, surprise, fear and neutral state. The results might be also exported to the valence-arousal model of emotions. Physiological signals mainly provide information on arousal and less on valence and therefore should be cautiously interpreted as a labeled emotional state.

The author’s description of the game provided a list of desirable emotions: interest, slight confusion, joy and feeling of control and a list of undesirable emotional states: fear, strong confusion (frustration), anger, boredom and disregard. Some of them map directly into the models used by emotion recognition algorithms, and some others require a model of mapping. Table III shows how well the emotions map into diverse models for representation. We used the following scale: 0 – no representation in the chosen model; 1 – could be represented, but might be confused with other emotions; 2 – could be easily and unambiguously mapped; 3 – directly available in the representation model.

TABLE III.
DESIRED/UNDESIRED EMOTIONS AND THEIR MAPPING INTO EMOTION REPRESENTATION MODELS.

<table>
<thead>
<tr>
<th>Emotion label</th>
<th>Model compatibility (AA1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6 basic +neutral</td>
</tr>
<tr>
<td></td>
<td>Valence-Arousal</td>
</tr>
<tr>
<td>interest</td>
<td>0</td>
</tr>
<tr>
<td>slight confusion</td>
<td>2</td>
</tr>
<tr>
<td>joy</td>
<td>3</td>
</tr>
<tr>
<td>feeling of control</td>
<td>0</td>
</tr>
<tr>
<td>Fear</td>
<td>3</td>
</tr>
<tr>
<td>strong confusion (frustration)</td>
<td>2</td>
</tr>
<tr>
<td>anger</td>
<td>3</td>
</tr>
<tr>
<td>boredom</td>
<td>0</td>
</tr>
<tr>
<td>Disregard</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>15</td>
</tr>
</tbody>
</table>

Out of the four specified desired emotional states, two are hard to map: interest as a more cognitive than affective state and the feeling of control, which is expressible only with the third dimension of the PAD model – dominance. Some of the desired states are directly available in Ekman’s six basic emotions model that includes joy, fear, anger, disgust, surprise and sadness. However, boredom and feeling of control have no representation in this model. Therefore in this study we decided to use the PAD model of emotions. The affect self-report questionnaires were based on this model. For visualisation purpose only, we omitted dominance in some charts (view #1, #2 and #4).

If we use a PAD representation model, the dimensions must be obtained independently from the input channels. The video channel is able to provide valence and some estimation of the arousal, but not in terms of the dominance factor. Physiology-based emotion recognition contributes mainly to the arousal dimension. The only channel that provides the dominance is the self-report. This means that it is difficult to provide one value of emotion estimation reliability. Three independent metrics – one for each dimension should be provided instead.

During the study, we encountered huge discrepancies between the input channels — the self-report and the emotions recognised from the facial expressions were especially contradictory. Sample result showing the inconsistency is provided in figure 2. The figure presents the single-player all-task view #4. Consecutive game-plays were coded as G1 to G5. Diamonds shapes show the reported emotional states, while fuzzy circles depict the recognised ones. The middle of the circle is placed in an area close to the mean recognised state and the fuzziness corresponds to some fluctuations of the recognised emotional state around the average value.

Fig. 2 Single player all-task view illustrating the inconsistency of reported and recognised emotional states.
One might observe that the reported emotional states are mainly positive, with varying arousal. The recognised emotional states oscillated in the negative, high arousal quarter (but no extreme arousal levels were observed). The inconsistencies were observed for multiple users and gameplays and the systematic nature of this observation suggests some measurement or recognition error. The consistency of the multimodal observations (AA2) will not be evaluated quantitatively, as this goes far beyond the scope of this study. In trying to explain the reasons for the discrepancy, we watched some sample recordings. We did not notice signs of anger, which was recognised as a dominant emotion in the video. It seemed that perhaps the observable symptoms of concentration (lowered eyebrows) were mistakenly taken as signs of anger. One hypothesis is that the location of the camera above the screen was inappropriate. The inconsistent results for the player above the screen were inappropriate. The inconsistency requires further research and we are planning more experiments to study it.

In this study we adapted to the inconsistency by reporting both recognised and reported emotional states in the UX emotional analysis reports.

The results of the players’ affect elicitation and analysis were presented to the game designer (the second author of this study) and were evaluated. The results on the value they bring to the understanding of the user experience with the game (AA3 metric) are provided in table IV.

Some of the perspectives and views provide more information than others. Moreover, it seems that an application of the ABC approach provides more insight into user experience than usability, as was expected.

### TABLE IV. SUBJECTIVE MEASURE OF AFFECT-AWARENESS GAIN

<table>
<thead>
<tr>
<th>Item type</th>
<th>Item name</th>
<th>Affect-awareness gain (AA3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perspective</td>
<td>All UX study participants</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Single participant between-task analysis</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Single participant single gameplay</td>
<td>2</td>
</tr>
<tr>
<td>View</td>
<td>View #1. Reported emotional states versus desired and undesired emotional states</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>View #2. Recognized emotional states versus desired and undesired emotional states</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>View #3. Declared emotional states after each gameplay</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>View #4. Declared/recognized emotional states per gameplay</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>View #5. Relative frequency of emotional states</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>View #6. Fluctuation of valence</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>View #7. Fluctuation of arousal</td>
<td>3</td>
</tr>
<tr>
<td>General</td>
<td>Usability understanding</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>UX understanding</td>
<td>4</td>
</tr>
</tbody>
</table>

Apart from quantitative questions, the survey presented to the game designers included some open questions whereby multiple valuable observations and suggestions were provided:

1. regarding perspectives: the single-player single-gameplay perspective was considered as the least informative, as there were too few in-game events identified to make it interesting; a fourth perspective was proposed to report multiple player single game-play experience;

2. regarding views: the emotions should be defined using the desired/undesired emotions as listed by the UX goals; some views should have a different scale; a new view should be added that indicates the fluctuation of emotions averaged among the users;

3. regarding visualisation and reporting: legends and more detailed information should be provided to improve the understanding of the charts;

4. regarding inconsistencies: the designer tends to believe in self-reporting rather than recognised emotional state, suggesting recognition error.

The most surprising comment was the question: “What is neutral emotional state?” This question raises the important issue concerning the proper understanding of the scales and models used for representing emotional states.

One of the expectations, which was not fulfilled in this report, was to provide a chart tagged with events, indicating that certain events caused anger and others caused joy, averaged among the participants. As emotional reactions are very individual, perhaps it would be easier to spot a single nervous system activation than to average the reaction to certain events among the users.

The most important information on affect-awareness gain is that despite the inconsistencies, reporting and visualisation imperfections, the designer claimed that he gained a valuable insight into user experience with the software (rated 4 on a scale from 1 to 5).

VI. SUMMARY OF RESULTS AND DISCUSSION

The main observations revealed through this case study might be summarised with the following statements:

1. It is possible to incorporate emotion elicitation techniques into UX procedures and it seems that emotion recognition has no negative impact on the usability evaluation;

2. Some input channels used in emotion recognition are hard to introduce (e.g. sentiment analysis from text), while others, especially video, self-reporting (and also keystroke dynamics) merge naturally into the UX context;

3. The accuracy of the emotion recognition techniques is compromised by: temporary unavailability of the input channels and susceptibility to noise;

4. Understanding the emotion representation models and mapping the desired and undesired affect to
models is a preliminary step in providing valuable results.

The practical implications of this study on further applications of emotion elicitation in UX evaluation procedures include:

1. The advisability to start with the definition of the desired and undesired emotional states and then to map them into one of the representation models for obtaining results.

2. Selection of the emotion elicitation technique using a set of criteria: availability and susceptibility to noise, possible direct or indirect mapping of the desired/undesired emotional states to the algorithm’s output.

3. As all input channels are subject to temporal unavailability and noise, the challenge might be addressed using a multimodal approach;

4. While using multiple observation channels, one must look for inconsistencies and the reasons behind them; in the case of discrepancies, perhaps manual tagging by a qualified psychologist might be considered.

5. Present the results in the form of simple, standard views and provide detailed explanations (assume there is no obvious term regarding emotions).

The results obtained in this study might have some implications for the research on emotion recognition solutions and their integration. The following list of challenges have been identified during this study:

1. The integration requires a common affect representation model or some mapping between the models. It is quite difficult to integrate and compare results based on labels — a discrete or continuous model might be considered instead.

2. Emotion recognition algorithms still require improving accuracies and special attention should be given to wild-like conditions, in accordance with current trends in research.

3. The temporary unavailability of the input channels might be bypassed if the algorithms provide some estimate of the quality of the result (although currently no algorithm does).

We are aware of the fact that the validity of this study has some limitations. We identified and addressed the following threats to its validity: (1) sample size – we engaged 10 users as the usability tests show that 5-10 users reveal 75-90% of the usability issues; (2) sample as a group of convenience – we selected the sample for the UX evaluation to ensure its diversity; (3) confounding variables – we performed the analysis of emotional states, even when employing automatic affect recognition, is labor-intensive. Multiplying input channels results in higher accuracies, but also introduces the challenge of integration, especially when the observations are contradictory.
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Abstract—This paper describes the modern Immersive 3D Visualization Lab (I3DVL) established at the Faculty of Electronics, Telecommunications and Informatics of the Gdańsk University of Technology (GUT) and its potential to prepare virtual tours and architectural visualizations on the example of the application allowing a virtual walk through the Coal Market in Gdańsk. The paper presents devices of this laboratory (CAVE, walk simulator etc.), describes methods of “immersing” a human in a virtual environment (city, building etc.) and discusses future possibilities for development (directions of research and limitations of today’s hardware and software).

I. INTRODUCTION

Virtual reality (VR) is over 50 year old, now. The first devices like virtual reality video arcade Sensorama Simulator or stereoscopic-television apparatus for individual use (HMD Head-Mounted Display) were invented in the 1960s [1]. Initially, applications of VR devices were very restricted due to their high price and technological limitations, but now, fifty years later, such devices became very popular on the customer market (e.g. Oculus Rift, HTC Vive). Their relatively low price, acceptable reliability and passable level of immersion (despite screen-door effect) allow us to use them commonly for video games and other kinds of virtual reality experience.

The virtual reality CAVE is much younger than the HMD. The first Cave Automatic Virtual Environment (CAVE) came into being in the early nineties at the University of Illinois [1, 2]. Generally, the CAVE may be defined as a cuboidal chamber that has stereoscopic projection screens instead of the walls, the floor, and sometimes the ceiling. A human visitor, wearing only lightweight 3D glasses, is surrounded by a 3D virtual scene projected by projectors placed outside the CAVE. The three-dimensional impression is intensified by additional adjustment of the images forming the scene to the location of a human head. Visual effects are often supported by a 3D surround audio system. Therefore, the level of immersion is very high for CAVEs.

Dozens of CAVEs have been constructed within the last twenty five years [3, 5]. Some of them are rather simple and consist of only four screens, usually three walls and a floor (e.g. the first CAVE in Poland [6]). Other CAVEs are more sophisticated and contain more screens [12]. Four walls indicate that one of them has to be a gate. The complete six-faced cuboidal CAVEs with four walls, a floor and a ceiling are rather rare.

II. IMMERSIVE 3D VISUALIZATION LAB

The Immersive 3D Visualization Lab [7, 8, 9, 10] contains complete six-faced cubical CAVE made of thick square acrylic plates (Fig. 1). A spectator can see a 3D scene on each CAVE’s face using a 120 Hz stereoscopy system in passive mode (spectral channels separation by selective interference filters) or active one (separation in time with active shutter glasses [10]). The viewer’s glasses have special markers that are tracked by four infrared cameras placed in the upper corners of the CAVE. Eight speakers located in the same corners and a subwoofer standing outside the CAVE provide surround audio system.

Fig. 1 The CAVE in the I3DVL (the gate of the CAVE is open)

Simulation participants may walk freely in the CAVE from wall to wall, as in any typical CAVE. However, unlimited virtual wandering is also possible using a handheld controller, called wand or fly-stick. Unlike other common solutions, the CAVE in the I3DVL can use a spherical walk simulator as an additional movement controller (Fig. 2). The spherical walk simulator [4, 11, 13] has a form of an openwork sphere, that freely rotates on rollers with a small friction. One can treat it like a human size omnidirectional “hamster wheel”. A user may walk...
inside the sphere watching, through its rotating surface, the images on the CAVE screens that change according to the direction and speed of the sphere revolutions. This solution allows the user to march on foot through the virtual world projected on the CAVE screens without any space limitations. There are no other CAVEs in the world with such possibility.

III. SOFTWARE PLATFORMS

The Immersive 3D Visualization Lab can work in various software environments that support multicomputer (cluster) process synchronization. Each computer can operate under control of Windows or Linux operating systems, and VR programmers may use both of them. At present, the most popular software platform in the I3DVL is Unity – the environment dedicated to video game developers. Low-level graphics programming in C++/C# and OpenGL or Direct X is also used, particularly for experiments with global illumination rendering methods like raytracing and radiosity. Use of other tools for game development (e.g. Unreal Engine) or virtual reality applications (e.g. Bohemia VBS3, Presagis Vega Prime) is possible, too.

The computational power of I3DVL computers might not be sufficient for some complex tasks, such as sophisticated rendering, nontrivial physics calculations, advanced artificial intelligence or prediction of user behavior. In such cases, in order to provide efficient real-time processing, the power of high performance cluster Tryton from the Academic Computer Center in Gdańsk (CI TASK), connected via the fast optical fiber InfiniBand, can be used [14]. This connection allows treating the computers of the I3DVL and the nodes of the cluster Tryton as one uniform cluster.

IV. THE COAL MARKET VIRTUAL SIGHTSEEING

The Coal Market is one of the historical squares of Gdańsk with many landmarked buildings, e.g. the Great Armoury (Fig. 3), the Straw Tower, the Court of the Brothership of St. George (Fig. 4), the Torture House, the Prison Tower, the Golden Gate (Fig. 4), the Upland Gate, and several cultural institutions. Regrettably, the contemporary buildings at the Coal Market’s western frontage contrast with the historic and cultural character of the Market. Therefore, the City Council of Gdańsk announced a competition for new urban-architectural concepts of this square. Over 10 teams from Faculty of Architecture at GUT took part in this contest and, finally, three architectural projects were awarded (Fig. 5-7)

Fig. 2 The spherical walk simulator inside the CAVE in the I3DVL (the gate of the CAVE is open)

Fig. 3 The virtual Great Armoury

Fig. 4 The Court of the Brothership of St. George and the Golden Gate

This contest provided a good opportunity to propose a new approach to visualize the awarded projects not only as a limited set of static architectonic sketches but as dynamic, interactive real time visualization in the CAVE environment. Spectators, e.g. architects or council members, could observe the modeled urban area from practically any
visualizations, it prohibits the use of any optimization algorithms in modern 3D graphics engines, such as Level of Detail (LOD) techniques, occlusion culling, and other. Secondly, visualization of all unchanged historical buildings was based on very simplified low-poly models with no textures nor normal vectors but with some geometric errors instead. Although these imperfections were hardly noticeable in static architectural visualization, where these buildings provided the background for contest models, they were unacceptable for interactive CAVE visualization, where all buildings at the Coal Market were equally important.

For these reasons the project’s decision was made to model all the Coal Market’s buildings from scratch as separate 3D objects. Such models should have significantly reduced complexity while still preserving visualization quality. According to these assumptions, two architect students created new 3D models both for three contest propositions, as well as for ten buildings located in other untouched frontages of the square.

Based on provided models three 3D scenes of the Coal Market were designed in Unity environment with three different variants of the square’s western frontage (Fig. 5-7). Unfortunately, the models prepared by the architect students were too detailed, with hundreds of thousands of vertices, even for not significant architectonic details, such as ornate wrought-iron gate’s lattice (Fig. 8), dome-like roof details or roof sculptures. Initially, the whole scene consisted of over 5 million vertices, which occurred too complex for real-time visualization, resulting in low refresh ratio lower than 10 fps. Thus, most models had to be simplified by dramatic reduction of the number of their vertices with minimal loss of quality. This reduction was performed by an IT student with 3D modelling skills. Sample effects of performed complexity reduction are presented in Fig. 8. The original 3D model of wrought-iron lattice (a) consisted of nearly 670 thousand vertices and 1.2 million triangles, while the simplified one (b) is built from only 25 vertices and one partially-transparent mid-resolution texture. Original high complexity of the model (c) is not visible during standard CAVE visualization (d).

Finally, the scene complexity were reduced by a factor of 10 resulting in about 500 000 vertices in total. This reduction, accompanied by well-known optimization techniques such as LOD, occlusion culling and light mapping, allowed for effective real-time scene visualization in CAVE environment at refresh rate of about 120 fps.

Additional feedback from architects pointed the way of visualization’s improvement by adding simplified building models that would surround the modelled Coal Market and provide some visual background both for a bird’s-eye view of the square as well as for wandering around its neighborhood. Such buildings were added based on the simplified building models consisted of only 10 vertices each, which did not increase the overall scene complexity in practice. The results are presented in Fig. 9 where additional buildings are visible in the background.
V. VIRTUAL SIGHTSEEING

Visualization of the Coal Market became the first application demonstrating I3DVL capabilities. It was presented to many visitors who confirmed high usability of the CAVE environment in the field of architectural visualizations. Possibility of almost free interaction within a 3D scene and high immersion level, which is guaranteed by the surrounding view, allow for better scene perception. For example, most interaction participants enjoyed the possibility of visiting every nook and cranny of the buildings and courtyards. This possibility of visual testing of all inner passages and communication courses occurred as vital as the general view of building frontage.

Also, the possibility of immediate switching between different scene versions makes their comparison easier than at traditional exhibition as it gives the same visual context. Additional application feature allows for real-time switching between daylight and night scenes (Fig. 10, 11), and thereby the visitors can verify how the place would look like by night with artificial illumination. Yet another kind of experience is the possibility of bird’s eye view from highly located viewpoints (Fig. 5-7, 9) which is especially realistic inside the CAVE.

A wide multitude of presentations for different peoples have allowed for many interesting observations. For example, some visitors have serious problems with movement control in the CAVE. For such persons the automatic walk mode occurred a real salvation, allowing for simple looking around while being moved forward along the predefined path as inside a sightseeing trolleys or bus. It was also confirmed that some people do have some problems with 3D image perception using 3D glasses. Fortunately, most of them reported that the problem is far less than with the HMDs such as Oculus Rift. This surely results from much higher image quality as well as from better user orientation inside the CAVE. Moreover, a man inside the CAVE can see his own body and other participants of the simulation. The depth of immersion in the CAVE over the HMD seems to be unquestionable, but conclusive proving this general thesis requires further research comparing the reactions of people using different VR devices and various scenarios by means of questionnaires, behavioral observation and biological measurements (as heart rate, blood pressure and electrical activity of the brain).

The project realization also for gathering invaluable experience and clues for further application development for I3DVL’s CAVE environment. For example, many inbuilt Unity mechanisms, such as scene switching or interface elements, had to be redesigned due to the client-server architecture of the CAVE and the need of the network synchronization between I3DVL’s computers. Moreover, such a presentation of 3D image requires higher rendering rate than for a PC demonstration.

Fig. 10 A night scene of the Coal Market with rain simulation
VI. CONCLUSION AND FUTURE WORK

Virtual sightseeing can be useful not only for virtual tourism, but also for virtual prototyping, allowing assessment of designed objects, like urban areas, squares, streets, buildings with their interiors, and even crafts, vehicles, machines etc. Believable visualization can help in decision-making without the use of spatial imagination. Just take a stroll through the virtual scene and decide.

Future works are focused on using of additional computational power, provided by the high performance Tryton cluster at CI TASK, to expand the Coal Market scene with crowd, snow and rain simulations. The first experiments with developed scalable particle system for cluster-aided visualization proved successful in weather phenomena and crowd simulation (Fig. 10, 11), though many problems of latency-critical processing have to be solved, yet.
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Abstract—User experience (UX) has been defined in several ways. In general terms, it refers to everything that is individually encountered, perceived, or lived through. The literature on UX reports studies mostly focused on specific interaction events, which may have an impact on the user’s emotions and feelings. This paper provides a reflection on how UX evolves over time. We performed a medium term study comparing four types of UX: Anticipated, Momentary, Episodic and Remembered (or Cumulative) experience [1]. Anticipated UX refers to the period of time before first use, and focuses on the expectations a person has on the product, service or system. Momentary UX refers to any perceived change during the interaction in the very moment it occurs. Episodic UX is an appraisal of a specific usage episode extrapolated from a wider interaction event. Remembered UX is the memory the user has after having used the system for a while. The different facets of UX have been analysed in a medium term research spanning over four weeks. The study compared the experience of ten users of a pedometer/fitness app that counts steps and burned calories all day long. The results show that the experience of use changed over time decreasing significantly before, during and after the interaction. The evaluative judgment related to the overall satisfaction with the product, was largely formed on the basis of an initial high expectation on pragmatic aspects (i.e. utility and usability) before and during the first encounters. After four weeks of use, the problems related to usability, reliability of data, and battery drain became a dominant aspect of how good the product was perceived. Hedonic qualities and Attractiveness were negatively impacted as well. The continuous reflection on the use, documented in online diaries, made the problematic aspects prevailing on the overall UX in particular on the evaluation of Episodic and Remembered UX. This prevented any change in behaviour in the participants.

I. INTRODUCTION

Roto et al. [1] edited the “User Experience White Paper”, a document reporting the results from Dagstuhl Seminar on Demarcating User Experience, held in September 2010, where 30 experts from academia and industry worked together to define the concept of UX. In this document the editors highlight the multidisciplinary nature of UX, which has led to several definitions of and perspectives on UX. Interestingly they underline the importance of analysing time spans of user experience, stating that the actual experience of usage does not cover all relevant aspect of UX. Time spans matter in determining the UX. People have expectations on a certain product or system before the first encounter. Expectations are often generated by advertisements or others’ opinions and have impact on the way people approach the system and prepare to use it.

At the first encounter and during the actual use people may change their appraisal of the system. Pragmatic and hedonic qualities of the product play a fundamental role in determining visceral responses related to momentary feeling perceived during usage [2]. Different episodes of momentary experiences lead to a reflection on the experience itself. Reflection often determines a person’s overall impression of a product and many factors come into play when thinking back and reflecting upon the total appeal and experience of use. The outcome of episodic experience is not necessarily equal in value to the sum of momentary experiences. Over time the perception of usage might change again. In remembering the overall experience, people select only few elements, positive or negative, which will determine the general opinion of the product and the chance that it will be recommended to others for later use Fig. 1.

Barbara Fredrickson and Daniel Kahneman [3] proposed the model of remembered utility, which dictates that an event is not judged by the entireness of an experience, but by prototypical moments or “snapshots” that are considered representative of an event under uncertainty. The remembered value of snapshots determines the actual value of the entire experience. Fredrickson and Kahneman [3] explained such phenomenon saying that the selected snapshots correspond to the average of the most affectively intense moments of an experience and are related to the resulting feeling experienced in the end. So the duration of the experience does not affect the final...
judgment ("duration neglect" effect) while the most intense moments experienced in the end do.

Kahneman [4] studied the differences in perception between the actual and remembered experience through a series of experiments. In 1996, Redelmeier and Kahneman [5] assessed patients’ appraisals of a painful colonoscopy procedure. They found that patients evaluated the discomfort of the experience in relation to the intensity of pain occurring in the end of the procedure (peak-end rule). So a peak painful short event occurring in the end is remembered as more negative than a prolonged painful episode occurring in the beginning or the middle of the experience. Length or variation in intensity of pain does not matter.

II. STATE OF THE ART

In the field of Experience Design the evaluation of the experience of prolonged use of interactive products is becoming a critical issue. Until few years ago, UX studies have mostly focused on short-term evaluations and the aspects relating to the initial adoption of new product design.

Only recently, an increasing number of studies have started focusing on assessing the changes in a person’s experience in interaction with a product over time [6], [7], [8].

Consequently new methods and models have been defined to understand how the relationship between the user and the product evolves over long periods of time.

Karapanos et al. [9] developed “UX Curve”, a method which aims at assisting users in retrospectively reporting how and why their experience with a product has changed over time.

Mahlke and Thüring [10] developed a model which defines three components of user experience: perception of instrumental qualities (usability and usefulness), emotional reactions and perception of non-instrumental qualities (appeal and attractiveness). Applying this model, they provided evidence that instrumental and non-instrumental qualities influence emotional reactions in the use of interactive systems.

However, the majority of current UX evaluation methods still concentrate on single behavioural episodes and momentary evaluations. Vermeeren et al. [11] report that only 36% of methods focus on long-term period of experience.

Marti and Iacono [13] compared the experience of use of two tablet applications for zooming in and out while taking photos. They confronted two interaction modalities in the short and medium term: the classic “Slide to zoom” and the novel “Squeeze to zoom”, a squeezable interface. Results obtained in the short-term evaluation revealed that “Squeeze to zoom” was awarded higher values than the “Slide to zoom” in the hedonic quality-stimulation and attractiveness dimensions, whilst it obtained lower values in the pragmatic quality and hedonic quality-identity. However, in the longitudinal study, the usability of “Squeeze to zoom” improved whilst the attractiveness of “Slide to zoom” decreases significantly. Furthermore “Squeeze to zoom” was significantly more appreciated for its hedonic qualities and the effect was maintained over time.

Karapanos et al. [9] evaluated the experience of use of six participants for 1 month after the purchase of an Apple iPhone. They found that the relevance of novelty quickly faded away, while over time different the hedonic quality of the iPhone emerged.

Fenko et al. [12] found also that the perception of importance of sensory modalities changes over time. At the moment of purchasing a mobile phone, they found that vision was the most important perceived modality. After 1 month touch and audition became more important than vision.

In the following we report the result of a medium term study assessing the experience of use of a fitness application for mobile phone, conducted with ten participants.

The study compares four types of experiences as defined by Roto et al. [1]: anticipated experience, momentary experience, episodic experience and remembered experience. Anticipated UX refers to the expectations a person has before the first encounter with the product. Momentary UX refers to individual interaction episodes and the perceived change in use. Episodic UX refers to a usage episode extrapolated from a wider interaction event. Remembered UX refers to the memory of the user after having used the system for a while.

III. EXPERIMENTAL PROTOCOL

The study was conducted in Siena, Italy. Participants were asked to try out over four weeks, Pacer, a fitness application running on smartphone.

Pacer is a free app developed by Pacer Health, Inc. [14] running on Android and iOS platform Fig. 2.
It allows to track the steps, whether the phone is in the hand, pocket, in a belt or bag. Pacer records steps, distance, active time and calories burned all day, every day, and gives reminders to keep the person going. It allows to set health goals (e.g. to set the ideal weight) and to stay on target. Pre-defined programs like “from walking to slow ride” are also available. Through a GPS the app allows to track the walking, running or bicycling routes on a map. The ultimate goal is to bring together people based on common health goals and interests with the objective to improve health behaviour change outcomes. Users can create groups, connect with friends via Facebook, motivate each other in physical activities, achieve and compete performances, and ultimately create competitions.

B) Methodology

Ten subjects (M = 5 and F = 5) with an average age of 25.90 were involved in the study for a period of four weeks on a voluntary basis. Five participants were students of the MA course in Experience Design (University of Siena). Five participants were invited to join the study among their groups of friends.

As said above the study aimed to analyse any change among the anticipated, momentary, episodic and remembered experience of use over a month.

The study was conducted using different methods of data collection: an ad-hoc questionnaire to appraise the anticipated and remembered experience, an online-shared diary to assess the momentary experience, and AttrakDiff [15] to assess the episodic and remembered experience Fig. 3.

More in detail the anticipated experience was assessed using an ad-hoc questionnaire focused on the main functionality of Pacer: Step counter, Burned calories, Community, Reminders/Notifications, Settings and use of GPS.

A 5-point Likert scale with values from -2 to 2 was associated to each of the abovementioned functionality. The values were represented in the form of emotions (-2 = very negative, -1 = negative, 0 = neutral, 1 = positive, 2 = very positive). To evaluate the anticipated experience, the questionnaire was administered at baseline before the app was installed on the participants’ smartphones. None of the participants had ever used Pacer. At the beginning of the study all of them received a brief description of the six assessed functionality.

The momentary experience was evaluated using self-reporting. A closed group on Facebook was created to keep a shared diary. All participants joint the group.

The subjects were asked to take note of their experience on the everyday use of the application. The aim of keeping a diary was to express in a narrative form the impressions resulting from the use of the app in the very moment they were experienced by the subject (Momentary UX). The diary entries could be expressed in a free format, using text or images (e.g. screenshots of the app). However, participants were asked to associate an emoticon to each diary entry, the same used to assess the anticipated and remembered experience (-2 = very negative, -1 = negative, 0 = neutral, 1 = positive, 2 = very positive).

The episodic experience was evaluated using AttrakDiff, a questionnaire administered 5 times over a period of four weeks: T₀ = first encounter, T₁ = after 1 week, T₂ = after 2 weeks, T₃ = after 3 weeks, T₄ = after 4 weeks at the end of the study.

AttrakDiff, is a method developed by [15] to assess the user’s experience and feelings in relation to interactive products and therefore a product’s overall attractiveness. The questionnaire uses the technique of the semantic differential on pairs of opposite adjectives to evaluate the user experience. Users are asked to assess their experience and their perception of the product, responding to
pairs of opposite adjectives. The adjectives are assessed on a seven-point Likert scale, from -3 to 3, in which 0 indicates neutrality. The questionnaire was developed in German and then translated into many languages including English. It consisted of 28 items, broken down into four dimensions:

- **Pragmatic quality or PQ**: describes a product’s usability. Indicates how the user can successfully achieve his or her goals using the product. A product need not be particularly beautiful or well-designed to satisfy this quality.

- **Hedonic quality – Identity or HQ-I**: indicates to what extent the product allows the user to identify with it in a certain social context. It relates to what we communicate socially when we use a product. Identification with a brand, for example a certain type of mobile phone, defines our inclinations and preferences of use of that product. Some products are preferred by certain categories of users because they are seen as cool, and not necessarily for the features they offer.

- **Hedonic quality – Stimulation or HQ-S**: indicates to what extent the product can support users’ needs in terms of novelty, content, stimulating interaction, presentation of style. It is defined by attributes that encourage users to improve their skills of use of the product. Examples of hedonic stimulation are those features of software applications that are usually little used, and the shortcuts for some commands. Some products offer the user flexibility of use, and the person feels gratified to learn or to find alternative or more effective and efficient modes of use of the product.

- **Attractiveness or ATT**: describes the product’s overall value on the basis of perceived quality.

Hedonic and pragmatic qualities are independent of one another, but together contribute to determining attractiveness.

For the present study we used an Italian version of the questionnaire translated by the authors. The same version was used in a previous study [16].

The questionnaire contained 28 items broken down as follows:

- **Pragmatic quality**: Technical- Human; Complicated- Simple; Impractical- Practical; Cumbersome- Straightforward; Unpredictable- Predictable; Confusing - Clearly structured; Unruly- Manageable.

- **Hedonic-identity quality**: Isolating- Connective; Unprofessional- Professional; Tacky-Stylish; Cheap-Premium; Alienating-Integrating; Separates me- Bring me closer; Unpresentable-Presentable.

- **Hedonic-stimulation quality**: Conventional-Inventive; Unimaginative-Creative; Cautious-Bold; Conservative-Innovative; Dull-Captivating; Undemanding-Challenging; Ordinary-Novel.

Attractiveness: Unpleasant–Pleasant; Ugly-Attractive; Disagreeable-Likeable; Rejecting-Inviting; Bad-Good; Repelling-Appealing; Discouraging –Motivating.

The remembered experience was assessed in two different ways: 1) using the same ad hoc questionnaire used to evaluate the anticipated experience, in order to compare what was expected with what was remembered; 2) conducting a paired-samples t-test to compare the four UX dimensions of AttractDiff at time T0 (first encounter) and T4 (end of the study).

IV. RESULTS

A) Anticipated and Remembered UX (ad hoc questionnaires)

The data collected on the anticipated UX are reported in Fig. 4.

The 10 participants had a high expectation on the use of the functionality Step counter, Community, Settings and GPS. They did not expect to have a similar positive experience associated to the functionality Calories and Notifications.

![Fig. 4 Mean value of the Questionnaire on Anticipated UX](image1)

The data related to the remembered UX after 4 weeks are reported in Fig. 5.

![Fig. 5 Mean value of the Questionnaire on Remembered UX](image2)

Apparently participants had negative memories on the use of the app. After four weeks all functionality were rated between 0 and -1, except for Community, which maintained the same evaluation of the Anticipated UX.
B) Momentary UX

The 10 participants kept the diaries regularly recording events as soon as they occurred. In total, the corpus of 10 diaries contained 59 entries of which 29 comments were negative, 6 were neutral and 24 were positive. The negative comments were mostly related to poor usability of the app and to an improper way of functioning, which did not comply with the user expectations. These outcomes are consistent with the data collected through the questionnaire on the Anticipated UX.

After the first week of use, a 22-year-old boy wrote the following comment: “The app drains the battery. Therefore if you value more saving battery rather than being sporty and burning calories, you have to start and stop it continuously...”.

A similar comment was entered by a 25-year-old girl: “I receive continuous alerts on the battery draining. This is annoying. I’ll try to find a way to stop this.” (Fig. 6).

Another negative comment on the usability was reported by a 33-year-old girl who wrote “not very positive... I would say daunting: I tried a challenge but I failed and the app did not tell me why”. A 26-year-old boy wrote: “After one hour walking the app marks only 223 steps. It is unreliable. I would like to uninstall it”.

After two weeks of use, a 25-year-old boy wrote “I received a notification asking me if I would recommend the app to a friend, based on my experience of use. I discovered also the possibility to send feedback to developers. Honestly I would not recommend this version to a friend, and I’m tempted to send a full list of negative remarks to the developer” (Fig. 7).

A 23-year-old girl commented the following: “I have received this notification for the third time today... I find it annoying especially if you have been walking the whole day. It pops up when having meal or when sitting for more than an hour. I wish to turn the notifications off” (Fig. 8).

A 25-year-old girl manifested her disappointment: “Yesterday afternoon I did jogging and tried the program “from walking to jog”. I started the application and discovered that the program required a Premium subscription. I downloaded another free app that offers the same service for free”.

Some comments explicitly referred to the hedonic-stimulation quality. A 33-year-old girl wrote “After the initial excitement, after four weeks I find it not really useful. I have not been very active in the past days and Pacer does not motivate me in doing more”.

The most positive comments relate to the Community, that is the possibility to connect to others and share the performance and the achievement of common goals. A 22-year-old boy wrote “I’ve just beaten my record of 15.000 steps today!” (Fig. 9).
A 33-year-old girl wrote: “My friend invited me to join her network... it is nice, I can send her messages and see how many steps she does during the day 😊... I didn’t think this functionality would be so engaging for me”.

A 30-year-old boy wrote “I can see the percentage of people who walk less than me 😊... It is an interesting information since it relates to all people using the app and not only my friends (the numbers wouldn’t have been meaningful)”. A 23-year-old girl reported: “As soon as I woke up this morning, I received a notification of yesterday activity. I discovered I walked more than 32% of users...it is a small but meaningful achievement for me... very positive 😊” (Fig. 10).

After the first week of use, a 25-year-old boy wrote “I discovered a fantastic functionality!!! I set the program “Sleep eight hours a day and exercise the abdominal muscles”. Just after, a weekly calendar appeared on the screen associated to a chat where it was possible to share in real time comments of all users who set the same goal. 😊 An entire world of opportunity disclosed to me”.

To summarise, the negative diary entries were mostly related to low usability of the app, to an untimely use of notifications, and a scarce accuracy of data (e.g. the burned calories or steps). Some participants confronted the data obtained with Pacer with the ones provided by other step counters, realising that Pacer was not reliable. The app was not really motivating for participants and the majority of them uninstalled it at the end of the study. Furthermore, Pacer does not seem to meet the requirements of runners. It displays the pace stat as the overall pace for the whole run, rather than a lap-by-lap breakdown of the pace, which is what the typical runner’s app shows. Runners want to know whether the first mile was as fast as the third, for example, and Pacer doesn’t tell this.

The positive comments were mainly associated to the Community, Social sharing and Security aspects. In fact, to use the product, it is not necessary to create an account and provide the email address and personal data. For those who are concerned about security, that is a plus.

Overall Pacer did not offer much to explore beyond the basics and this caused a drop of interest after four weeks. The diary entries followed a negative trend over four weeks. Negative comments increased at T₃ and T₄.

C) Episodic UX

As said before, the episodic experience was evaluated using AttrakDiff. The graph presented in Fig. 11 shows the mean values obtained for the 4 dimensions of analysis (PQ; HQ-I; HQ-S and ATT) at time T₀, T₁, T₂, T₃, and T₄.

Data show a decreasing trend for all dimensions of the analysis, from an initial positive attribution to all dimensions, to a progressive decreasing assessment over the four weeks. The HQ-S at T₄ scored below zero. The dimensions that obtained the highest values during the
evaluation are ATT, HQ-I, and PQ although the decreasing trend is the same for all of them.

Table I provides the average values obtained for the four dimensions and the relative standard deviation (Table I).

A closer look at the evaluation of specific items contained in the PQ dimension Improactical-Practical; Cumbersome-Straightforward show clearly how the judgement on pragmatic qualities decreased over time (Fig. 12). At the end of the study, the product was considered non-practical to use and cumbersome. The assessment of the item Improactical-Practical changed significant since over four weeks the pragmatic aspects were evaluated in real contexts of use (e.g. battery drain affected the entire use of the smartphone, the step counter stops when the person receives a call), and compared with other products considered more effective.

![Fig. 12 PQ items Improactical-Practical; Cumbersome-Straightforward over four weeks](image)

Also the items related to HQ-I: Isolating-Connective; Alienating-Integrating; Separates me-Bring me close, decreased over time (Fig. 13), even if the social features like the possibility to form or join groups and to create personal goals were generally appreciated in the diaries, and judged positively in the questionnaire on Anticipated and Remembered UX.

![Fig. 13 HQ-I: Isolating-Connective; Alienating-Integrating; Separates me-Bring me close over four weeks](image)

The app was unsuccessful in motivating participants. The items relating to the ability of the app to create enjoyable and captivating experience (HQ-S, ATT) decreased significantly over time (Fig. 14, Fig. 15). The following Fig. 14 reports the assessment of the HQ-S items: Unimaginative-Creative; Dull-Captivating; Undemanding-Challenging; Ordinary-Novel; and Fig. 15 the ATT items: Unpleasant-Pleasant; Ugly-Attractive; Disagreeable-Likeable; Rejecting-Inviting; Bad-Good; Repelling-Appealing; Discouraging-Motivating.

![Fig. 14 HQ-S: Unimaginative-Creative, Dull-Captivating, Undemanding-Challenging, Ordinary-Novel over four weeks](image)

### Table I.

<table>
<thead>
<tr>
<th></th>
<th>PQ</th>
<th>HQ-I</th>
<th>HQ-S</th>
<th>ATT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>T₀</td>
<td>0,90</td>
<td>1,31</td>
<td>1,09</td>
<td>1,59</td>
</tr>
<tr>
<td>T₁</td>
<td>0,54</td>
<td>1,03</td>
<td>0,86</td>
<td>1,54</td>
</tr>
<tr>
<td>T₂</td>
<td>0,51</td>
<td>1,33</td>
<td>0,53</td>
<td>1,35</td>
</tr>
<tr>
<td>T₃</td>
<td>0,59</td>
<td>1,37</td>
<td>0,53</td>
<td>0,65</td>
</tr>
<tr>
<td>T₄</td>
<td>0,26</td>
<td>1,57</td>
<td>0,33</td>
<td>1,40</td>
</tr>
</tbody>
</table>
There were no differences between male and female participants (Fig. 16 and Fig. 17).

D) Remembered UX (AttrakDiff)

As said above, the Remembered experience was assessed using an ad hoc questionnaire and AttrakDiff. The results of the ad hoc questionnaire are reported in section A above. The results of AttrakDiff related to the remembered experience were analysed conducting a paired-samples t-test to compare the four UX dimensions (PQ; HQ-I; HQ-S; ATT) at the first encounter (T₀) and after four weeks (T₄).

The test revealed that there were statistically significant differences between T₀ and T₄ on three dimensions HQ-I; HQ-S and ATT. The scores for HQ-I at T₀ (M=1.08, SD=0.62) was higher than the HQ-I at T₄ (M=0.32; SD=0.65), t(9)=3.03; p=0.014. The score for the HQ-S at T₀ (M=0.55, SD=0.34) was higher than the HQ-S at T₄ (M=0.24; SD=0.30), t(9)=3.00; p=0.015. The score for the ATT at T₀ (M=1.40 , SD=0.19) was higher than the HQ-S at T₄ (M=–0.30; SD=0.179), t(9)=4.40; p=0.02.

On the contrary, there is no statistically significant difference for PQ.

Apparently after four weeks the participants remembered far better their dissatisfaction related to the hedonic qualities and the overall attractiveness of Pacer. These qualities were predominant with respect to the pragmatic qualities of the app. In fact other fitness app offer similar functionality, therefore the overall attractiveness makes the difference for a memorable UX. The participants clearly reported this in their qualitative comments.

The paired-samples t-test confirms that the user experience of using Pacer decreased over the time and the difference is statistically significant.

V. DISCUSSION AND CONCLUSIONS

The data obtained from the questionnaire on the Anticipated UX were consistent with those collected with AttrakDiff at T₁ (Episodic UX) and the diaries after the first encounter (Momentary UX). The same consistency can be noted between the data related to the Remembered UX and those collected with AttrakDiff at T₄.

Time seems to have an impact on the importance people attribute to different qualities of the experience with interactive products, as confirmed by previous studies [9]. Despite the crucial importance of usability in the product’s initial acceptance, aspects of reliability, motivation, comparison with other products, change in behaviour and touch points (how the product communicates with the user, for example by notifications and alerts) are even more crucial for a user to resonate with a product and value it in the long term. That is why the UX evaluation in the long term is crucial.

Furthermore, even if it is not possible to proceed to general conclusions after a study involving a limited number (10) of subjects, the present study offers an original contribution that we hope could stimulate additional studies taking time systematically into account using different methods for the evaluation. Longitudinal studies on UX evaluation reported in literature assessed users’ per-
ceptions focusing on specific times (Episodic UX) rather than assessing how their perceptions changed over time (Momentary and Episodic UX) and what memories people form in the long term that are crucial in stimulating later use. The diaries combined to questionnaires allowed us to reduce concerns about the reliability of the absolute measures collected with AttrakDiff where judgments were taken at pre-defined times and without reference points to single functionality. From one side diaries allowed us to assess the qualities of UX in context, that is in specific moments of interaction that were meaningful for participants. On the other side, the questionnaires on Anticipated and Remembered UX allowed us to associate the evaluation on expectations and memories to specific functionality of the product. The importance of such judgement was recognised also by Jordan and Persson [17] who suggested a hierarchical structure of qualities that contribute to positive experience, having the functionality of the product as a baseline. In addition to Jordan and Persson [17], we assumed the importance of UX qualities to vary with several personal and contextual factors including time as a fundamental source of diversity in UX, considered in its many facets Anticipated, Momentary, Episodic and Remembered.
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Abstract—This paper addresses the issues of designing effective educational games. We aim at investigating how the cognitive, behavioral and emotional aspects of the games influence their educational effectiveness. The results were obtained with an observational user experience study extended with affect analysis carried out for a project management game GraPM. We analyzed the players’ understanding of the game mechanics and logic, their engagement and emotional state. Then we confronted it with the educational effects achieved. In this case study the key identified factors of educational effectiveness were: understanding game mechanics, player’s engagement, and feeling of control. Invoking other desired emotions was not required for effective education, which was also generally unrelated to the player’s initial knowledge.

I. INTRODUCTION

Education has always been an important part of human’s activity. Effective education requires satisfaction of multiple goals according to Bloom’s taxonomy and its newer revisions [1]. One of the recognized tools to provide multi-layer educational experience are games, with computer games in particular. The use of games in education is additionally promoted by the “serious games” approach [2].

Playability is a commonly used term for computer games, however it can be evaluated the same way as usability [3]. Usability of software as defined by ISO 9241 standard includes effectiveness, efficiency, and satisfaction with which specified users achieve specified goals in particular environments [4]. User experience (UX) extends traditional usability with affective aspects forming more holistic picture of human-system interaction.

The evaluation of user experience is particularly important for educational games as the cognitive, behavioral and emotional aspects of a game can largely influence its educational effectiveness. Our research goal is to understand the factors that influence the educational effectiveness of computer games and utilize it to design better educational games. This leads to the following research questions of this paper: (RQ1) how usability of a game affects its educational effects? (RQ2) how user experience of a game affects its educational effects?

This paper presents an extended user experience study of an educational game GraPM and is organized as follows. Section II discusses the related work. Section III describes briefly the game under study and its usability goals. Sections IV and V provide the study plan and results, respectively, followed by the concluding remarks in section VI.

II. RELATED WORK

The related work for our study can be divided into two main topics: (1) educational games; (2) usability and user experience research.

We are mostly interested in the management games in general and project management games in particular. The example project management training games are Symulator Projektu and Symulator Zarządzania Zasobami from Grupa ODITK [5], That Project Management Game [6], or Scrum Game [7]. No usability, user experience or educational effectiveness studies for most of these games were identified. Scrum Game has been evaluated preliminarily, but only with a simple questionnaire.

Broad discussions of the issues of game usability are presented in [8], but they do not address specifically the educational games. P. Mirza-babaei introduced biometrics to evaluate the gameplay experience, but applied it to a non-educational FPS-type game [9]. Parodi et al. measured the player’s education with their Competence Performance Analyser tool with limited use of UX and biometrics [10]. Raabe, Santos, Paludo, and Benitti carried out an extensive evaluation of serious games teaching project management, however the evaluation did not include the usability [11].

Research on both user experience and affective computing is broad and have already been summarized several times, e.g. in the work of Vermeen et al. [12] or the book by Albert and Tullis [13]. There are a few studies on fusing affect recognition and usability evaluation [14]–[16]. The most important work is the one by Ahn and Picard, that proposed the Affective-Behavioral-Cognitive (ABC) framework for
the user experience evaluation. The framework was validated with an experiment on beverages [14]. Lew, Olsina, Becker, and Zhang applied the affect evaluation in the quality assurance procedures for web applications [15]. Kołakowska, Landowska, Szwoch, Szwoch, and Wróbel proposed the application of affect recognition in usability evaluation in four different scenarios: first impression test, task-based usability test, free interaction test and comparative test [16].

III. THE GAME UNDER STUDY

We carried out this research with a project management educational game GraPM, which was conceived and designed by J. Miller based on his earlier research on project management [17]–[18]. GraPM stands for “game on project management”, where “gra” is game in Polish. This game puts the player in the role of a project manager. The target group of this game includes: (1) people who want to increase their project management knowledge and skills; (2) players who like management and strategy games.

The GraPM game was implemented within an engineering diploma project in 2014 [19]. It is a JavaScript-based rich internet application run in a web browser, see Fig. 1.

![Fig. 1 The GraPM game user interface mid-game](image)

The user experience goals for the GraPM game assume that the player understands the game mechanics after the 2nd gameplay and the game logic after the 5th gameplay. The player’s engagement should be maintained high across multiple gameplay to ensure game replayability.

The game is also expected to generate the following emotions desired for educational effectiveness: (a) interest – eagerness to learn; (b) slight confusion – something to learn; (c) joy – satisfaction from learning and playing better; (d) feeling of control – the confidence of fully controlling the in-game project and winning the game. On the other hand, the following emotions are undesired for the educational effectiveness and should be avoided in the gameplay: (a) fear – being afraid of controlling the game and learning; (b) strong confusion (frustration) – feeling lost due to not knowing how to play the game; (c) anger – irritation due to not understanding the game and inability to win; (d) boredom – loss of motivation to play, learn and win; (e) disregard – considering the game poor, unchallenging and non-educating.

IV. USER EXPERIENCE STUDY DESIGN AND EXECUTION

A. UX Study Design

In the study of the user experience of GraPM, we have used typical scenario-based procedure for usability testing. The procedure was performed and analyzed using the Affective-Behavioral-Cognitive (ABC) approach, that combines participant perception (cognitive component retrieved by self-report) with observational scores (behavioral component) and emotion analysis techniques (affective component). The study was a part of an experiment that aimed at evaluation of applicability of automatic emotion recognition in the context of usability testing [20]. It was performed at the Emotion Monitor stand, which is a multi-modal setting designed for human-computer interaction observation [21].

An initial questionnaire was filled before playing the game. It covered: sex, age, year and field of study, knowledge of the GraPM game or other project management games, participation in project management courses and evaluation of initial project management knowledge (IPMK).

The gameplay (which was performed 5 times) was intertwined with questionnaires that included: subjective competence progress evaluation and self-report on emotions. The questionnaires covered cognitive component of the ABC approach. In order to perform behavioral analysis, the Morae Recorder software was used, that allowed to capture screen and user mouse/keyboard activities.

Affective component used in this study was based on three input channels: video capturing for facial expressions analysis (with Logitech Internet camera and compatible software solution), self-report based on PAD (Pleasure-Arousal-Dominance) emotion representation model [22] and physiological signals recording as a reference (skin conductance, blood-volume pulse and respiration rate recorded with ProComp Infiniti hardware coder together with Biograph software).

B. UX Evaluation Criteria

We have applied three general UX evaluation criteria: understanding, engagement and enjoyment, as well as purposely added educational effectiveness. All evaluation criteria were further operationalized into metrics.

Understanding covers the cognitive aspect of user experience and describes the comprehension of the game by the player on the level of its mechanics and its internal logic. The understanding of game mechanics means that the player is able to manipulate the game and affect the gameplay. The understanding of game logic means that the player learned the rules of the game and is able to win. According to the user experience goals of GraPM, the understanding of the
Game mechanics should be evaluated after the 2nd gameplay, while the understanding of the game logic should be evaluated after the 5th gameplay.

Engagement is related to the behavioral aspect of the player-game interaction and characterizes the ability of the game to attract the player, maintain his interest and motivate him to play, learn and win. It should be evaluated over several gameplays.

Enjoyment covers the emotional aspect of the user experience and describes to what extent the game is able to stimulate desired emotions and avoid undesired emotions, as defined by the game designer. It should also be evaluated over multiple gameplays.

The educational effectiveness corresponds to the main business goal of the GraPM game. The other factors of user experience form, in our opinion, an indispensable foundation for the educational effects to emerge. The educational effects should be evaluated after the 5th gameplay.

C. Operationalization of UX Evaluation Criteria

The understanding factor was operationalized with two metrics: understanding of game mechanics (UM) and understanding of game logic (UL). UM measured the number of mechanics understood by the player out of 15 mechanics. UL measured the number of game logic rules understood out of 10 rules in total. The values of these metrics were measured by the game designer based on the recorded gameplay.

The engagement factor was operationalized with the following metrics: (EN1) number of pauses to adjust the project; (EN2) percentage of risks to which player reacted in any way; (EN3) number of threats eliminated (reduced to zero); (EN4) number of opportunities enhanced or exploited (materialized); (EN5) number of tooltips read; (EN6) number of mouse clicks (left button only); (EN7) distance of mouse movement (in thousands of pixels); (EN8) gameplay duration (in minutes); (EN9) summary evaluation of engagement based on EN1–EN8 in a 5-point Likert-type scale (very low VL, low L, medium M, high H, very high VH). The EN1–EN8 metrics were measured in an open scale of intensity. Metrics EN1–EN5 were measured by the game designer based on the recorded gameplay. Metrics EN6–EN8 were measured automatically by Morae Manager tool. EN9 was evaluated by the game designer.

Enjoyment factor was operationalized with the following metrics: (EJ1) average level of valence per user, representing positive vs. negative dimension; (EJ2) average level of arousal per user, representing calm vs. energetic dimension; (EJ3) compatibility of the EJ1 and EJ2 with desired or undesired emotional states in a closed scale (D – desired emotional state; UD – undesired emotional state, O – other emotional state than specified); (EJ4) dominance after 5th gameplay, which is the proxy for the feeling of control.

Educational effectiveness was operationalized with the following metrics: (ED1) self-reported degree of improvement in the project management competencies in 5-point Likert-type scale, from 1 - “very low” to 5 - “very high”; (ED2) number of additional unique project management aspects listed by the player after 5 gameplays as compared to the initial questionnaire.

D. UX Study Execution

The study was carried out in April and May 2016. The entire experiment involved 10 participants aged 23 to 43 (8 of them belonged to the game target group), 5 male and 5 female. 5 participants were selected for the user experience study based on the following criteria: (1) belonging to the target group; (2) no prior playing GraPM; (3) diverse fields of study; (4) inclusion of both male and female; (5) diverse levels of initial project management knowledge. In the entire experiment we recorded 50 gameplays, 5 for each participant. The time of a single participant recording (5 gameplays and the questionnaires) varied from 34 up to over 90 minutes. The players in the study are coded P1 to P5.

V. USER EXPERIENCE EVALUATION RESULTS

A. Understanding

The understanding of the game mechanics and logic by the sample players are presented in Table I. It can be observed that, apart from player P1, the players understood at least 80% of the game mechanics only after the 2nd gameplay. The results also show that 2 out of 5 players (P1 and P4) understood at most 50% of the game logic, while the other 3 at least 80%. The players P1 and P4 were not able to win the game as they had considerable usability problems only at the game mechanics level. Only 2 players (P3 and P5) could achieve full project success and win the game.

B. Engagement

The results of the engagement evaluation are presented in Table II. The values of metrics EN1 to EN5 were averaged over the 2nd and the 5th gameplay, while the values of metrics EN6 to EN8 were averaged over all 5 gameplays of a particular player.

Interpreting these results, we can see that the least engaged player was P4. P4 influenced the project course to a very limited extent (EN1), generally ignored the risks (EN2–EN4), clicked and moved the mouse little (EN6, EN7) as well as played for the shortest time (EN8). The most engaged player was P3. P3 adjusted the project many times (EN1), managed successfully the risks (EN2–EN4), read many tooltips (EN5), intensely clicked and moved the mouse (EN6, EN7), and played for the longest time (EN8). The
engagement of P2 was also very high, similar to P3. The P4’s engagement was high, close to the average. The anomalous case is the player P1. P1 did not understand how to pause the game (EN1) and react to risks (EN3 and EN4) on the game mechanics level (compare to Table I), thus the 0 values of these metrics. However, P1’s engagement was at least medium, which can be evaluated from the metrics EN2, and EN6 to EN8. These metrics show that P1 wanted to control the project and manage the risks, but did not know how to manipulate the game to do this. These interpretations are reflected in the values assigned to the metric EN9.

**Table II. Evaluation of Engagement**

<table>
<thead>
<tr>
<th>Metric</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EN1</td>
<td>0</td>
<td>12.5</td>
<td>25.5</td>
<td>1</td>
<td>14</td>
<td>10.6 (10.5)</td>
</tr>
<tr>
<td>EN2</td>
<td>80%</td>
<td>100%</td>
<td>100%</td>
<td>42%</td>
<td>72%</td>
<td>78.7% (24%)</td>
</tr>
<tr>
<td>EN3</td>
<td>0</td>
<td>3.5</td>
<td>3.5</td>
<td>0.5</td>
<td>2</td>
<td>1.9 (1.6)</td>
</tr>
<tr>
<td>EN4</td>
<td>0</td>
<td>1.5</td>
<td>1.5</td>
<td>5</td>
<td>0</td>
<td>0.8 (0.8)</td>
</tr>
<tr>
<td>EN5</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>2.2 (3.2)</td>
</tr>
<tr>
<td>EN6</td>
<td>50 (14.9)</td>
<td>87 (6.2)</td>
<td>108 (31.3)</td>
<td>17 (5.0)</td>
<td>73 (11.18)</td>
<td>67.2 (34.9)</td>
</tr>
<tr>
<td>EN7</td>
<td>59.0 (16.9)</td>
<td>97.5 (21.4)</td>
<td>90.8 (18.0)</td>
<td>30.7 (14.1)</td>
<td>75.8 (8.6)</td>
<td>70.8 (26.9)</td>
</tr>
<tr>
<td>EN8</td>
<td>5.44 (1.26)</td>
<td>6.32 (1.26)</td>
<td>8.32 (2.40)</td>
<td>4.29 (0.38)</td>
<td>6.24 (0.35)</td>
<td>6.20 (1.28)</td>
</tr>
<tr>
<td>EN9</td>
<td>M</td>
<td>VH</td>
<td>VH</td>
<td>LH</td>
<td>H</td>
<td></td>
</tr>
</tbody>
</table>

**C. Enjoyment**

The evaluation of enjoyment in 5 gameplays for each player is presented in Table III and Fig. 2.

**Table III. Evaluation of Enjoyment**

<table>
<thead>
<tr>
<th>Metric</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EJ1</td>
<td>3.6 (0.9)</td>
<td>6.2 (0.4)</td>
<td>5 (0)</td>
<td>5.4 (1.3)</td>
<td>6.4 (0.5)</td>
<td></td>
</tr>
<tr>
<td>EJ2</td>
<td>3.8 (0.4)</td>
<td>5.6 (1.1)</td>
<td>1 (0)</td>
<td>5.2 (0.8)</td>
<td>2.4 (1.7)</td>
<td></td>
</tr>
<tr>
<td>EJ3</td>
<td>D</td>
<td>D</td>
<td>O</td>
<td>D</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>EJ4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

Desired emotional states region contains majority of the 1st quarter together with the states of neutral arousal from the negative region. Out of the four specified desired emotional states (section III), two are not expressible in the valence-arousal model: interest as a cognitive state and an emotional states (section III), two are not expressible in the valence-arousal model: interest as a cognitive state and a emotional states region. The players P3 and P5 do not fall into the desired emotional region. The players P3 and P5 do not fall into the desired nor un-desired region; it seems, that for them the game was a relaxing experience.

**D. Educational Effectiveness**

The evaluation of the educational effectiveness after the 5th gameplay is presented in Table IV. The values of metrics ED1 and ED2 are confronted with the initial player’s knowledge of project management before playing the GraPM game (IPMK). It can be observed that the players P2 and P5 reported the highest educational effectiveness, however in case of P5 the high self-reported estimate (ED1) was not confirmed with the knowledge verification (ED2). P3 reported low estimate of education (ED1), but still exhibited considerable increase in knowledge (ED2). The lowest educational effectiveness was observed for P1 and P4.

**Table IV. Evaluation of educational effectiveness**

<table>
<thead>
<tr>
<th>Metric</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ED1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2.6 (1.3)</td>
</tr>
<tr>
<td>ED2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>IPMK</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>3 (1.6)</td>
</tr>
</tbody>
</table>

**E. Summary and Discussion of Results**

This study leads to the following observations:
- the understanding of the game mechanics forms the basis for understanding of the game logic;
- the engagement seems unrelated to understanding of the game mechanics, which can be seen by cases of player P1 (at least medium engagement with low understanding of the mechanics) and player P4 (low engagement with high understanding of the mechanics);
- the engagement is related to understanding of the game logic, however the nature of this relation is still to be investigated;
the educational effectiveness is enhanced by the player’s understanding of the game mechanics and logic, as well as his engagement (P2, P3, and P5);

the educational effectiveness seems unrelated to the initial knowledge of the player: players P2 and P3 reported the highest initial knowledge but still exhibited high educational effects; player P5 reported the lowest initial knowledge and high educational effectiveness; players P1 and P4 reported medium initial knowledge and medium educational effects;

the educational effectiveness was not disturbed with undesired emotions for any player, however 2 out of 3 players (P3 and P5) exhibited rather ambivalent emotions regarding the game goals (relaxation);

the educational effectiveness is related to the player’s feeling of control: the player P4 with the lowest educational effects also had the lowest feeling of control, while the player P5 with high educational effects exhibited the highest feeling of control.

We are aware of the fact that the validity of this study has some limitations. We identified and addressed the following threats to its validity: (1) sample size – we engaged 5 users as the usability tests show that 5 users reveal 75-90% of the usability issues; (2) sample as a group of convenience – we introduced the initial questionnaire and selected the sample for UX evaluation to ensure its diversity; (3) confounding variables – we performed the study in a strictly controlled environment, where we limited the possible influences of external factors; (4) subjective measurements – we operationalized most of the variables to objective metrics, the number of subjective self-reports is minimal; (5) small number of gameplays – due to resource limitations in manual measurements we focused on 2nd and 5th gameplay, which were specified in the UX design goals.

VI. CONCLUSION

The study provides preliminary evidence that usability and user experience affect the educational effectiveness of a computer game. The results revealed the flaws in the GraPM game UX design at the cognitive and behavioral levels. Together with the analysis of the emotional impact it may be used to improve the game and increase its effectiveness.

Based on the data collected we plan to evaluate the GraPM learning curve based on the understanding of logic across gameplays, analyze players’ emotional state in consecutive gameplays as well as identify affects related to particular game events.
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Abstract—Designers adopt a large amount of general-purpose tools for supporting their remote collaborative tasks. Each tool provides very diverse functionalities: from file sharing to instant communication and video collaboration. The designer struggles when filtering and combining the right information spread across the multitude of tools. This research extends McGrath’s framework of task circumflex to map the collaborative demands of the design practitioner and proposes Peepdeck, a design exploration to support them. Peepdeck is a dashboard that assembles information scattered across multiple tools in a personalized and organized way. Through two design iterations followed by evaluations of the user interface, several requirements were identified for supporting collaboration awareness in design teams. Insights confirmed the relevance of combining information from different but already familiar tools, rather than attempting to replace them. It was identified the importance of optimizing for visual scanning, supporting search of content and allowing users to customize the tool.

I. INTRODUCTION

Design studios operate in a much more distributed fashion nowadays than in the past. Designers may be distributed geographically, potentially even in different time zones. This paper discusses the design of an application for supporting distributed collaborative design work. There is a myriad of new tools and online services available as shown by Fig 1. Tools like Dropbox, GoogleApps, Basecamp, Atlassian, Slack, Skype and Trello are just some examples of the diversity of commercial applications available on the Internet that support teamwork in the design studio. These technologies support very diverse functionalities and services, from file sharing, online edition of documents to instant communication and video collaboration. Previous research [13] revealed a collection of patterns of behavior that the designers conduct in the context of collaboration tools. A surprising finding was that designers adopt a large amount of generic tools that they appropriate for supporting collaborative design tasks, choosing different tools for different parts of the design process. Tools like Facebook (social media), Dropbox (file sharing) and Skype (instant communication) were some of the most popular. While some of the tools are used throughout the whole design process, each of the categories of behavior imposes its own challenges to each of the tools. Individuals switch fluently from one tool to another depending on the activity, the personal needs, the project needs and how the tool covers those needs. The designer must be able to filter and combine the right information spread across the given multitude of tools, each with different information (file, contact, folder, application) and user interfaces. This is the starting point that motivates the present work in order to facilitate the current collaborative practices of designers.

Fig 1. Set of icons representing the diversity of commercial applications available on the Internet. Original icons by Designyantra used under Creative Commons License.

The current research presents a design exploration into how collaboration practices for distributed design teams can be supported. The paper starts by taking as reference McGrath’s framework of task circumflex [12] to analyze how the current collaboration tools are incapable of covering the demands of the design practitioner. Then, the paper proposes as a solution an application called Peepdeck, which assemble information scattered across multiple tools in a personalized and organized way. Afterwards, the two iterations of the design and evaluation of the user interface of the application are presented. Finally, the paper discusses a reflection to the proposed design, the design requirements
and further issues pertaining the design of such groupware applications.

II. FITTING TECHNOLOGY IN PRACTICE

The vast amount of existing research in the field of CSCW [21] has illustrated how groups adopted IT tools and integrated them into their social dynamics to support teamwork. Researchers have identified specific patterns of behavior supported by the appropriation of collaboration tools [10; 17; 18; 19] and how those patterns changed through their appropriation [24].

McGrath [12] defined a framework, called task circumflex, to classify technology according to the type of task that they were supporting within the team. McGrath classified collaboration tools in 4 quadrants based on whether they supported (1) generation activities: for planning and idea creation, (2) choice activities: for problem solving and decision-making, (3) execution activities: for the task execution and performance, or (4) negotiation activities: for tasks that focus in resolving conflicts between the individuals (Fig 2).

In the context of remote design teams, Muñoz-Alcántara and colleagues [13] performed a series of interviews and surveys to professional designers in order to understand the activities that designers engage to support their collaborative practices. Their results described 5 categories of collaborative activities: (1) creating ideas and concepts (e.g., ideation, brainstorming and inspiration), (2) developing ideas and concepts (e.g., sketching and prototyping), (3) making sense of the material, resources, and experiential knowledge (e.g., giving and receiving feedback), (4) keeping the team on track (e.g., notifying the team and solving issues in the team), and (5) managing the development of the project (e.g., defining and managing tasks and deadlines). As shown in Fig 3, the first 3 categories described the core activities of the design practice, while the last 2, described the social dynamics that enable the completion of the first set of processes.

Additionally, Muñoz-Alcántara et al. [13] compiled a list of specific tools that designers use during each of the activities, as shown in Table I. The list reveals that professional designers use few specialized tools compared to the total amount of tools involved during the creative stages of their work. Furthermore, Table I illustrates how various tools appear repeatedly in more than one of the activities. This clearly shows that a large collection of different tools supports the designers on more than one of their daily tasks.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Tools involved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating ideas and concepts</td>
<td>Google Docs, Google Spreadsheets, Mindmaps, Skype, Evernote, Dropbox, Pinterest, Facebook</td>
</tr>
<tr>
<td>Developing ideas and concepts</td>
<td>Paper, iPad (Adobe Ideas, Paper 53), Axure, Excel, Illustrator, SVN, Github, Bitbucket, Dropbox, Google Docs</td>
</tr>
<tr>
<td>Making sense of the material, etc.</td>
<td>Skype, Evernote, Facebook Groups, Facebook Chat, Lynk, email and Google Hangouts, Email, WeTransfer, Dropbox, Axure, Interactive documents</td>
</tr>
<tr>
<td>Keeping the team on track</td>
<td>Facebook Group, Facebook Chat, Skype, email, Whatsapp</td>
</tr>
<tr>
<td>Managing the development of the project</td>
<td>Redmine, Gantt charts, Teambox, spreadsheets, Trello, Outlook, Google Docs, Dropbox, Google Drive, Facebook Groups</td>
</tr>
</tbody>
</table>

Each of these collaborative processes can be mapped into the classification given by McGrath in order to reflect how each tool is used on every stage of the creative design process. The core process of creating ideas and concepts belongs to the quadrants of generation support tools and choice support tools. Tools aimed for generation and for execution activities mainly support the process of developing ideas and concepts. The process of making sense of the material is mainly covered by the quadrant of tools for choice but it also includes tools focused on negotiation. Keeping the team on track is primarily achieved by the support of negotiation tools while managing the development of the project depends on generation and
execution means. Fig 4 displays the task classification defined by McGrath combined with the group activities described by Muñoz-Alcántara and colleagues. These sets of behaviors provide the starting point for understanding how each different activity provides a specific value to the effort of the design team.

![Fig 4. This diagram maps the task circumflex of McGrath (1984) with the specific patterns of behavior of a designer described by Muñoz-Alcántara et al. (2015).](image)

Traditionally, design studios have a high material character. For example, office walls and desks are typically full of notes, post-it, sketches, prototypes and physical models. The material and physical aspects embedded in the design studio such as designer’s practices, the use of artifacts and the space during collaboration, have a key role on the coordination of the creative activities [23]. Design artifacts (e.g. sketches, physical prototypes) located in the studio inform activity and progress of the group and trigger awareness in the team [2, 6]. The use of space is also productivity-focused, displaying information that supports time management, scheduling and division of workload. The designer takes advantage of the space and the artifacts to enable the coordination with the team. The design process often demands fast switching between activities, and thus, between artifacts and tools. Most activities require the selection and combination of information spread across several sources. Moreover, every person requires a unique set of information based on the roles, responsibilities, and also personal preferences and interest in the projects they are working on.

However, on a distributed setting, the digital information is usually managed and visualized through very different interfaces and organized in different information architecture. Since general-purpose tools are generally adopted to support certain design activities, extra work is needed for annotations, documentation, and organizing files and folders on each of the tools. As a consequence designers fail to integrate and coordinate the information, effort and outcomes of other team member’s activities. Furthermore, when using a large collection of tools it is difficult to have an overview of the design process and the performance of the individual is affected by the huge amount of information provided by the collection of tools.

The question raised is how a groupware application could support design collaboration by focusing on the integration of the current tools while addressing the core requirements of the design tasks.

The design of the user interface of the dashboard followed a user-centered approach with two iterative cycles. Each design iteration consisted of the following steps: specification finding, conceptualization, development of the concept through prototyping and the evaluation of the prototype. The first iteration focused on creating and evaluating the concept of the dashboard. Drawing from the problems we identified during the literature research, this iteration explored what is the meaningful content of such a tool, what is the way how designers can use it, its information architecture and how they can incorporate it into their typical work routine. This was first evaluated on a paper prototype. In the second iteration an interactive digital prototype was developed and its UI was evaluated in terms of interactions, ease of use, and clarity of the application. The final outcome of this work is to bridge the gap between the existing qualitative fieldwork studies and the design recommendations based on the actual design and evaluation of a tool that enables remote collaboration in the design practice.

III. INITIAL CONCEPT

The insights gathered from the literature review suggested to focus on solving the problem of scattered information and losing oversight rather than creating yet another specialized tool that solves narrowly scoped problems for designers. The concept of a dashboard emerged. The dashboard aggregates information from (multiple) existing tools and services, and displays them in a personalized manner at one place. This approach enables keeping a single UI for the user regardless of the actual tools and data sources integrated on a lower level. As one of the consequences, exchanging of the backend infrastructure or the connected tools does not need to be noticeable by the users.

IV. FIRST DESIGN ITERATION

I. Design specifications

The success of the dashboard mainly depends on addressing the challenge of accessibility of the information and implementation complexity. A number of design challenges were identified on which the success of the dashboard depends:

- Making a glanceable display [11] that collects salient information for design collaboration in one place?
- What is the right amount of information? [4] (Lack of awareness vs. Information overload)
• How to design simple and intuitive interface?
  (Minimizing learning curve [15; 16])
• Information visualisation: overview / information display
  (Optimized for visual searching [8; 9])

The dashboard should incorporate the existing tools and
provide an extra layer where designers can access the
selected content and information streams, and filter them as
(individually) preferred. Finally, it should also enable users
to stay updated by checking only a single place (tool),
instead of multiple different tools and their different
notification areas, status bars, streams, feeds, and other
elements meant for updating the user.

II. Peepdeck concept

The Peepdeck concept was conceived to address the
challenges identified above. Peepdeck is envisioned as an
online service that connects existing tools and services that
users already use for collaborative design; it aggregates
information from the connected services, and classifies it
into four main categories resolved from the common groups
of items described in the enabling activities discussed above:
tasks management, shared calendar items, communication
streams, and cloud storage with file management facilities.
These categories contain information merged from various
sources in a way that the information does not define the
attributes or features of the item (i.e., a file from Dropbox is
treated equally as a file from OneDrive, or Google Drive).
The central goal of Peepdeck is to display the information
that is currently relevant to the user – reflecting their role,
context, projects they are involved in, co-workers, personal
preferences, and other aspects. The user can adjust the
content of the dashboard so it matches his requirements. The
dashboard contains shortcut to the connected services – so
the user does not replace them with the Peepdeck, but
Peepdeck just enables easy and quick access to the important
parts (folders, files, and other items) in each connected tool.

III. Concept development

Concept development was the goal of the first iteration.
After defining the concept of the Peepdeck as described
above we created minimal version of the UI in a form of a
wireframe, and then created a paper prototype that we used
in the following user research.

IV. Wireframe

The concept of the UI consisted of the vertical columns
placed one next to each other (see Fig 5). Each of these
columns consists of a title and number of items of different
types. These items could be in a stream of information from
selected source – such as stream of the updates of files from
the connected cloud storage, or stream of the activities of the
teammates.
The content of each item in each stream is dependent on the
nature of the item, which can be a file, an activity, a calendar
item, or a task. The items that are not in a stream represent a
list of tasks, list of persons, or a block of multiple items of a
different character. Variants of the prototype represented
different levels of complexity for different items.
A wireframe was designed that was aimed at minimizing the
content, abstracting away from the source of the content, and
focusing on the type of information. That means, that the
items of the same character (e.g., file, task) are represented
on the screen similarly, regardless of the source of the item
(e.g., whether the file is from Dropbox, OneDrive, or Google
Drive). This way, the items are displayed with emphasis on
their meaning, instead of structural features such as location
where they are stored.
V. Evaluation

The purpose of the evaluation was to validate the design concept and to investigate how to display relevant content at a single place. The test sessions also explored the amount and type of information and how to combine the information in a simple and intuitive way.

A formative user test was conducted with seven participants (six males and one female, with an average age of 30 years old). All participants were full-time employed designers working in the Netherlands on various design positions such as interaction designer, industrial designer, usability engineer, game designer, or graphic designer. All of them worked at middle- to large-size Dutch or international companies, in a team of six to ten people, some of them in multiple teams at the same time. User sessions were conducted in English; the interviewer and the five participants were not native English speakers, however all were proficient English speakers and no communication difficulties were noticed. Each session took about 60 minutes.

The user test involved a combination of a semi-structured interview and thinking-aloud method followed by co-design activities, where participants proposed alternative designs. In the beginning of the session the interviewer asked about tools currently used, the size of the team, the roles of their current teammates, and typical information required in their work. Additionally, they were asked about the way they collaborate, and what tools or methods they use in their team.

For the evaluation, a paper prototype of the interface was created from the wireframe models so that interactions could be simulated by manipulating paper cut outs (Fig 6). We experimented with excluding different types of items to test whether users actually miss them. Participants were given a set of tasks pertaining to understanding one’s current state in the context of the status of tasks, projects, deadlines, files and the activities of other team member activities. During the tasks participants were thinking aloud, and after the (successful or unsuccessful) completion of each task, the interviewer asked about the relevance of the elements of the dashboard for completing that task.

During the whole session both participant and interviewer had pens and markers available (each of different color) and participant was asked to add information into the dashboard that was missing for completing any task. Participants were also asked to cross out information that they find useless, or draw extra elements of the dashboard they are missing (Fig 6).

VI. Results

The results of the user test revealed that the concept of the dashboard was evaluated very positively. Participants often related the UI elements, interaction or their expectations about the interface to the existing tools they were familiar with; and not only tools they use for work. Examples of the UI elements they mentioned were “badge counters” known from iOS applications, showing in a small field at the corner of the app’s icon number of notifications this app has; stacking information as known from Facebook (e.g., when an item is shared by multiple persons, the item is shown once with the list of all persons who shared it, instead of repeating the item for each person); or iconography known from OS X and Facebook. In general, participants often related to the tools they were using at work already, which confirmed previous findings about the list tools they actually use. Participants usually asked for better visual clarity, showing context of the items and relationships between related items. All participants executed the tasks in different ways suggesting the need to allow flexibility in the user interface.

In terms of general problems and requirements, participants stated that they often work on multiple projects at the same time, or switch between projects every few days during a month. Therefore, the interface should support multiple project views and easy handling of them (adding, hiding, showing, removing). The presented categories of items (such as events, tasks, files and messages) were understood, however the relationships between items on the dashboard and the persons or projects were not clear. Especially for project-related items such as tasks or deadlines, they missed clear hints about the project it relates to. The opinions and preferences on how to present extra information were divergent. A common remark was that the dashboard must be easy to scan visually supported by colors, spacing and the typography.

When referring to missing information or features, the most common concern was to include filtering and search functions. Participants referred to the possibility to stack similar items together, manipulate content (list of tasks, current files), edit privacy settings (shared or not shared), and to show and hide details of each item (tasks’ status, deadlines, last time of synchronization). Besides, each of the items should have a link to the original source and other related items. The dashboard should also include the availability of colleagues (chat, IM, call, personal meeting).

An integrated social media stream was also suggested with the possibility to disable specific applications when they do not want to be disturbed.
The second iteration focused on creating and testing an interactive digital prototype implementing the guidelines resulting from the first iteration and user test. For instance, visual clarity, spaciousness and segmentation of the interface should dominate in order to support visual searching and effective scanning of the updates on the dashboard. Other components such as integrated search and availability of team members were included in the UI.

I. UI design

The wireframe of the first version of the dashboard was redesigned and then with the help of a mood board a visual design was created using colors and shapes with a meaning to support visual searching and peripheral scanning of the dashboard [1]. The interface, shown in Fig 7, consists of several columns, where the basic set of columns included: a “Today” column, a “Project” column, a “Team activity” column and a “Timeline” column. A full text search is placed visibly above all, to indicate that it searches all the content of the dashboard.

The “Today” column contains today’s date and day of the week, photo and greeting of the user to attract attention and make user start reading the screen here. Then it lists the upcoming deadlines, lists of tasks, and a private list of tasks that are stored locally, and not shared. The “Project” column contains the header with the project name and an icon. This column contains a list of teammates, which are aggregated from tools that contain the defined team (e.g., Basecamp), or the users from the shared project folder (e.g., Dropbox). Each person has an indicator of availability on any connected communication service, and a visibility icon that can toggle the content related to this person in the whole dashboard. Underneath there is a list of upcoming deadlines of this project, a link to the project schedule (in selected tool where the project shares the calendar), and icons of all connected tools/services with the indication of synchronization status; these icons are shortcuts to the relevant project pages (e.g., Dropbox folder, or Basecamp project). The “Team activity” column contains the blocks of users and their recent activities such as edited files, or completed tasks. The “Timeline” column lists the simple linear calendar view with the upcoming events such as deadlines, meetings, and tasks. Users can add more columns into the dashboard, which will scroll horizontally.

II. Prototype development

An interactive prototype with high visual refinement based was created in the software Axure RP Pro 7.0. The result was an interactive mockup on HTML, CSS and JavaScript. The prototype implemented the designs created in the previous stage. It also added interactions allowing to manipulate the interface, such as collapsing and expanding the elements in the columns, hiding and adding new columns, do full text search with autocomplete function showing the search results during typing of the search phrase, adding new items on the private task list, hiding and showing content of each person on the dashboard, and showing extra information about elements on mouse hover.

The prototype displayed in Fig 7 is the improved version after the insights from the second evaluation. The prototype is available on the URL: http://ojwz1v.axshare.com/.

III. Evaluation

User tests were conducted with seven designers (four males and three females, all in their early 30s). All participants were employed full-time at the time of the tests by middle-to-large-size Dutch or international companies, and they work in a team of six to ten people, often being part of multiple teams at the same time. The individuals held various design positions such as interaction designer,
industrial designer, usability engineer, game designer, or graphic designer. User sessions were conducted in English. Each session took about 60 minutes.

The goal of the evaluation was to test the UI, regarding its visual clarity, the information architecture and the amount of information presented. The connections and data on the dashboard were simulated. User interactions with the interface were specially observed: how they explore and understand the elements on the screen. The terminology and wording used in the interface were also evaluated.

The interactive prototype was tested on a computer with a mouse, in a full screen mode (Fig 8). A similar protocol to the first evaluation was executed during this evaluation. The user test was set up as a combination of a semi-structured interview, thinking-aloud while completing given tasks, and observation. The prototype was presented to participants, and then they were asked to complete a set of tasks while thinking aloud. These tasks were very similar to set of tasks performed during the first evaluation. The tasks pertained to the current status of one’s activities, other member’s activities, deadlines and projects. Some tasks focused on the added features such searching for a particular file, directly contacting a team member or unsubscribing from certain notifications. After each attempt the interviewer was asked about which elements of the dashboard were helpful for completing this task, and which parts of the dashboard were not. At the end, participants were asked several open-ended questions about situations in which they find this tool useful, and in which they think it would not be useful.

IV. Results

In summary, the feedback on the tool was very positive as some participants noted that they wanted or needed such a tool already. The visual segmentation and organization of the dashboard was positively evaluated, and people reported that searching was easy, and clear. The results showed that users want to customize the order of the sections – natural action is drag and drop the column to another place (almost all participants attempted to do this). Columns should have an option to manage its content (add, remove, edit, rename and reorder panels) and must allow the management of the tools connected to each column. Let people develop their own widgets for the dashboard (either elements in the columns or whole columns).

The observations also revealed that people were very actively exploring the interface, and learnt how to use it immediately or within one or two tries. This implies that the interface also supports fast learning, and motivates users to explore its functionality. Participants related many actions and interface elements to the tools or environments they are familiar with – Facebook, iOS, OS X, Gmail. It should be possible to collapse columns into tabs or icons, so that they can be opened easily and immediately when needed, but are not taking place on the screen when not needed (analogy to browser tabs, or minimizing applications in OS).

The participants highly valued the aggregated of the tools they usually use. As one designer explains: “I think I would really love it. Because from here, from this interface, I can easily go straight to certain file, certain person, (…) instead of searching: Where is this? Where is that?” [ppn1]. Another designer commented: “It’s handy because you don’t need to learn all the new tools. If someone prefers this and someone prefers others” [ppn3].

Since the dashboard integrates many activities, services and files, participants noted that there should be a visible confirmation after each action with the possibility to undo the action. Some suggested that, ideally, the dashboard should have a full integration with the connected services and with local files and that the interface should point directly to the aggregated content. Finally the interface should provide means for immediate interaction (instant message or email) with the people in the list of contacts.

VI. DISCUSSION

Designers use many general-purpose tools for different collaborative tasks. Mastering the diversity and combination of the tools and functionalities, and keeping an overview of the process is a recurrent problem in design practice. The present study has explored means to link different tools, to filter relevant information across them and to switch easily between tasks during collaborative design projects. Through two design iterations followed by user tests, it was confirmed the relevance of a dashboard application presenting status information compiled from several general purpose tools for enabling designers to maintain an overview of their work and of the activities of the design team.

So far, feedback from users confirms the general design direction chosen: the dashboard should combine information from different but already familiar tools [7], rather than attempting to replace them. The first iteration identified the importance of optimizing the dashboard for visual scanning and support the search of content. The second iteration identified one more important requirement: to allow users to customize the dashboard as needed (by individual preference, role, workload, number of projects and team size).

Awareness is critical for collaboration. It provides an understanding of others and their activities and it helps guiding ones actions [2]. Awareness is dynamically built through practices [20]. In the design studio, the use of space and artifacts support the creation of awareness [23].
However, on remote environments, different awareness mechanisms should be developed to support seamless collaboration [4]. Through the integration and visualization of the different collaboration tools, PeepDeck aims to facilitate some of the most relevant components of the design practice: social interactions supported by the exchange of artifacts [22] and information. Additionally, PeepDeck uses a user-centered approach [5] and adopts several awareness mechanisms such as personalization [4], workspace awareness [6], team availability [3] and work progress [2]. Further iterations involving different methods of evaluation on real scenarios must be done to ensure the generalization, precision and realism of these findings [14]. One can imagine that tools like PeepDeck can support other professionals for other types of collaborative work e.g., to quickly interact with the team (through sending emails or instant messages directly to team members), keeping and self-updated about the project development (following the activity of the colleagues, following the deadlines, tasks and their statuses), and accessing the shared resources easily.

VII. CONCLUSION

Two iterations were presented of the design, prototyping and testing of PeepDeck an application that aggregates information from tools and online services that are popular amongst design teams, allowing them to be aware of project work. This process identifies several requirements for the design of tools to support collaboration awareness for design teams, these are: a) support the use of collections of widespread tools rather than replace them with a special purpose one b) design the system as a glanceable display to support awareness and peripheral interaction c) allow customization to individual needs and practices.

While these requirements have been identified in related literature regarding collaborative work, the emphasis on the combining general-purpose tools for supporting design activities is new. Further, the notion of personalization and glanceability refer to specific needs of design teams, which differ from the interpersonal awareness applications that have occupied CSCW literature in the past. Future work will explore how functional prototypes of such awareness functionality can be implemented and the extent to which they can be accepted by design teams and to which they succeed in fostering awareness.
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Abstract—We have developed a method and a process with which we can simulate the functionality and the space requirements of different actions in buildings. We utilize Gamification of Building Information Modeling (BIM). The essential goal of Building Design is to produce designs corresponding to customers' needs. In our method the electronic CAD model is inserted into a Game Engine and is gamified. Features and limitations that correspond to the reality as exactly as possible are generated for the virtual objects steered in the game by the designers. In addition, the space requirements for the actions performed by a simulated user can be dimensioned by our Functional Design Method. We generate 3D space objects of maximum space requirements for actions from videos of real human actions. The 3D space objects created this way can be Collider Objects used by the designers attending to the Gamification. We get simulated User Experiences from the rooms under design. This method helps to understand better than before different end users and their needs. The result is buildings that fit the requirements of the users.

I. INTRODUCTION

The Pilot Experiments described in this article use our method to generate computer game like environments out of a Building Information Models (BIM) by Gamification. The gamified Building Model enables us to simulate actions in buildings.

With the aid of the gamified model we can simulate different User Experiences in a building already when the building is under design.

The "Players" following different roles can move like the First Person Controller (FPC) or the Third Person Controller (TPC) in the virtual space. Features and limitations according to a role (e.g. a Handicapped using a wheelchair) can be realised.

The Game Object can include the space requirements belonging to the actions of the role. The space requirements are from our Functional Design Method, FDM [1],[2]. From the space requirements we can generate variable Collider Functions around the Game Object. The method makes it possible to simulate different functionalities and space requirements related to actions. The Player can e.g. take the role of a person using a rollator. With the aid of the gamified Building Model he can get the User Experience of moving around with a rollator. We detect already in the beginning the possible problems and shortcomings, and corrections are then low cost and fast compared to during the construction or even after the building project.

The developed method also helps designers of the Construction Industry to better understand the needs and limitations of buildings. It is also possible to involve the user groups to the design via the method of gamified Building Model. The end users can get a view that is understandable and real enough. We can then achieve buildings that match more closely their purpose.

With the method it is also possible to automate the testing against the Universal Design principles, by moving 3D-models with their space requirements (like a wheelchair patient with two assistants) automatically through the model. After the tests the possible problems and their locations can be found in the report automatically generated.

If the designer uses VR glasses, like Oculus Rift, the User Experience of the gamification of Building Information Models can be quite realistic.

The gamification of the models serves all phases of the construction project from sales and marketing until the completion of the Architectural Design. By the aid of the gamified model it is possible to communitise and crowdsource by distributing the gamified model in the Internet. The end users can then be given an opportunity to present ideas, test functionalities and so attend to the design.

This article first describes the methodologies and software related to the research. Then we present the new method and the process for gamification of Building Information Models as an aid in design. Finally, we observe the meaning of the new results and scenarios for the next steps.

II. METHODOLOGIES AND SOFTWARE USED IN THE RESEARCH

The developed method utilises a work based invention report at Mikkeli University of Applied Sciences Ltd (Mamk) filed by Jukka-Pekka Selin. The maximum space requirement in dimensions x,y and z can be derived from video clips of real human actions. In this method the real actions are videoed with at least two video cameras that are situated at right angles. The need of space from the actions in three
dimensions is measured and a corresponding geometrical object is created. This 3D object in IFC file format is compatible with CAD software. The goal is to ensure that the required actions can fit the space under design. [1],[2],[3].

During the research program the application that is BIM compatible, under development and is meant for Lifecycle Management of Building Data, and the application extension Value Add Data of Mamk R&D, were used for creating 3D objects. The application extension realizes the functionality of the FDM. The Colliders describing the space requirements for different actions to the gamified model were created via the execution of the Value Add Data software.

The 3D-model that contains a Building Model was realised with the ArchiCAD design software and it was gamified with the Unity Game Engine.

III. THE FDM TOGETHER WITH THE GAMIFICATION OF THE BUILDING INFORMATION MODELS ENHANCE THE QUALITY, VISIBILITY AND UNDERSTANDABILITY IN DESIGN

When the practices of BIM develop, new ways to design, visualise and analyse buildings are developed in parallel. The earlier the issues are detected and corrected, the lower are the costs and related work efforts. The FDM we developed earlier is a method and process born out of need. It can be applied very well in parallel with BIM, and could even be standardised to be an integral part of it.

The FDM can be the basis for developing new analysis functions, techniques and methods to support the design process and the designers.

We combined the FDM to the gamification of the Building Models and did research on whether it could be possible to create User Experiences about how the usage of e.g. a wheelchair or a rollator succeeds in the spaces under design.

With the aid of the 3D space objects from the FDM we can generate e.g. Colliders around the functional unit (e.g. a wheelchair user with two assistants). Collider is a term used in Game Design. The Collider then corresponds to the measured space requirements of the human action. In the First Person Controller concept the Colliders created this way can be attached to the virtual model of a wheelchair Use Case. After this we could move around with the wheelchair in the gamified Building Model and swap the Collider according to the actions the handicapped and his assistants were doing.

When VR glasses like Oculus Rift are used, we got a very realistic User Experience about how it would feel to move and perform different kinds of functions with a wheelchair in a real building.

Our partners agreed this kind of visualisations and generation of User Experiences are one of the directions for forcefully developing BIM and its applications. This kind of approach is quite new in the relatively conservative Construction Industry, but we think it will become more common.

The virtualisation of buildings and gamification open new perspectives to the whole construction business and the design processes used there. It e.g. enables to involve the future users to the idea gathering phase and to the design work in ways not possible earlier.

A. The space required by Human Actions is converted into a 3D object by the FDM

The design needs described earlier get means of enhancement from the FDM from Phil.Lic. Jukka-Pekka Selin. The method helps especially in a situation where the building operations are not yet active but there exists a digital model of the building.

In addition to a mere idea we offer a ready process that enables to transfer the space requirements of real Human Actions to the BIM based designs via our 3D IFC-objects. It is possible to test and simulate with the Building Model how the functional demands fit the rooms under development. The diagram below shows the process of the FDM:

![Fig 1. The process of the FDM for Buildings.](image-url)

An example of the meant human activities is “an assistant who helps a wheelchair user to dress on outdoors clothes”. The invention to use real human activities and turn them into 3D CAD objects is from Licentiate of Philosophy Jukka-Pekka Selin who is the principal lecturer of data processing at Mamk.

Fig. 2 shows how the dimensioning (x, y, z) of the forthcoming IFC data object is performed.
B. The Gamification of Building Models with the Unity Game Engine

We realised a pilot project at Mamk where we gamified the building model of the headquarters of the construction company U.Lipsanen Oy. The foundation was the 3D-model from ArchiCAD software. It was a part of the building model [4]. The Unity Game Engine supports importing data in various 3D file formats. After iterative testing and piloting we ended up to recommend that the import format should be the FBX format developed by Autodesk, Inc. [5]. Unity has native FBX support.

C. Simulating the actions of a handicapped building user

We piloted the methods by simulating a wheelchaired, moving person. The space requirements for different actions where first generated by the FDM. The original material was a set of video clips about real actions that were input to our Value Add Data software for creating IFC files.

In the pilot we created a Third Person Controller-type Player who moved with a wheelchair. As much realism as possible was programmed for the dimensions, the movements and the building automation. We also created swappable Colliders around the virtual player. This way the space requirements can be swiftly selected according to the action under test. We can see and experience in a concrete way how well the action fits the spaces under design.

The dimension data from the FDM, representing the space need of a real action, can be utilised as such when creating Colliders in the Game Engine. One of the future research topics is to develop an automated creation procedure of Colliders based on the 3D IFC files. The next table below shows as an example the space requirements of two actions studied in piloting.

<table>
<thead>
<tr>
<th>The dimensioned Action (VaddTool)</th>
<th>Space Requirement (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The wheelchair user is helped to dress on or off his shoes by his assistant</td>
<td>1.10 x 1.90 x 1.51 (x,y,z)</td>
</tr>
<tr>
<td>The assistant walks with the wheelchair user on the side or behind the wheelchair</td>
<td>1.07 x 1.90 x 1.30 (x,y,z)</td>
</tr>
</tbody>
</table>

Respectively it is possible to dimension and simulate all kinds of actions, also not related to Building Design, by using the Functional Design Method and Gamification of 3D Models. There is a lot of potential in generalisation.
D. Work process oriented, location aware document management and viewing services for the whole Lifecycle

After testing the creation of 3D IFC objects and short term document storage with the Value Add Data software prototype we began to negotiate with the public financiers about developing a service that would manage the documents during the whole lifecycle of buildings. In December 2015 the construction company U.Lipsanen Oy won a partial public financing for their development project RedHal.

The new targeted functionality differs from the presently available services in several features. After the documents reach the status “As built – Ready”, we will move the documents to a long term data repository with a targeted service life of 100 years. The University is an expert in Data Migration through storage technologies and in semantic digital archiving [7]. We are targeting to use indoor positioning in the 0.5 metre accuracy range together with tablets and Augmented Reality services. The data structures both in the Pre As built service and in the long term repository are according to the semantic structures of buildingSMART.

The document viewing will be of an active type. It takes into account the role of the viewer, the location, the orientation and the current phase of the design or construction process. The co-operation between designers will be based on Building Models according to the BIM standards. This project will be finalised by June 2018.

IV. RESULTS AND CONCLUSIONS

The following picture describes the process aspect in piloting our method.

The results from the piloting are promising. The User Experience in the gamified model can be highly natural. The attendants of the Design Game thought that by bringing a handicapped virtual player to the game, a demonstrative and mind-expanding understanding was created about how well the building corresponds to users’ needs.

Their opinion was that the method helps any designer to take the position of a handicapped user and this way to understand their needs and take them into account. The method also helps to test how well the building automation (e.g. active doors and adaptive lighting) serve different users. The FDM was found during the piloting also to be practical in ensuring that the spaces are dimensioned according to real needs. The idea behind the developed method about FDM based Colliders for the Players in a simulation based on gamified Models was found to be good and practical.

We also studied the automating of dimensioning testing by moving Players with Space Requirement Colliders automatically through pre-selected rooms in a way that the collisions and reroutings were documented to a log. Now we saw at once the locations which were too small or narrow for the required actions. It was also possible to study the steepness of ramps. The partners said the gamification of Building Models and the virtualisation of the usage of buildings create new and necessary dimensions to the whole building design process and we have the right future direction in our research. The development of Design Processes can now move towards crowdsourcing and communisation by bringing the gamified Building Model e.g. via the WebGL technology to the Net and by enabling the future users of buildings access to the preliminary designs, for commenting. We think these processes can help in creating buildings that really fit the users’ needs.
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Abstract—In this paper initial experiences are presented on implementing specific methodology of affective intervention design (AFFINT) for development of affect-aware educational video games. In the described experiment, 10 student teams are to develop affect-aware educational video games using AFFINT to formalize the whole process. Although all projects are still in progress, first observations and conclusions may already be presented.

I. INTRODUCTION

AFFECTIVE computing is an emerging field of computer science that deals with human affects. As affective applications try to automatically recognize, interpret and react to human emotions, their development demands interdisciplinary research incorporating not only computer vision or pattern recognition but also human behavior studies such as psychology and cognitive science. If such affective awareness is built into an application to extend its functionality, it is called affect-aware; in contrary, the primary goal of affective applications is focused on human emotions. The concept and potential of affective and affect-aware applications may be effectively exploited in the nearest future in many fields, such as healthcare, education, entertainment etc.

Video games seem to be among the most natural application area of affect-aware concept. Practically all entertainment provided by video games to a player is somehow based on his or her emotions. It is usually informally introduced into the game at its development stage based on the assumed model of so-called representative player. Unfortunately, such a static approach does not take into account that each player differs to a certain extent from that averaged model and, more importantly, a player’s affective state can dynamically change, even radically, from session to session making it almost impossible to predict the current emotions at the development stage. That is why, it is so important to create at the development stage emotional model of the player and implement some methods of emotion recognition or estimation.

Unfortunately, there are no standards of development affective or affect-aware software. Existing methodologies of software engineering have no intrinsic rules or templates that would enable development of affect-aware or affective applications. Recently, a new methodology of affective intervention design (AFFINT) has been proposed [1] for development of affect-aware intelligent systems. The proposed process consists of 10 development steps with a predefined order of their implementation. The practical implementation of AFFINT process have been explained using three case studies of Gerda tutoring system and two prototype affect-aware video games.

Despite the exhaustive description of AFFINT process and given case studies the question arise whether it is already ripe enough to be directly used by software engineers to develop affect-aware and affective applications. In this paper, the initial experiences are described of using AFFINT process in development of 14 prototype affect-aware educational video games. Although, games are developed for different platforms and using different technologies their common denominator is their educational aspect and mandatory use of AFFINT. Gathered programmers experiences allow to supplement AFFINT description with some practical comments and examples.

II. BACKGROUND

In general, the main goal of adding affect-awareness into any software is to enhance its primary purpose, or functionality, by adjusting some of its elements to the current emotional state of the user. Such modification of a system behavior according to the user’s affective state is called affective intervention. There are possible different aims of such affective intervention, depending on such aspects as the application area, the system goal etc. For example, an educational program may try to keep the user in the so called flow state that provides the best learning.
effects [2]. In contrary, a video game do not always has to keep the player in a specific emotional state; instead, it can adapt the gameplay, especially its difficulty, to give the player the best playing experience at the moment [3].

In order to effectively implement affect-aware functionality in any application software engineers have to formally define affect model of its user and affective intervention model. The first model defines what emotional states of the user are taken into consideration, while the second one defines conditions and realization way of the performed affective intervention [1]. What is the most important these models have to be defined in the very early development stage of software development, regardless the methodology used. Such approach guarantees that affect-awareness is taken into account already in the project phase preventing from adding affect-awareness as additional feature to already developed application.

Unfortunately, there are no specific software development methodologies defined for development of affect-aware of affective applications and AFFINT process is the only formalized proposition enabling the design and evaluation of affective intervention models [1]. Affect-aware and affective software is obviously dependent on various methods of recognition or estimation of user’s emotion. Such methods may use, in general, different input channels according to different ways of emotions’ expressing [4]. The most frequently used emotion recognition methods include:

- facial expression recognition (FER) based on video input channel [5], thermovision or depth sensors[6];
- voice analysis based on audio channel [7];
- analysis of physiological signals such as heart rate or skin conductance [8][9];
- textual input analysis in using a system interface [10];
- analysis of different behavioral patterns in using standard input devices such as mouse, keyboard, and pad [11][12];
- analysis of the current user’s progress within the application, e.g. in a quiz or gameplay, and additional application events, such time lapse, new challenge [3].

Although these methods can be used alone, better results are usually obtained by fusing information from diverse input channels (early fusion) or different methods and algorithms (late fusion) [13].

The second element of affective and affect-aware software is affective intervention, which is a program response to the recognized emotional state of a user. There are many studies concerning affective phenomena in human-computer interaction (HCI). They focus on many different aspects, such as defining users’ emotional states appearing during satisfying and unsatisfying experiences with applications [14], using affective interventions to reduce users’ frustration [15] and increase their efficiency in the performed tasks in particular application domain, e.g. e-learning.

Another group of publications focuses on design and evaluation of affective applications and their affective interfaces and interactions [16]. Many studies emphasize the fact that abandoning the concept of a ’standard user‘ (or player for video games) in favor of adaptive affective approach often leads to greater users’ satisfaction and more efficient and effective performance of their tasks [3][16]. On the other side, affective interventions must be subject to certain rules, restrictions and limitations concerning their frequency or influence upon the user [17]. Such rules allow combining emotion recognition methods and affective interventions into affective feedback loop.

III. AFFINT PROCESS

AFFINT approach proposes a ten-step process that formalizes incorporation of affect-awareness into the software development methodology [1]. These ten activities are numbered in the desired application order and mapped into the four stages of system development (Fig.1):

I. System definition consisted of three activities:

1) Application goals and tasks that should be supported by affective subsystem;
2) Available input channels in application environment that can be used by emotion recognition or estimation algorithms;
3) Available output channels in application interface metaphor that can give the user a feedback about the recognized user’s emotional state or the performed affective intervention;

II. Affective intervention solution set that includes:

2) Effective emotional activations that defines a subset of user’s emotional states that are optimal to reach the application’s goals;
4) Available emotion recognition solutions and representation models that can be used in the application;
7) Possible affective interventions of an application that define list of possible scenarios;

III. Affective intervention model layer that comprises:

5) Emotion recognition granularity and methods that define the specific emotion representation model and characteristics to be used in emotion recognition;
8) Affective intervention triggering rules that binds possible emotional states of the user with affective interventions;
9) Affective intervention constraint rules that limits the frequency and scale of affective interventions to create less artificial human-computer interaction;

IV. Evaluation of intervention model layer containing

10) Validation with end users, which is a natural assessment of application’s quality.
As the proposed order of performing particular activities is not absolute within each layer, additional precedence, or dependence, relations are proposed to ensure their proper and logical sequence (Fig.1). The detailed description of AFFINT is available in [1].

As the proposed order of performing particular activities is not absolute within each layer, additional precedence, or dependence, relations are proposed to ensure their proper and logical sequence (Fig.1). The detailed description of AFFINT is available in [1].

Although AFFINT process and its three case studies have been described in details, its applicability in practical software projects remains unknown. Three important questions have to be answered. Firstly, whether the AFFINT process is general enough that it can be used in wide spectrum of affective and affect-aware applications? Secondly, whether its description is sufficiently comprehensive, detailed and coherent to be easily followed by software engineers for such applications? Finally, is the proposed order of defined activities correct and how it should be mapped into development stages of different software development technologies?

An exhaustive answer to all these questions demands in-depth analysis of many different projects developed in different fields of applications using different methodologies of software engineering. This paper describes the first of series of planned experiments. In this experiment, 10 groups of experienced IT students at Gdańsk University of Technology (GUT) were given a task of designing and developing an affect-aware educational video game during a one-semester project within Interactive Multimedia Systems course. Narrowing the topic allows to focus on the second and the third of the asked questions, e.g. easiness of AFFIT’s implementing in his specific domain by software engineers with no previous experience in affective computing.

All participating groups were allowed to choose the main target platform of the game, their preferred development environment and, of course, to design their own concept of the game. One additional requirement of using specific Emotion Recognition Framework (ERF) [3] was bound to PC target platform. Finally, four teams decided to develop a game for PC platform, three teams target at mobile devices (with Android system), and two groups decided to develop web applications (Table I). Almost all teams preferred to use Unity 3D environment, except one team whose members decided to use Phaser framework. These choices where made mainly based on their knowledge of particular environments. Additional advantages of Unity taken into account were its popularity and the fact that it allows deploying the same project to different target platform with relative easiness.

<table>
<thead>
<tr>
<th>Target platform</th>
<th>Development Environment</th>
<th>Number of teams</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC (Windows)</td>
<td>Unity</td>
<td>5</td>
</tr>
<tr>
<td>Mobile (Android)</td>
<td>Unity</td>
<td>3</td>
</tr>
<tr>
<td>Web (HTML5)</td>
<td>Phaser framework</td>
<td>1</td>
</tr>
</tbody>
</table>

IV. EXPERIMENT ASSUMPTIONS

Although AFFINT process and its three case studies have been described in details, its applicability in practical software projects remains unknown. Three important questions have to be answered. Firstly, whether the AFFINT process is general enough that it can be used in wide spectrum of affective and affect-aware applications? Secondly, whether its description is sufficiently comprehensive, detailed and coherent to be easily followed by software engineers for such applications? Finally, is the proposed order of defined activities correct and how it should be mapped into development stages of different software development technologies?

An exhaustive answer to all these questions demands in-depth analysis of many different projects developed in different fields of applications using different methodologies of software engineering. This paper describes the first of series of planned experiments. In this experiment, 10 groups of experienced IT students at Gdańsk University of Technology (GUT) were given a task of designing and developing an affect-aware educational video game during a one-semester project within Interactive Multimedia Systems course. Narrowing the topic allows to focus on the second and the third of the asked questions, e.g. easiness of AFFIT’s implementing in his specific domain by software engineers with no previous experience in affective computing.

V. VALIDATION OF AFFINT PROCESS

All teams’ members participated in a special lecture dedicated to affective computing, video games and educational software. This allowed to specify the general characteristics, goals, limitations, and minimum requirements. With this background, students were given the article [1] describing the AFFINT process to verify whether the given description and case studies provide a sufficient basis for its direct implementation. Due to the short time of the project, the development process has been arbitrarily divided into four reported stages, namely Requirements Specification (RS), Game Concept and Design (GCD), Implementation and Tests (IT), Verification of Requirements and Product Validation (VRPV). Within the experiment, all teams were to map and to define particular AFFINT activities into these stages on their own.

Unfortunately, most teams reported that despite the detailed description, they still had some doubts and questions. The most important problem was that the suggested order of implementing particular activities is not always obvious and possible to follow. For example, it was quite easy to define some elements of the activity 5 (e.g. emotion recognition granularity) at the GCD or even RS stage, while proper identification of available emotion
recognition solutions demands sometimes in-depth studies that postpone reaching another development phase. All these problems indicated that design and development of affect-aware applications, even using formal and detailed AFFINT model, requires some knowledge and experience in the field of affective computing. In this experiment, additional training lectures were offered to the students as well as individual tutoring for each project. This allowed to overcome most initial difficulties and problems with proper definition of AFFINT activities. In order to deal with some knowledge gaps at the early stages of the project, an incremental approach was accepted, that will allow to extend or even modify previously defined AFFINT activities when new information becomes available.

After two first stages of video games’ development, some interesting observations and conclusions may be drawn from using AFFINT process in the described experiment. Definition of activities 1-3 & 6 was quite easy and natural. Application goals and tasks (act.1) are strictly bound to the specific concept of the application. For the definition of effective emotional activations (act.2), all teams, except one, assumed usage of one axis of the Pleasure-Arousal-Dominance (PAD) emotional space. It significantly simplified the description of users’ emotions by using single variable with negative and positive values. All these teams defined exactly three recognized emotions: positive (e.g. joy), zero (neutral), and negative one (e.g. sadness). One team assumed usage of two axes (PA) and recognition of five emotions, but subject to possible reducing after initial tests of recognition methods.

All teams targeting at PC platform planned to use video as a base input channel (act. 3) additionally supported by analysis of usage of standard input devices, e.g. keyboard (three teams) and mouse (two teams). This was an optimal choice taking into account existence of few off-the-shelf libraries for face detection and facial expression recognition like Noldus FaceReader, and other. Unfortunately, there are no such trusted and freely available solutions for the mobile devices, and web applications has serious limitations in the access to system resources. That is why other teams relied mostly on emotions estimation by analysis of the players’ behavior during the gameplay. Additionally, one team planned to use fitness bend with Android driven smartphones and tablets, while developers of web application planned to analyze mouse movements and clicks during the play. Finally, available output channels in all designed games were defined as gameplay difficulty and additional visual effects.

Although all teams were on the same development stage, the progress of their concepts, design and AFFINT description varied considerably. While some teams assumed additional tests and research of emotion recognition possibilities, other teams presented consistent and complete vision of the game. For example, Fish Quiz game for young players assumed development of motor skills of the player as well as broadening his or her knowledge in ichthyology. The goals of the player are to click on different fish species (Fig.2a), avoiding crabs, and correctly answer quiz questions to advance in experience levels and receive medals (Fig.2b). The affective model of the player consists of two states, namely joy and frustration, which are controlled by only one parameter influenced by successful and failed clicks. Thus, the input channel contains only mouse clicks and players advances within the gameplay. In turn, affective intervention controls the fish speed, their attraction to the mouse cursor, and the frequency of crabs appearance.

CONCLUSION AND FUTURE WORK

The described experiment has brought several interesting conclusion about development of affective and affect-aware software in general, and usage of AFFINT process, specifically. First of all, development of such applications demands software engineers with some experience in this field or at least trained in the appropriate theory. Contrary to initial expectations, it seems impossible to correctly project and develop such applications using AFFINT
without basic understanding of advantages and limitations of affective feedback loop, possible emotion recognition methods and their input channels, and also about the possible spectrum of affective interventions.

Secondly, not all AFFINT activities can be precisely defined at the early stage of requirements specification or game concept and design, as they may need some additional tests or at least tuning. Using an incremental model for AFFINT definition seems to be a good approach. Despite described problems, AFFINT process proved to be very useful formalism that enforces taking affective issues into account during the whole design and development of affect-aware and affective software, especially in e-learning and video games.

Our future work will focus on introducing some modifications to AFFINT process in order to make it more flexible and thus better tailored to deal with possible uncertainty in various aspects in development affect-aware applications as well as with the specificity of agile methodologies of software development. Additionally, analysis of AFFINT documentation from all ten projects along with some feedback from developers will allow us to enrich the process with a set of predefined solutions for different stages of development of affect-aware applications.
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Abstract—In this paper we present the results of a study that aims to evaluate the usability of three selected web services, based on eye-tracking and thinking aloud techniques. The gathered comments and observations, recapitulated and supported by particular measures, allow us to discover and describe typical user behavior pertaining to given tasks to solve.

I. INTRODUCTION

WEB portals are one of the main sources of information and news. These were some of the first information services that nearly a quarter of a century ago appeared on the Internet. Initially, they delivered information in a similar way to newspapers, but they also contained links to other subject-related services. However, the most important role of a portal is still to provide timely and reliable information, relevant to Internet users' needs. Unfortunately, as shown by the results of the research presented in this paper, users often have trouble finding even basic information that, due to the nature of the service, should be available there.

It may be noted that Internet users seek information in two ways: if the type of information is sought occasionally (e.g. only once), then they use a search engine, such as Bing, Google or Yahoo [1]. In contrast, when they frequently seek information of the same type (e.g. exchange rates on the current day), they use proven and trusted web services, such as Internet portals [2].

Over the years, we can observe how, under the influence of development of technology and design trends, the appearance of web pages and the way information is exhibited is changing. User behavior patterns of searching for information are changing as well. These patterns are affected by many factors (which enforce a different way of seeking information), e.g. the more intensive use of mobile devices, the age or even the gender of users [3, 4]. It was the basis for the research enabling the observation and description of patterns that can be found among current users, and also the determination of the reasons why access to some types of information is difficult (or even unavailable) and how to prevent this.

II. RELATED WORKS

Montero et al. [5] showed that the essence of design patterns is to capture the design experience in such a form which can be used effectively and repeatedly. However, adapting patterns is not a straightforward task, because the designer must demonstrate expertise and flexibility in the design process and operate on a high level of abstraction. The authors proposed conceptualizing web design pattern knowledge into the form of an ontology. The depicted generic hypermedia model, which describes the structure of a hypermedia application, includes such elements as: node (an information holder, e.g. a web page, a frame, a pop-up window), content (a piece of information, e.g. a text, a binary file or an executable application), link (a connection between two or more nodes or contents) and anchor (a source or target reference to an internal or external content or node). Design pattern format, usually expressed in natural language, is typically specified by such attributes as: name (an unambiguous identifier), category (used to classify the pattern body based on several criteria, like purpose or scope), problem (outlines the adaption scenario), solution (outlines the desired outcome) and related-patterns (depicts equivalents).

Based on Jakobson’s communication model, Thorlaciuc [6] introduced and elucidated a visual communication model, where web-specific aspects in terms of navigation and interaction were taken into account. The model consists of the six following factors: product, context, medium, code, the addressee (actual or implicit) and the addressee (actual or implicit). The product is both the content and the form, along with two communication functions: formal and sublime aesthetic. The first one is the concept of visual symbols, considered in terms of colors, illustrations, typography and design in accordance with modern conventions of website layout; it reflects user experiences that contribute to “good look and feel”. The second function is the question of when and where to use visual elements like flash animations and expressive illustrations, and whether innovative design should be applied; it arises from “the space between the known and the unknown” and is harder to describe in detail. The context refers to the featured (core)
content of the product. The medium is the connecting link between the addresser and the addressee in order to establish a communication channel. The code is a system of signs where each unique sequence returns a different meaning, which is presumed known to both sides. The addresser is a single person or persons responsible for the content being published on the website, where the actual is the only person who speaks for himself about the real intentions which lay behind the website, and the implicit is directly personified by visible means on the website. Finally, the last factor in the cited model is the addressee, who is the content receiver, who can actually experience the product (actual) or who can be identified through an appearance analysis (implicit).

III. EXPERIMENTAL SETUP

A. Participants

43 participants were involved in the experiment: 21 males and 22 females, with the age average of 22.53, all students of the Gdansk University of Technology, the Faculty of Management and Economics.

B. Apparatus

In our research, eye movements (saccades, fixations, pupil diameter) were recorded with the infrared camera-based Tobii TX300 eye-tracker system, where the light source and camera are permanently affixed to a monitor. It has a 300Hz sampling frequency, and the tracking technique is “dark pupil”. We used Tobii Studio software working under MS Windows 7 (x64).

During the experiment the voice conversation between the moderator and participant was recorded and we made handwritten short notes of comments and remarks, and evidenced the results of tasks given to solve. Tobii Studio allowed us only to use Internet Explorer as a web browser, from this reason we were not able to examine other web browsers.

C. Objects and stimuli

The set of objects consists of three different web portals that bring information together from diverse topics and sources in a uniform way. Onet and Wiadomosci24 are the most recognizable Polish-language web portals in Poland, along with the English-language BBC. All of them are information-aware, where up-to-date news, gossip and advertisements play a major role. The context surrounding the examined websites is largely the same, where the top three mainstream contexts can be distinguished: political, social and economic. However, they differ significantly if the context scope is taken into consideration. The addressers are a group of people involved in developing, maintaining and promoting particular sections of a website, in cooperation with journalists that comment on the current information stream, carry out interviews, and report events and facts on the site. The addressees are generally users who purposely request access to website resources, using a suitable electronic device (e.g. personal computer, tablet or smartphone).

D. Procedure

The procedure consisted of 18 steps (Fig. 1), including 8 instructions (I), 3 questions (Q) and 6 tasks (T). The first instruction (I1) was a welcome screen and briefly described the purpose of the research. Next, in three questions (Q1-Q3) we asked the participant respectively about their sex, age and English language skills. Each of the second to the seventh instructions (I2-I7), preceded and described the subsequent tasks (T1-T6), and the last instruction (I8) was an acknowledgment of participation.

There were two separate tasks defined: the first was to find the current weather in Gdansk and the second was to find the exchange rate of Polish currency to the Euro. The maximum time allowed per task was 60 seconds. Tasks T1 and T2 were performed on Onet, T3 and T4 on the BBC site and T5 and T6 on Wiadomosci24. We decided to use the thinking aloud technique during the test to help in understanding the manner of each participant’s behavior while performing the task.

E. Eye movement analysis

A quite apparent assumption laid the foundation-stone for the concept of areas of interest: informative regions of a scene receive more of an observer’s attention than the less informative regions do. In this context, the qualifier “informative” reflects the degree of how much that particular area contributes to the understanding (perception) of the scene of sight from which the area is taken. However, a separation of such areas still poses many challenges for the development and research community. In Tobii Studio, AOIs are created by drawing ellipses, rectangles or polygons over any type of stimuli to get statistics for eye-tracking metrics for one or more recordings.
IV. RESULTS

Quantitative and qualitative methods to collect data were concurrently used that respectively correspond to the eye-tracker device and thinking aloud technique. The quantitative analysis (heat map method) helped to identify the main areas of the participants’ interest which drew their attention the most.

The analysis of the Onet service (Fig. 2) shows the largest concentration of the participants’ sight on the information in the upper right corner of the site. The influencing factor for this might be the fact that the participants declared the greatest knowledge of this web service.

Fig. 2 The Onet heat map

In case of the BBC service (Fig. 3) we observed an increased interest in the upper part of the service. This was the location of the menu bar which was thoroughly followed by the participants.

Fig. 3. The BBC heat map

Interestingly, the participants also declared the lowest knowledge of the BBC service. This means that their behavior was the most natural and intuitive, and that there were no disturbance factors, such as prior acquaintance with the site.

The analysis of the Wiadomosci24 heat map (Fig. 4) allows for the observance of an increased concentration on the largest graphic and a field in the upper right corner of the service. The interest in the field (in the upper right corner) could result from the order of task execution.

Fig. 4. The Wiadomosci24 heat map

In this case the participants sought required information in the similar areas like in the case of Onet service. Such behavior was probably a result of prior connotations and users’ experience with previously tested websites.

In addition, the quantitative analysis involved the reconstruction of video records and the verification of handwritten notes from the study. The data analysis helped to identify three dominant patterns of behavior among users in terms of how they try to reach the necessary information:

- **search tool**, a method based on finding the website search tool, which leads the user to the desired information by entering a user keyword;
- **menu bar**, a method based on finding the options bar or toolbar; analogically to the software application, the user tried to use a systematized and categorized tool (e.g. the menu bar), which should lead the user to the desired information;
- **home page**, a method based on searching the website’s home page content for information; the user that decided to search the information service expected that they would find information on the home page.

Table I shows how often the particular method of

<table>
<thead>
<tr>
<th>Method of search information</th>
<th>Onet</th>
<th>BBC</th>
<th>Wiadomosci24</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search tool</td>
<td>2</td>
<td>5</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>Menu bar</td>
<td>15</td>
<td>25</td>
<td>30</td>
<td>42</td>
</tr>
<tr>
<td>Home page</td>
<td>41</td>
<td>42</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>Number of participants</td>
<td>43</td>
<td>43</td>
<td>43</td>
<td>43</td>
</tr>
</tbody>
</table>

Table I THE RESULTS SUMMARY OF THE CONDUCTED OBSERVATIONS
information search were used in the particular web service. The results of the first task showed the differences among the participants in the selection sequence of a particular model of behavior. Some of the participants decided to seek information through the menu bar, some by analyzing the contents of the home page, and some by using the search tool (both available in the information service, as well as a built-in web browser). Such behavior patterns may have many origins: previous experience in use of the particular service or knowledge of the language in which the content is presented (the participants declared different level of English language skills). These are certainly factors requiring further research on their impact on the behavior of users of information services in their search for desired information.

In the second stage of the analysis of the results of these studies, information for previously identified ways to search was verified. For this purpose, we defined areas of interest (AOI) for each of the services. They included a specific part of the site which contained information belonging to one of three identified groups ("search tool", "menu bar", "index/home page").

The quantitative analysis of models of user behavior, in the context of the search for information in each individual information service, was carried out using the following variables: time to first fixation, fixations before the participant appears in the AOI, fixation duration, fixation count, visit duration, total visit duration, percentage fixated, and percentage clicked.

An analysis showed significant differences regarding the usability of the home site, as well as allowed to identify changes in the behavior of tested users, depending on the home page services. In the case of the Wiadomosci24 service the study participants focused their sight on a two-column layout. The structure of other services resulted in a single-column data analysis. The reason for this and no other particular behavior was probably the difference in the system frame, which in the case of Wiadomosci24 was more diffusive. The participants enjoyed situations when sought information was displayed directly on the screen and it did not require the user to additionally scroll through. However, the lower the content was on the home site, the decreasing level of interest was observed. The Wiadomosci24 service was a kind of exception. In this case, the participants analyzed the content available at the bottom of the website for much longer. The reason for this was probably the form that resembles the structure of a typical "toolbar menu". For the rest of the websites there was the same trend (as in the case of the Onet and BBC services) – the lower the position of the content, the less the interest of the user.

V. CONCLUSIONS

The aim of the study was to analyze the typical behavior of users of web services in the search for information. The research helped to identify not only common patterns and behaviors that occurred among users. The first stage of the analysis of the study results allowed typical patterns to be identified, which consisted in an attempt to find the desired information through the search tool, the menu bar, or an analysis of the home page. Then quantitative analysis confirmed the foundations of the first stage of data analysis and identified probable causes of the different behavior of study participants.

All participants completed the first three tasks, whereas none of them were able to complete the last three. We purposely designed a set of tasks in such a manner where the first part was solvable while the second was unsolvable. Such a scenario aimed to stimulate participants to comment on obstacles and constraints, which eventually led to the evaluation of a particular service on the one hand, while on the other hand, random surfing progressively and subconsciously increased their concentration and cognition in order to solve given tasks. In consequence, we observed different kind of reactions: surrender (task abandonment after a few failed attempts), impatience (increasing tension and distraction over time) and self-inventiveness (out-of-the-box actions, i.e. taking advantage of web browser functionality, opening new tab windows, simultaneously using well-known search engines).

To the best of our knowledge, eye-tracking analysis combined with the thinking aloud technique can provide valuable guidance to designers on the construction of information services and a starting point for further refinement of usability. In the near future, we plan to evaluate different structure patterns of websites and investigate the scale of interactions between three different groups of artefacts (i.e. standards, interface schema and data flow diagrams) in order to embody modifications included in subsequent prototypes, developed in Python. Moreover, we will verify the usefulness of the evaluation matrix template, introduced in [7].
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Abstract—Face emotions analysis is one of the fundamental techniques that might be exploited in a natural human-computer interaction process and thus is one of the most studied topics in current computer vision literature. In consequence face features extraction is an indispensable element of the face emotion analysis as it influences decision making performance. The paper concentrates on classification of human poses based on mouth. Mouth features extraction, which next to eye region features becomes one of the most representative face regions in the context of emotions retrieval. Additionally, in the paper, original mouth features extraction method was presented. It is gradient based. Evaluation of the method was performed for a subset of the Yale images database and classification accuracy for single emotion is over 70%.

I. INTRODUCTION

Visual determinants revealing human emotions comprise [1]: emotional voice, body pose, gestures, gaze direction and facial expressions. Thorough and complete human emotion analysis should consider also state of human environment, both current and passed, that may originate emotions. Typical spontaneous, emotions accompanying, muscular activity last usually between 250 ms and 5s – very rarely longer [1]. As a result not only location of human action is important, but intensity and its dynamics as well. In 1971 Ekman and Friesen [2] postulated 6 basic emotions that reveal distinctive set of features with unique facial expressions. These are happiness, sadness, fear, disgust, surprise and anger. Face poses visual recognition or even monitoring may have considerable influence not only on building playful and intelligent social living environment, control employing nonexpert workers (i.e. crowdsourcing [3]) but also on our security as well (i.e. video surveillance system).

Surveying facial expressions, mouth region seems to be the most representative next to the eyes region. This paper concentrates on visual mouth features extraction which have key influence on further facial expression and emotion detection analysis. The new approach bases on local intensity gradients and subsequent dedicated impulse filter responses. Precise extraction of mouth features can increase the efficiency of a classifier by decreasing its complexity. Authors present a new, alternative method of mouth characteristics extraction and evaluate effectiveness of the method on the well known and reliable Yale faces database [4]. The paper shows also classification results based on elaborated method for common used classifiers.

II. RELATED WORK

Biologically facial expressions are generated by contractions of facial muscles, which cause face features temporal deformations. The most evident changes concern eye lids, eye brows, nose, lips or skin possible wrinkles. Facial expression intensity can be measured by geometric deformation of facial features or facial texture analysis, i.e. density of face appearing wrinkles.

Among anthropologically justified face core landmarks forming unquestionable framework for face features extraction researches [5] proposed 11 points: pronasale, alare (left & right), subnasale, chelion (left & right), endocanthion (left & right), exocanthion (left & right) and sellion (fig. 1). Subsequently some minor landmarks can be evaluated.

Face features extraction methods, presented in literature, can be classified into two main groups: appearance based and geometric based methods [6]. Though the appearance based approach seems to be currently the most popular, the geometric based methods seem to be recently neglected but still promising. Even though the geometric approach seems to be very well studied [7], [8], according to Pali [9], among the most evident aspects that can be still improved, within face features extraction, there are dimensionality reduction, features extraction techniques and features subset selection. Thus, the geometrical approach can almost automatically reduce space dimension problem and behave more reliably in demanding scenarios where pose (in-plane and out of plane face rotations) and illumination are not controlled [10].

Face features detection is a challenging task as, due to the quantity of local face image structures, classical corner detectors are useless without considering their context. Researches estimating face inherent features and edges date back to well known Kanade work [11] and were further intensively developed (i.e. [12]). Authors attempted to reconstruct horizontal and vertical lines applying Laplacian operator and evaluating horizontal and vertical integral image projection obtaining effectiveness of about 75% on dedicated, self-prepared databases.

Castrillon [10], Castille [13] and Yang [14] suggested Viola-Jones object detection algorithm for coarse face parts (i.e.: eyes, mouth, nose) localization but it did not localize precisely face landmarks and required further, more detailed features detectors. Even Panning [15] and Wang et al. [16] approaches, measuring distances between face regions, detected with originally elaborated features or Lienhart [17] extended Haar-like cascade face detection algorithm. Precise distance-based implementation of these approaches can lead to efficient and effective facial expression analysis system. Our approach concentrates on visual features extraction with geometric and intensity-based analysis and training classifiers for emotion classification.
features, required consequent holistic extensive well trained classification.

The process of face landmark thorough detection should be introduced by an appropriate in-image face detection. Subsequently extracted landmarks can be used then for facial expression classification. Face localization and general face features extraction can be performed in tances between face regions, detected with originally elaborated features or Lienhart [17] different manner. Common solutions encompass deploying of a sequence of Haar-like features according to Viola-Jones algorithm [13], [18], eigenspaces [19] also referring to 3D model [20], skin color segmentation [21], statistical methods [22], [23] or active contour or shape models [24], [21].

Some authors [25], [26] exploited local binary patterns (LBP) idea for face image features extraction. Their extension: Local Direction Patterns (LDP) and locally assembled binary (LAB) features [27] appeared to be quite efficient for face edges detection and partly inspired authors of this paper for gradient distribution analysis.

If dedicated mouth features are further required, within face region analysis should be performed. Kim [28] and Chien [29] analyzed grid-based and coordinate-based lips features (width/height of outer/inner lips edges) for Korean language words recognition support. Matthews [30] exploited AAM and ASM for mouth visual shape description for lips reading. Shen [31] and Lewis [32] analyzed color space for lip features retrieving. He et al. [33] proposed modified Biologically Inspired Model of face features extraction improving the SVM classification of face smile. Su [34] suggested geometrical and Gabor filter retrieved face features fusion for better facial expression recognition.

Aforementioned approaches, though well studied and elaborated, lack of generic simplicity which lies in mouth lines detection. Presented method robustly extracts simplified lips edges by means of originally elaborated gradient-based approach which can be subsequently interpreted. Presented solution provides a representative set of features for mouth classification and consequent facial emotions recognition. It was additionally tested on a subset of Yale faces database [4]. It uses many of commonly used classifiers to show that presented method provides sufficient information which enables the detection or identification of face emotions.

### III. MOUTH FEATURES EXTRACTION METHOD

To detect mouth shape features we need to find human face and relative localization of the mouth. Next, we can try extract mouth shape from it. Aggregated mouth features extraction process can be completed within subsequent steps:

1. Finding face,
2. Finding mouth on the face,
3. Mouth segmentation,
4. Features extraction.

In image face localization can be performed by means of Haar-like features method [17], but it will not be described here, because it is a part of another problem. Localization of mouth within the face region is a similar problem and can be completed with an analagous set of Haar-like features. That is why further, core mouth features analysis, assumes that face image is cropped to mouth with some border, as shown in fig. III

Mouth segmentation is then performed in several steps. These can be described as:

1. Gradient calculation,
2. Resulting image normalization,
3. Resulting image filtering,
4. Resulting image thresholding,
5. Noise removal.

To retrieve information from mouth images, at the first step gradient should be calculated. Gradient of an image is calculated with formula 1.

$$ \nabla f = \begin{bmatrix} g_x \\ g_y \end{bmatrix} = \begin{bmatrix} \frac{\partial f}{\partial x} \\ \frac{\partial f}{\partial y} \end{bmatrix} $$ (1)
Fig. 2. Example of mouth images: (a) happy, (b) neutral, (c) sad, for subject no. 1

Fig. 3. Example gradient for exemplary mouth images: (a) happy, (b) neutral, (c) sad, for subject no. 1

During the experiments, it was noticed that for descent mouth retrieval there is no need to calculate the whole gradient, but only its vertical part. Using both dimensions of gradient does not give noticeable results improvement, thus, in the segmentation process there was used only vertical component.

To calculate a vertical gradient $g_y$ of image $A$ we can use simple filter, as it is shown in equation 2.

$$g_y = \frac{\partial f}{\partial y} = \begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix} \ast A$$  \hspace{1cm} (2)

Additionally, extended 3x3 matrix (eq. 3) was used to reduce noise, which introduces additional column on the left and on the right side of pixel position.

$$\begin{bmatrix} -1 \\ 0 \\ 1 \end{bmatrix} \Rightarrow \begin{bmatrix} -1 & -1 & -1 \\ 0 & 0 & 0 \\ 1 & 1 & 1 \end{bmatrix}$$  \hspace{1cm} (3)

The first step results in images with vertical gradient calculated over the whole their area. Additionally, gradient values were squared in order to level up output and remove useless noise (fig. 3).

The next image processing step was the gradient normalization. MIN-MAX type normalization was used to adjust gradient to image full spectrum of brightness.

In the next step gradient image filtering was considered as to extract edges from it. Various filters was tested to extract shapes from images. The best results were obtained by filters represented in fig. 4. Corresponding outputs obtained with matrix $B$ are presented in fig. 5.

After the filtering step a process of thresholding was applied to extract shape of lips. It was done by simple cut off image value below certain threshold of pixel brightness. Results were verified for a few threshold values, but overall the best was achieved with 250. Example results obtained with different values of threshold are shown in fig. 6.

The subsequent step of the proposed method is the noise reduction. It was achieved by morphological operations performed on image. The best noise reduction was obtained for closing, which is a combination of erosion and dilation. In result shape of mouth was closed as it is shown in fig. 7.

The last stage concerned segmented image features extraction. Mouth corners were selected as initially considered features. They were found by the most extreme edges in all directions: down, left, right and up.
Fig. 6. Example results obtained with different threshold values: (a) 100, (b) 150, (c) 200 and (d) 250, for subject no. 1

Fig. 8. Feature extraction corners: (a) positions, (b) sizes, for subject no. 1

Edge point $c_e$ is defined as the farthest point in specified direction, as is shown in equation 4.

$$c_e = (x, y)$$

where

$$e = \{ B – \text{bottom}, L – \text{left}, R – \text{right}, U – \text{topmost} \}$$

In case of the left edge $C_L$, it is the most distant left point of the largest contour area. $C_L$ can be defined analogously, but for the right edge. More difficult is to find the bottom and topmost edge points: $C_B$ and $C_U$, because often the contour is composed of several separated pieces, so we need to check if the contour size is sufficiently large in relation to the image size. Calculation of the shape size was simply done by following each white pixel connected to initially located edge points ($c_l$ and $c_r$). In case of contour inconsistency, averaged extreme values (bottom and topmost), retrieved from two separate edges, anchored independently from left and right corners were calculated.

The farthest edges are marked with white and light grey dashed lines. Brighter color is used to mark part of shape with features determining edges (fig. 8).

The collected information was sufficient to easily determine the next two parameters: $C_W$ and $C_H$. The first one determines the maximum distance stretching horizontally the mouth area, between $C_L$ and $C_R$, on the average height between them. Similarly value of $C_H$ was determined.

With a cross-section $C_C$ of width $C_W$ and height $C_H$, it is possible to interpret shape of the mouth. Cross-section is always defined, because interpreted shape corners $C_L$ are also determined.

Additionally, $C_B$, as height of some part of mouth shape can be extracted similar to $C_B$, but calculated as height between the top most point in shape and the lowest one for some $i$ position horizontally.

IV. FEATURES EXTRACTION

To evaluate the method a subset of the Yale’s face database was used. It comes from UC San Diego Computer Vision [4]. It contains 165 grayscale images of 15 people, originally sized 320x243 pixels, but had manually cropped mouth region with size of 75x30 pixels. Each subject had several images in different face expressions, quality and light conditions, but for
all people those conditions were the same. It allowed us to
test elaborated method in various conditions of image quality.

Each image was marked by expert as shown in fig. 9: shape of mouth was built out of 6 points and it was marked by expert with white line, maximum width and maximum height. Marked elements were measured and noted as \( m_e \), i.e. width as \( m_W \), analogically to computed values \( c_e \) from authors’ method.

Exemplary results are shown in fig. 10. In analogy to the reference images, maximum widths (red) and heights (blue) are marked over the image.

Mouth key features evaluation method results \( c_e \) were subsequently compared with reference, expert marked point \( m_e \) (labeled data). For \( i \)-th image, each of key features \( c_e \) estimation accuracy \( ACC \) was calculated according to equation 5. For cross-section feature \( c_e \) estimation accuracy \( ACC \) was calculated according to equation 8, where \( \text{distance} \) is Manhattan distance between points and \( \text{distance}_{MAX} \) is the maximum possible distance on the image.

\[
ACC_i(c_e) = \frac{\min\{c_e; m_e\} \times 100\%}{\max\{c_e; m_e\}} \quad \text{where } e = \{L, R\} \tag{5}
\]

\[
ACC_i(c_e) = \frac{\min\{c_e; m_e\} \times 100\%}{\max\{c_e; m_e\}} \quad \text{where } e = \{B, U\} \tag{6}
\]

\[
ACC_i(c_e) = \frac{\min\{c_e; m_e\} \times 100\%}{\max\{c_e; m_e\}} \quad \text{where } e = \{W, H\} \tag{7}
\]

\[
ACC_i(c_e) = 100\% - \frac{\left(\|c_e, x - m_e, x\| + \|c_e, y - m_e, y\|\right)}{75 + 30} \times 100\% \tag{8}
\]

In table I selected features positioning accuracy results are presented. The results were calculated as averaged value of selected \((n = 66)\) Yale database images individually estimated accuracies \( ACC_i(c_e) \) (eq. 9).

\[
ACC(c_e) = \frac{\sum_{i=1}^{n} ACC_i(c_e)}{n} \quad \text{where } e = \{L, R, B, U, W, H, C\} \tag{9}
\]

As extracted feature vector of single image was tuple of \( c_L, c_U, c_R, c_B, c_W, c_H, c_C, c_h_0, c_h_n \), where \( c_h \) means additionally height for a few positions, equally distributed over width of mouth. For tests \( n \) was 7.

The highest results of extraction accuracy were reported for left (81.42%), bottom (88.29%) and right (95.53%) part of mouth features detection. More problematic was upper part, what is strongly related to differences received in gradient of mouths. Resulting emotion characteristic determinants: mouth width (92.78%), height (72.77%) and cross-section point (86.18%) revealed also high evaluation accuracy. Weak mouth upper part features estimation influences negatively effectiveness of mouth shape determination, but can be counterbalanced by adding a number of measuring points for the lower edge and the height of shape characteristics measured for several positions, not only centrally located.
TABLE I
MOUTH FEATURES RECOGNITION RESULTS

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Size</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC(eW)</td>
<td>ACC(eH)</td>
</tr>
<tr>
<td>Result [%]</td>
<td>92.8</td>
<td>72.8</td>
</tr>
<tr>
<td>Std dev. [%]</td>
<td>7.1</td>
<td>17.9</td>
</tr>
</tbody>
</table>

Fig. 10. Example results with marked with white lines: width and height

V. EMOTION CLASSIFICATION

After features’ set extraction their classification is performed. Classifier predicts a label – one class from a few available. It is based on mathematical evaluation of input vector, due to selected classifier, and as output it has received a number, which represents assignment of input vector to some class [35], [36].

4 types of classical one-label classifiers were used for classification: Random Trees, k–Nearest Neighbors, Multi–Layer Perceptrons and Support Vector Machines. These are well known and widely used classifiers. There also others approaches like statistical methods based on Bayesian mod-
elling combined with a Markov chain Monte Carlo (MCMC) sampling algorithm [37] etc., but was not considered in this paper. Weka was used for implementation, as a good base to train and test various classifiers with different options – explorer module [38].

At first, Random Trees (RT) was used, which was originally described to resolve classification and regression problems [39]. It constructs a tree that considers \( \log_2(k) \) (predictors ) + 1 randomly chosen attributes at each node, it doesn’t perform pruning. It has used estimation of class probabilities basing on a hold-out set (backfitting).

K-nearest neighbors (KNN) classifier calculates distance between feature vector of input vector and others feature vectors from training set [40]. It has used Euclidean distance metrics, \( k = 3 \) and distance weighting with equation: \( 1/distance \).

Multi-Layer Propagation is a classifier that uses backpropagation to classify instances. This network is built by an algorithm: input layer = input features vector, hidden layer = input layer /2 and output layer = number of classes. The nodes in this network are all sigmoid, except for output when the class is numeric in which case the nodes become unthresholded linear units.

Support Vector Machine (SVM) is a discriminative classifier formally defined by a separating hyperplanes. It has used linear kernel and C–SVC, because it is commonly used for n-class classification. In this research the libsvm library [41] was used.

The effectiveness of all methods was measured by Classification Accuracy (CA) as the basic evaluation measure. This measure provides a very precise evaluation because it reflects relation between set of correct labeled instances and all existing ones in the training set. It is defined as:

\[
CA = \frac{1}{N} \sum_{i=0}^{N} y_i = f(x_i)
\]

where: \( x_i \) are instances, \( i = 1..N \), \( N \) is their total number in the test set, \( y_i \) denotes the label of \( x_i \) and \( f(x_i) \) is predicted label during classification process.

The experiments were carried out on popular database, which is often used to test methods working on face images. From selected images features vectors were extracted, which were used for classification.

Extracted features from previous section were divided into three groups of datasets:

1) Single – which was used for binary classification. All instances of features were labeled to belong to single class or not, for example instance can be classified as
TABLE II
EMOTION BINARY CLASSIFICATION WITH MOUTH FEATURES

<table>
<thead>
<tr>
<th></th>
<th>RT [%]</th>
<th>KNN [%]</th>
<th>MLP [%]</th>
<th>SVM [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>happy</td>
<td>80.3</td>
<td>87.9</td>
<td>88.9</td>
<td>89.4</td>
</tr>
<tr>
<td>normal</td>
<td>71.2</td>
<td>75.8</td>
<td>75.8</td>
<td>83.3</td>
</tr>
<tr>
<td>sad</td>
<td>77.3</td>
<td>86.4</td>
<td>80.3</td>
<td>83.3</td>
</tr>
<tr>
<td>sleepy</td>
<td>75.8</td>
<td>77.3</td>
<td>81.8</td>
<td>83.3</td>
</tr>
<tr>
<td>surprised</td>
<td>72.7</td>
<td>86.4</td>
<td>84.8</td>
<td>83.3</td>
</tr>
<tr>
<td>wink</td>
<td>74.2</td>
<td>77.3</td>
<td>78.8</td>
<td>83.3</td>
</tr>
</tbody>
</table>

TABLE III
EMOTION CLASSIFICATION WITH MOUTH FEATURES

<table>
<thead>
<tr>
<th></th>
<th>RT [%]</th>
<th>KNN [%]</th>
<th>MLP [%]</th>
<th>SVM [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three</td>
<td>53.0</td>
<td>37.9</td>
<td>37.9</td>
<td>45.5</td>
</tr>
<tr>
<td>Three2</td>
<td>30.3</td>
<td>31.8</td>
<td>28.8</td>
<td>30.3</td>
</tr>
<tr>
<td>Six</td>
<td>24.8</td>
<td>27.3</td>
<td>25.8</td>
<td>18.2</td>
</tr>
</tbody>
</table>

happy or unhappy (opposite emotion). There were six classes: happy, normal, sad, sleepy, surprised, wink.

2) Three – instances were grouped into three simple emotions: happy, normal and sad, where surprised was added to happy and wink to sad, because their vectors were similar.

3) Six – all instances were joined together in one dataset, but original labels were left for classification. This was the hardest dataset, which shows bad separation of instances.

Additionally, second Three dataset (named Three2) was used, which contains features of image space from the last step of features extraction, to better compare results.

Results of binary classification were shown in tab. II and from multi class classification in tab. III. For this context, the best recognized pose was happy, with almost 90% of accuracy detection for single emotion detection, over 70% True Positive (TP) detection in three–poses dataset and over 50% TP in six–poses dataset, with over 50% overall detection. It was high detectable emotion in all experiments.

The next poses which were well diagnosed these are surprised and sad. Detection rate was over 86% and 50% TP in six–poses dataset respectively. Other poses had much worse results, because individual classes were tightly mixed to each other, so they were hard to detect. Almost the same situation exists for binary classification, where some of the poses were hard detectable, but overall results is based on not classified non–poses, e.g. normal emotion was non detected for few of classifiers. SVM almost perfect detects non–poses for all emotions. Generally False Positive ration was very low or 0 for all tests.

VI. CONCLUSION

In this paper, it was proposed method to extract a few facial features from mouth image to expression recognition. The experiments were carried out on popular database, which is often used to test methods working on face images. As was shown in the last section, it gives overall good results, especially in horizontal measurement and they should be enough to right description of many facial expressions. In the future work it will be possible to collect other facial features and merge them together to better understand face and identify poses.
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Abstract—The paper regards supporting behavioral therapy of autistic children with mobile applications, specifically applied for measuring the child’s progress. A family of five applications is presented, that was developed as an investigation tool within the project aimed at automation of therapy progress monitoring. The applications were already tested with children with autism spectrum disorder. Hereby we analyse children’s experience with the games, as a positive attitude towards the application is the key factor enabling practical application of the solutions in therapy. The study might be interesting for both researchers and practitioners applying e-technologies in autistics therapy.

I. INTRODUCTION

Autism is a developmental disorder, that influences the ability to socialize, communicate as well as learning skills. Autistic children have diverse level of deficits in language understanding, speaking and other areas, that make the therapy and education very difficult [1]. Educating children with autism spectrum disorder could be a challenge in the best of circumstances [2]. There are premises for supporting therapy with e-technologies [3], [4], as most of the autistic children are eagerly using computers and tablets once they are taught how to use them [2]. Autistics require repetitive environment for functioning and learning. Technologies are able to perform the same activities in exactly the same way and with indefinite patience. Moreover, systems and devices might be customized in order to adjust to a unique set of deficits of an individual [5].

This study is performed under the AUTMON (Automated therapy monitoring for children with autism spectrum disorder) project, that aims at development of methods and tools to allow for the automatic evaluation of the therapy progress among children with autism spectrum disorder (ASD) [6]. Therapy monitoring is based on automatic detection of behavioral patterns in tablet and application usage. During the project 5 applications were developed or adjusted to fit the deficits of autistic children. The apps have the potential of being applicable in the therapy progress monitoring. However, the crucial question is: whether the autistic children are eager to use those games. This study aims at verification of this issue. In this paper, the applications and their adaptation to autistic users is described, and the data from interaction sessions is analyzed. Moreover, we report our observations on autistics interaction with tablets and applications. The study might be interesting for both producers of solutions for autistic children as well as for researchers investigating effective methods for ASD support and therapy with e-technologies.

The paper is organized as follows: Section II reports work related to this study and especially previous works on monitoring autistic users performance. Section III presents the study context and study design. Section IV and V present the results of games evaluation, and those sections are followed by a summary of results and discussion (Section VI) and the conclusions describing future works (Section VII).

II. RELATED WORK

New technologies are used while working with people suffering from autism both at the stage of diagnosis and therapy. The use of technology in this field is usually based on software implementations for common therapeutic tasks. Supporting diagnosis is limited to the use of computer versions of diagnostic questionnaires. Although there are some advanced technological solutions that can help to diagnose autism, they are still experimental methods, used in laboratories only or tested on small groups of people. In many cases they require specialized hardware. Some of these solutions are based on: eye tracking [7], automatic analysis of children video recordings [8], automatic analysis of individual hand movements [9] and machine learning algorithms applied to predict the state of a person [10].

Much more often than in the diagnosis, new technologies are used in the therapy of autism. In most cases, these solutions are computer implementations of paper-based therapeutic tools. There are numerous programs supporting daily activities, allowing for arranging and following procedures that consist of sequences of activities represented as images or text [5].

Numerous tools are created to help to acquire emotional intelligence skills. These include programs that help in learning face and emotion recognition, learning expressing emotions through facial expressions [11] and recognizing emotions of encountered people [12]. There are also solutions, that incorporate special hardware measuring physiological signals...
to interpret an emotional state of a person, which may be especially valuable information in case of autistic children, who often are not able to show their emotions [13], [14].

Apart from solutions designed for people with autism, there are also some applications supporting work of the therapists.

III. STUDY CONTEXT AND STUDY DESIGN

A. Study context and purpose

In 2015 a project named AUTMON was started by a consortium consisting of Gdansk University of Technology, Harimata LTD and Hippotherapy Foundation [6]. Its goal is to develop methods and tools for automated monitoring of progress in the therapy of children with autism.

The goal is addressed by (1) the development of technology identifying behavioral patterns associated with autism, which could be used to test and evaluate the progress of therapy and by (2) implementation of a system that automatically tracks these patterns during therapy. A specially designed tablet applications have been created to record the behavioral patterns during the child’s interaction with tablet. These patterns, which may be analyzed for diagnostic or therapeutic purposes, contain information on: touch screen gestures, e.g. tap and swipe device movements identified by accelerometer; the application usage, i.e. navigation patterns, objects that attract attention (goals/distractors), strategies of decision making etc. The research goal of the AUTMON project is to verify, that the proposed solution might support the therapists by providing them with objective data on the progress of therapy of autistic children in various areas of their development.

The first step in the project research is verification of the children’s experience with the games, as attitude towards the application is the key factor enabling practical application of the solutions in therapy. Reporting the study of children experience with the games is the main goal of this paper.

The key research question addressed by the presented study might be formulated as follows: Which applications provide experiences positive enough for the child to perform and continue interaction allowing (as a result) to monitor progress.

B. Applications under investigation

The applications developed during the project were developed in the cooperative and iterative process engaging psychologists, therapists and data scientists. They were designed for the tablet devices. The solution set includes five games, which allows to gather information about children interactions with the device, using touch screen sensors and gyroscope.

Each game consists of training phase and actual game. During the training phase child may get acquainted with the game concept. At the beginning of training session interactive tutorial is presented. Later child may try to use application by herself/himself. During the whole training therapists should instruct the child and may use either verbal and physical guidelines. Depending on game, training session lasts from 2 to 5 minutes. At any time training session may be terminated by tapping three fingers at the top of the screen.

After finishing training session, actual game, which is used to collect data, begins. In order to obtain the undisturbed results, during this phase, the therapist should not interact with the child. Like during the training phase the session can be terminated, when a child looses interest in the game. Fig. 1 presents the games screenshots.

1) Boxes: Boxes is a game designed for warm-up. The goal is to place the balls in boxes by matching corresponding colors.

2) Sharing: The goal of the second game is to share food among four animated children. Child has to tap on the displayed food article (watermelon, apple, cake) and swipe portions to four plates in front of the children.

3) Cat & Dog: Based on the experimental paradigm of Go/NoGo, the game is intended to be used by older children. Typically developing 3-4 years old’s are not ready to proceed with this cognitively demanding task.

4) Pinwheel: The pinwheel is slowly turning around while a color ball balances at the base of its stem. A child has to flip the tablet (previously only touch screen data were gathered, now accelerometer and gyroscope provide the data) precisely to move the color ball to the corresponding “pinwheel petal”.

5) Creativity: Drawing and coloring pictures seem to be the most rewarding game for most children.

Fig. 1. Sample games screenshots
C. Study design

Two evaluation methods were applied: (1) a behavioral study of video recordings of children interacting with the games and (2) on-line behavioral tagging during measurement sessions.

The first part of the study was performed before measurements sessions were started and aimed at evaluation of user experience with the games. The second part of the study is performed on-line during each measurement session and this paper summarizes the results as a validation of the chosen approach. The target group in those studies are children aged 3 up to 7 (kindergarten education level), diagnosed (or during diagnosis) with autism spectrum disorder. As children measurements require consent from parents, randomization of selection to sample was not possible. Children were recruited among pupils of ten therapeutic centers in Poland. Parents’ agreement rate was very high (more than 90%).

1) User experience study: This study was aimed at analyzing the experience of the children play. The first step of this study was to find a definition and unambiguous indicators of good UX. Previous research on the subject mentioned: engagement, playfulness and fun as indicators of good UX in children [15]. Previous studies [16] used some combinations of behavioral observation with survey and interview techniques. This approach was hard to apply in this study, because children with autism are mostly nonverbal or of poor communication skills, so we couldn’t ask them straightforward for their opinions. Therefore in this study behavioral observation was chosen as an investigation tool. Moreover, the gameplay was recorded and analysis were made post-hoc by independent observers. This approach allowed for measuring consistency of manual tagging in order to achieve higher reliability. Steps of the study preparation:

1) An exploratory observation of gameplay was performed resulting in a list of observational indicators of interest and having fun with the games. Three independent judges (two psychologist with specialization in autism therapy and a naive observer not familiar with the symptoms of autism) were watching videos and listing observational indicators of good/bad experience of play.

2) Behaviors listed by observers in the previous step were clustered into three categories of: engagement, understanding and enjoyment.

3) The three factors were conceptualized and operationalized with three behavioral indicators each forming 9-item behavioral observation scheme.

4) Each item was assigned a five-point discrete scale (1-5) with descriptive explanations assigned to first and last item. As a result an observation sheet was prepared, that was used in manual tagging of the video recordings.

5) Using the elaborated scale and observation sheet, manual tagging of videos was performed by 5 independent observers. Total number of 21 recordings were analyzed.

6) The manual markers from observers were checked against consistency criteria using commonly used Kappa coefficient. The data was used to evaluate the applications using the understanding, engagement and enjoyment criteria.

7) Final results were formulated regarding inclusion or exclusion of the games from the measurement procedure. Some additional recommendations were formulated for the measurement procedure.

Understanding factor characterizes, that the device functions and the games are understandable for a child. First of all, child realizes that tablet screen can be used to interact with the tablet. There is a range of algorithms of interaction (based on set of possible actions provided) that result in successful interaction with the game, meaning when child achieves the goal of the game. Child wins the game if (s)he acquires a final stage of task completion, e.g. feeds all four children, draws a picture, paints a picture etc.) Children may get to win by themselves or with a standarized verbal or motor prompt from the experimenter.

Engagement factor characterizes, that the function of the tablet and the game is engaging, meaning, that tablet and game attracts childs attention. If in childs sight, in proximity of his/her hands there is a possibility of engaging. It can be observed how often, regular and persistent is childs interaction with the touch screen.

Enjoyment factor characterizes, whether interaction with tablet results in growth of positive affect symptoms, which were operationalized as laughing and vocal expressions, verbal expressions, mimic expressions and motor and postural expressions (clapping hands, jumping, shrugging). Facial expressions were not observable due to to the fact, that video materials were filmed from the chin down (which was explicitly stated in the parent-experimenter agreement for the privacy reasons).

The results of the study are provided in Section IV.

2) Validation during measurement sessions: The second study is on-line observation made during the measurement sessions.

The children are supposed to play all five games during the sessions. The detailed criteria used in the usability study were significantly simplified for the measurement stage. From the 9-item scale only 2 indicators were used in the on-line tagging procedure. For each game the following two factors are estimated by an observer: the level of difficulty, which may be 1-easy, 2-adequate, 3-difficult; the level of interest, which may be 0-none, 1-low, 2-average, 3-high. If a child does not want to play a game in spite of some encouragement, 0 is assigned to the level of interest and no value is given as the level of difficulty. If, for some reasons, a therapist decides not to try to play a game, neither difficulty nor interest are assigned a value. The reasons for childs intentional exclusion from play might fall into following categories: a child performed an extremely negative reaction to the game (eg. fear of sounds); a child is in bad disposition on this specific session day (regular therapist opinion); a child got upset during the study procedure.

The difficulty factor corresponds to understandability criteria from the UX study, the interest factor corresponds to engagement criteria from the UX study.
IV. Usability Evaluation of Applications for Progress Monitoring

This section provides results of usability evaluation of the applications. 21 recordings of nine children have been annotated. All children were boys, aged 3-7. Each of them played from one to four of the created games.

To evaluate the consistency of the annotations done by four observers, kappa coefficient was calculated. The values obtained for all nine behavior indicators defined in section III-C were averaged over all games. The highest agreement was obtained for engagement factors (0.79; 0.70 and 0.61 respectively), moderate for understanding factors (0.57; 0.54 and 0.43) and the lowest for enjoyment (0.40; 0.30 and 0.38).

To provide final evaluation scores for the three categories (engagement, understanding, enjoyment) the following procedure has been followed independently for each game:

1) in each category the scores for three behavior indicators were summed getting total category scores;
2) the total category scores were averaged over four judges; as a result three values for engagement, understanding and enjoyment were obtained for each recording;
3) the obtained recording scores were averaged over all films presenting a given game.

The final results are presented in Table I. Sharing received the highest scores for understanding and engagement. Surprisingly, Cat & Dog took the second place in these two categories and the first one in enjoyment. That game seemed to be rather difficult, some of the children did not play it at all. In spite of these obstacles, it turned out to be entertaining. Creativity game received the lowest scores for understanding and enjoyment. Pinwheel for engagement. Although Creativity seemed to be understandable for the children, as most of them intuitively drew lines with their fingers, precise drawing turned out to be quite difficult bringing about the low scores. It can be observed that more understandable games get higher scores in engagement and enjoyment, however the relationship between the variables would require further analysis.

V. On-line Tagging - Execution and Results

To summarize the results the first three sessions of each child have been taken into account. Due to some absence rate not all participants have already gathered three data records. From the total number of 42 children, 29 of them were present during all three sessions. The absence rate is typical for the kindergarten children age range.

The results obtained for each game are averaged over all children. The final scores for the levels of difficulty and interest are shown in Table II.

It can be seen that three of the games (Sharing, Boxes, Creativity) turned out to be much more interesting than other two (Pinwheel, Cat and Dog). Some relation between interest and difficulty may be observed. The more difficult game, the less interesting and vice versa. Boxes and Sharing were the easiest ones. Pinwheel, which requires motor skills while flipping the tablet, and Cat & Dog requiring being focused, were the most difficult, just as it was expected. Some of the kids were not able to play Cat & Dog at all.

Another interesting observation is the fact that the levels of interest and difficulty do not change much over the time. It meant that data collected while playing are not affected by confounding factor such as history effect.

VI. Summary of Results and Discussion

The aim of this paper was to evaluate, whether the applications developed for monitoring progress of children with autism have a chance to be used in practice. The question was raised, whether the applications are engaging, understandable and enjoying enough to trigger and maintain childs focus and interaction.

The main results might be formulated as follows:

- understanding, engagement and enjoyment are partially dependent, eg. some children are fascinated with pinwheel although they do not understand the purpose of the game, for the others, if they do not understand a game, they are not interested in it.
- both studies confirmed, that three of the games: Sharing, Creativity and Boxes are mostly understandable for the children; out of the three, Sharing seems to be the favorite game;
- game Cats & Dogs and Pinwheel seems less intuitive and half of the children refuse to use them, however, once a child understands the game, it seems to be engaging,
- although it seemed, that some of the children do remember the games after a month (average time distance between recording sessions), the data do not confirm the history effect, which is convenient for measurement.

All recording and measurement sessions revealed also some qualitative observations:

- Most of the children with autism were eager to use tablets, typical behavior was to grab a tablet in the proximity of hand and to follow it, when it was taken away,
- Most of the children know very well, how to turn the tablet on and how to switch to another game, we have used the parent mode in order to prevent children from switching the games off;
- Some lower functioning children got frustrated, when they did not understand the game;
- Some higher functioning children got bored easily and even though they started eagerly, it was hard to keep them play for longer than a minute;

Authors are aware of the fact, that this study is not free of some limitations, such as small number of videos analyzed and low consistency of manual tagging for some of the variables. Despite some limitations of the study, the performed analysis allowed us to determine, which applications provide experiences positive enough for the child to perform and continue interaction allowing (as a result) to monitor progress. The goal of the study was achieved.
TABLE I
USER EXPERIENCE RESULTS OBTAINED FOR THE APPLICATIONS

<table>
<thead>
<tr>
<th>Game name</th>
<th>Understanding</th>
<th>Engagement</th>
<th>Enjoyment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cat &amp; Dog</td>
<td>10</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Sharing</td>
<td>15</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Pinwheel</td>
<td>14</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

**Objective measures of therapy progress can bring quality of life.**

**TABLE II**
INTEREST AND DIFFICULTY LEVELS FOR THREE MEASUREMENT SESSIONS

<table>
<thead>
<tr>
<th>Game name</th>
<th>Interest</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxes</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Sharing</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Pinwheel</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

Our study shows the potential for use of tablet-based technology in children therapy. Children are generally enthusiastic about tablets and other mobile devices and this rapture can be utilized in the area of research, diagnosis and therapy. Future works in this discipline should focus on developing tools for monitoring progress and better means for their evaluation. As our study concludes, it is not easy to evaluate in terms of child experience, especially in autistic population, where raters agreement is hard to reach.

Objective measures of therapy progress can bring quality data to the therapy providers. As they have better knowledge of children state and developmental pace and direction, they can provide adjusted intervention to best fit the individual needs of the child. Better therapy means better quality of life for children with ASD, as enormous amount of evidence shows that personalized and early onset intervention improve their future quality of life.
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Abstract—For modelling of real-time safety critical systems, when traditional testing techniques cannot be applied, formal system verification is crucial. Alvis is a modelling language that combines possibilities of formal models verification with flexibility and simplicity of practical programming languages. Solutions introduced in Alvis make the development process easier and help engineers to cope with more complex systems. The paper deals with a state-based approach to the verification of Alvis models. Until the research presented in the paper were conducted, the verification process was mostly action-based. The nuXmv tool, as one of the top model checkers, was selected for the task of state-base verification of Alvis models translated into the SMV modelling language. The paper presents a translation algorithm and usability studies performed on existing safety critical systems.

I. INTRODUCTION

Alvis [1], [2] is a formal modelling language developed at AGH-UST in Kraków, Department of Applied Computer Science (http://alvis.kis.agh.edu.pl). The motivation behind its creation and development is to provide a formal language which could be used by an average software engineer to model and verify complex systems. To this end, Alvis combines advantages of high level programming languages with a visual modelling language for defining communication channels between subsystems. Its most significant advantage over classical formal methods (Petri nets [3], [4], timed automata [5], [6] and process algebras [7], [8], [9]) is an engineer-friendly syntax. The heavy mathematical foundations are hidden from the user without compromising the capabilities and expressive power of the formalism. Alvis, as a formal language, has an advantage over the industry programming languages – Alvis models can be formally verified using model checking techniques [10]. Using Alvis language, an average software engineer is able to model and verify complex systems which can be then easily implemented. This is particularly important in concurrent and distributed systems where traditional methods of software testing are not applicable. The formal verifications of such systems is a ground for many current scientific projects [11].

The ongoing research on the Alvis language include also building an Alvis simulator, Alvis Virtual Machine [12] and automatic Java code generation [13]. The nuXmv tool [14], [15] is currently one of the top-notch and mainstream model checkers for temporal logics. It features a prominent and state-of-the-art verification engine. The project is still supported and developed, new versions of the tool are released regularly.

The nuXmv can check whether a given finite state model satisfies a given temporal logic formula and if not, it can provide a proper counter-example. System requirements specification, in the form of a set of LTL [16] and CTL [16], [17] temporal logics formulae, can be therefore automatically verified by the tool. In addition, it has a dedicated modelling language called SMV [15] which is relatively easy to use for modelling the system. Furthermore, according to the authors of the project it can verify systems of high complexity, i.e. containing more than $10^{20}$ states.

These outstanding features initially made nuXmv the best possible choice for the task of state-base Alvis model verification. The main goal of the conducted research was to verify whether nuXmv can be effectively used in the process of verification of complex systems modelled in the Alvis language. In order to prove the concept, a translation algorithm was conceived and then implemented. Extensive experiments of the solution were performed, including modelling and verification of existing real-time safety critical systems.

The paper is organised as follows. Section II contains a short introduction to the Alvis language and basic information about the process of designing and verification of Alvis models. In Section III formal definitions concerning Alvis state space representation are provided. Section IV deals with the algorithm of Alvis model translation into nuXmv. Usability studies conducted on two examples of real-time safety critical systems are presented in Section V. A short summary is given in the final section.

II. ALVIS MODELLING LANGUAGE

An Alvis model is basically a collection of subsystems called agents that may run concurrently, communicate with each other, compete for shared resources etc. The concept of agent is borrowed from CCS [8], [18]. Agents are divided into active and passive ones and mimic, to some degree, tasks and protected objects in the Ada programming language [19].

Active agents may perform some activities and are treated as threads of control in a concurrent system. Passive agents provide a mechanism for the mutual exclusion and data synchronization.

Interconnections between agents are defined on communication diagrams, a visual part of the Alvis language.
diagrams present agents as nodes and communication channels as arcs in a directed graph. To model the behaviour of the agents, the code layer is used. Alvis source code is similar to the one of high level programming languages. Alvis statements may also incorporate elements of the Haskell functional programming language [20].

Furthermore, the complex systems may be modelled using hierarchical communication diagrams [21]. They introduce a concept of a hierarchical node which represents a subsystem defined at the lower level. Therefore, it allows to describe a system on many different levels of abstraction. A summary of Alvis graphical elements and code statements is presented in Fig. 1.

Alvis models are designed using an Alvis design toolkit including Alvis Editor, Alvis Simulator and Alvis Compiler tools. Alvis Editor is a visual modelling environment featuring design of Alvis models. Alvis Simulator enables step-by-step simulations of the models. Alvis Compiler [22] translates designed models into Haskell program. The Haskell middle-stage representation is used to generate LTS graphs (labelled transition system [23]) of the Alvis models. LTS graphs will be explained in more detail in the next section. They can be used to formally verify models using model checking techniques. LTS graphs are checked in terms of satisfaction of model properties described as temporal logics formulae. The original verification process included only action-based verification with $\mu$-calculus [24] in CADP toolbox [25]. The approach presented in this paper employs nuXmv tool to allow the usage of LTL and CTL temporal logics. The modelling and verification process of Alvis models is presented in Fig. 2.

More details on this topic may be found in the manual at the website of the Alvis project.

III. ALVIS STATE SPACE REPRESENTATION

Before an Alvis LTS to nuXmv translation algorithm can be introduced, some of the key concepts regarding Alvis state space must be defined.

**Definition 1.** A state of an agent $X$ is a tuple:

$$S(X) = (am(X), pc(X), ci(X), pv(X)),$$

where $am(X)$ is an agent mode, $pc(X)$ is a program counter, $ci(X)$ is a context information list, and $pv(X)$ is parameters values.

Each agent state can be described unambiguously with information contained by this four-tuple. Where necessary, to every one of $am$, $pc$, $ci$ and $pv$ symbols, there can be a state index added, e.g. $pe_{S_0}$, to indicate which state it refers to.

The agent mode can take one of the following five values: Finished (F), Init (I), Running (R) and Taken (T). Finished means that an agent has finished its work. Init is the default mode for agents that are inactive in the initial state. Running means that an agent is performing one of its statements. Taken means that one of the passive agent’s procedures has been called and the agent is executing it. Waiting, for passive agents, means that the corresponding agent is inactive and waits for another agent to call one of its accessible procedures. For active agents, this mode means that the corresponding agent is waiting either for a communication with another active agent, or for a currently inaccessible procedure of a passive one.

The program counter points at the current statement of an agent i.e. the next statement to be executed or the statement that has been already executed by an agent but needs a feedback from another agent to be completed (e.g. a communication between agents).

The context information list contains additional information about the current state of an agent e.g. if an agent is in the waiting mode, $ci$ contains information about events the agent is waiting for.

The parameters values list contains the current values of the agent’s parameters.

**Definition 2.** A state of a model $A = (D, B, a^0)$, where $D = (A, C, \sigma)$ and $A = \{X_1, ..., X_n\}$ is a tuple $S = (S(X_1), ..., S(X_n))$.

The concept of an Alvis model state is explained in Fig. 3. Execution of any step is expressed as a transition between formally defined states of an Alvis model. States of a model and transitions among them are represented using a labelled transition system (LTS graph).

**Definition 3.** A Labelled Transition System is a tuple:

$$LTS = (S, A, \rightarrow, s_0),$$

where $S$ is a set of states, $A$ is a set of actions, $\rightarrow \subseteq S \times A \times S$ is the transition relation and $s_0$ is an initial state.

For an Alvis model, an LTS is a four-tuple:

$$LTS = (R(S_0), T, \rightarrow, S_0),$$

where $R(S_0)$ is a set of states reachable from the initial state, $T$ is a set of all possible steps for a given model, $\rightarrow = \{(S, t, S') : S - t \rightarrow S' \land S, S' \in R(S_0)\}$, where $t \in T$, and $S_0$ is an initial state. In untimed Alvis models arcs are labelled with names of individual steps performed by agents. In the timed models arcs are labelled with the sets of parallel steps.

In order to describe the translation algorithm in the next section, a few additional terms need to be introduced:

- $B(X)$ – Agent X dynamics definition (code);
- $card(B(X))$ – number of steps in $B(X)$;
- $N(t)$ – a name of the $t$ transition.

NuXmv models are basically finite state transition systems [15] which can be defined as Kripke structures [26].

**Definition 4.** A finite state transition system is a tuple $TS = (S, I, \rightarrow, L)$, where:

- $S$ is a finite set of states,
- $I \subseteq S$ is the set of initial states,
- $\rightarrow \subseteq S \times S$ is the transition relation, specifying the possible transitions from state to state,
- $L$ is the labelling function that labels states with atomic propositions that hold for the given state.
Figure 1: Elements of Alvis language.

Figure 2: Alvis modelling and verification process.

Figure 3: Representation of an Alvis model state.

IV. ALVIS LTS TO NUXMV TRANSLATION ALGORITHM

Finite state transition systems in nuXmv tool are modelled with a dedicated modelling language called SMV [15]. In the presented approach, a nuXmv model after translation consists of three main parts: Variables definitions (VAR and IVAR), ASSIGN section and specification of transitions’ availability.
The first one of them, the IVAR section, contains a definition of an input variable action. It is used to contain transition's labels.

The VAR section is used to contain definitions of standard variables. Those include set of states and atomic propositions variables. The ASSIGN section is composed of three main parts. The first one initializes the state variable, the second is responsible for defining transitions between the states and the final one assigns values to the atomic propositions for specific states. The set of atomic propositions is given implicitly using variables and their domains. The last main part, the TRANS section, specifies for every state which actions are available in it. For instance, line TRANS s = s1 -> (action = a1) | (action = a2) determines that when the system is in state s1, the only available actions are a1 and a2.

A translation algorithm of an Alvis model LTS into the nuXmv code is presented in Fig. 1. In the adopted notation, → symbol indicates generated nuXmv code, # represents string concatenation, Label() produces a variable name and Type() returns a variable's data type.

The first part of the algorithm is responsible for generation of a declaration of the input variable action. In the proposed approach, this variable is used to define names of the transitions between the model states as edges' labels in the nuXmv transition system. It enables using transition names in LTL formulae during the verification process. During the model simulation this additional information is a major enhancement that allows to analyse not only the state changes, but also the steps that led to them. The action set is initialised with a single element representing empty action named NOP. Every transition label is added to the set then.

In the next step, the domain of the state variable s is defined. Its value denotes the current state of an Alvis model. For every reachable state (S ∈ R(S0)), the state name is added to the set of nuXmv states.

Lines 13–41 contain steps required to define variables representing elements of the model's state. This section starts with L_{am}, L_{pc}, L_{ci} and L_{pv} sets initialisation. They represent the sets of defined variable labels for agent mode, program counter, context information list, and parameters values correspondingly. Every agent has exactly one am and pc variable, while possibly multiple ci and pv variables.

For every agent of the model, variable labels are generated by concatenating agent's name with a two letter abbreviation indicating the element of the agent state's tuple it refers to. Agent mode variable is an enumeration and can have assigned one of the x, w, f, i and t values. Program counter variable is a bounded integer, ranging from 0 to card(B(X_i)), where X_i is the given agent. Context information variable labels, in addition to the basic naming convention, contain also information about the possible values of the original ci. They are booleans and the TRUE value implies that the given ci entry is present in the context list in the given state. Parameters values labels are generated by concatenating agent name, pv keyword, pv order number. If pv variable's type in the code layer is integer or boolean, the nuXmv variable is of the same type. In other case pv value is appended to the label and the type of the nuXmv variable is boolean. TRUE means that the given agents parameter is of the value specified as the last part of nuXmv variable label in the given state.

The next part of the algorithm starts with adding of the beginning of the ASSIGN section and initialization of the s variable with the name of the initial state. Then the transition relation switch statement is opened (line 44). successors_{ik} is the set of successors of the si state, reachable through transition t_k. In the nested loops that follow, successors lists for every reachable state are generated.

The next section of the algorithm contains five similar blocks of pseudocode (lines 57–63, 64–70, 71–80, 81–95, 96–104). Each generates labelling functions for the agent state variables defined in the VAR section. Labelling functions are basically switch statements in which the proper value is assigned to the variable depending on the current state of the system. pv variables labelling functions are divided into two separate loops, depending on the type of the variable in the code layer.

The last part of the algorithm (lines 105–114) defines availability of the transitions. It is determined by the value of the si variable. TRANS line is generated for every reachable state. It contains a list of available transitions. NOP action is not listed there because it is only available when no successor exists. This situation indicates a terminal state of the system.

Algorithm 1 Alvis LTS to nuXmv translation algorithm.

1: MODULE main
2:  ▷ IVAR
3:  3:  action ← {NOP}
4:  4:  for all t_i ∈ T do
5:  ▷ action ← action ∪ \{Label(N(t_i))\}
6:  ▷ end for
7:  ▷ action : {NOP, N(t0), N(t1), ...} ;
8:  ▷ for VAR
9:  ▷ for all s_i ∈ R(S_0) do
10: ▷ s : = \{Label(s_i)\}
11: ▷ end for
12: ▷ ▷ s : = \{s_0, s_1, ...\} ;
13: ▷ L_{am} ← ∅
14: ▷ L_{pc} ← ∅
15: ▷ L_{ci} ← ∅
16: ▷ L_{pv} ← ∅
17: ▷ for all X_i ∈ A do
18: ▷ ▷ L_{am} ← Label(X_i,#am)
19: ▷ ▷ ▷ X_i#am : = \{x, w, f, i, t\} ;
20: ▷ ▷ L_{am} ← L_{am} ∪ \{L_{am}\}
21: ▷ ▷ L_{pc} ← Label(X_i,#pc)
22: ▷ ▷ k ← card(B(X_i))
23: ▷ ▷ ▷ X_i#pc : = 0..k ;
24: ▷ ▷ L_{pc} ← L_{pc} ∪ \{L_{pc}\}
25: ▷ ▷ for all S_i ∈ R(S_0) do
26: ▷ ▷ ▷ L_{ci} ← Label(X_i,#ci#ci,S_i(X_i))
27: ▷ ▷ ▷ ▷ l_{ci} : boolean;
\[ L_{ci} \leftarrow L_{ci} \cup \{ l_{ci} \} \]
end for

for all \( pv_j \in pv(X_i) \) do

if \( type = \text{Type}(pv_j) \) then

\[ l_{pv} \leftarrow \text{Label}(X_i, \#pv\#j) \]
\[ \triangleright l_{pv} : \text{type}; \]
else

\[ l_{pv} \leftarrow \text{Label}(X_i, \#pv\#j\#pv(X_i)) \]
\[ \triangleright l_{pv} : \text{boolean}; \]
end if

\[ l_{pv} \leftarrow L_{pv} \cup \{ l_{pv} \} \]
end for

\[ \triangleright \text{ASSIGN} \]
init(s) = s0;
next(s) := case
for all \( si \in s \) do
for all \( t_k \in T \) do
successors\_{sk} := \emptyset
for all \( sj \in s \) do
if \( S_k \xrightarrow{t_i} S_j \) then
successors\_{sk} := successors\_{sk} \cup \{ sj \}
end if
\[ \triangleright s = s_j : \text{am}_s_j(X_i); \]
end for
\[ \triangleright \text{esac}; \]
ed for
for all \( l_{am} \in L_{am}; (l_{am} = \text{Label}(X_i, \#am) \) do
\[ \triangleright l_{am} := \text{case} \]
for all \( sj \in s \) do
\[ \triangleright s = s_j : \text{pc}_s_j(X_i); \]
ed for
\[ \triangleright \text{esac}; \]
ed for
for all \( l_{pc} \in L_{pc}; (l_{pc} = \text{Label}(X_i, \#pc) \) do
\[ \triangleright l_{pc} := \text{case} \]
for all \( sj \in s \) do
\[ \triangleright s = s_j : \text{pc}_s_j(X_i); \]
ed for
\[ \triangleright \text{esac}; \]
ed for
for all \( l_{ci} \in L_{ci}; (l_{ci} = \text{Label}(X_i, \#ci\#ci_s_j(X_i)) \) do
\[ \triangleright l_{ci} := \text{case} \]
for all \( sk \in s \) do
if \( c_i_{sk}(X_i) = c_i_{sk}(X_i) \) then
\[ \triangleright s = sk : \text{TRUE}; \]
end if
end for
\[ \triangleright \text{TRUE} : \text{FALSE}; \]
\[ \triangleright \text{esac}; \]
ed for
for all \( l_{pv} : \text{Type}(l_{pv}) = \text{Integer} \lor \text{Type}(l_{pv}) = \text{Boolean}; (l_{pv} = \text{Label}(X_i, \#pv\#j) \) do
\[ \triangleright l_{pv} := \text{case} \]
for all \( sk \in s \) do
value := \text{pv}_{sk}(X_i);
if value \neq 0 \lor value \neq \text{FALSE} then
\[ \triangleright s = sk : \text{value}; \]
end if
end for
if \( \text{Type}(l_{pv}) = \text{Integer} \) then
\[ \triangleright \text{TRUE} : 0; \]
else
\[ \triangleright \text{TRUE} : \text{FALSE}; \]
end if
\[ \triangleright \text{esac}; \]
ed for
for all \( l_{pv} : \text{Type}(l_{pv}) \neq \text{Integer} \land \text{Type}(l_{pv}) \neq \text{Boolean}; (l_{pv} = \text{Label}(X_i, \#pv\#j\#pv(X_i)) \) do
\[ \triangleright l_{pv} := \text{case} \]
for all \( sk \in s \) do
value := \text{pv}_{sk}(X_i);
\[ \triangleright s = sk : \text{value}; \]
ed for
\[ \triangleright \text{TRUE} : \text{FALSE}; \]
\[ \triangleright \text{esac}; \]
ed for
\end for
\]

The main purpose of including the above algorithm in this paper is to convey the basic concept behind the translation. Therefore, as one may notice, the above algorithm is not optimal. Nonetheless, after many optimizations and enhancements, this algorithm was implemented as an additional module to the PetriNet2ModelChecker tool. This module enables automatic conversion of an LTS graph of an Alvis model stored in .dot file into nuXmv code, and therefore allows to verify any Alvis model using LTL and CTL logics in one of the top model checkers available.

V. Usability Studies

The presented approach was tested against models of existing safety-critical systems. Among them, the tests were conducted on railway switch system and fire alarm control panel. The former is the solution manufactured by Grupa ZUE S.A. [27] and employed in public transport in Krakow, Szczecin and Wroclaw [28]. The latter is a project of the SITP organization [29]. More information on this system can be found in [30]. The approach presented in this paper will be illustrated on the first one of them. A schematic of the system
is shown in Fig. 4.

In every tram, there is an NP03 infra-red transmitter used to send IR signals to the switch control system. It is located on a tram driver console panel. An OP03 receiver is responsible for collecting infra-red signals and sending them to system driver. It is usually installed on overhead lines or on special poles placed before the switch. Traffic lights are providing a motorman with two pieces of information, i.e. the current direction of the tracks and a status of a switch blades lock.

A motorman’s responsibility is to ensure that switch blades are set in the right direction and locked before he can drive a tram through a switch. He can change blade’s direction using an NP03 transmitter. On receiving a signal, an IR receiver sends a pulse to a switch motor controller, which in turn sends a signal to blades controller to change direction of the rails. The change is possible only in the operating range of the receiver. Tram driver has limited time for choosing the expected direction, depending on the speed of the tram. If the motorman does not change the direction while the tram is in a reach zone of the IR receiver, he would have to stop the tram and manually change the direction using a special lever.

In a switch zone, there are also two induction loops installed, one before and one after switch blades. They are responsible for detecting a tram entering and leaving the crossing zone. When a tram is detected, an electrical switch lock mechanism is locking blades in the current position, in order for tram to pass safely through the switch zone. They are unlocked immediately after the tram leaves the crossing.

An Alvis model of this system was constructed. Its communication diagram is presented in Fig. 5.

Using the implementation of the algorithm presented in Section IV the system model was automatically translated into a nuXmv source file. The nuXmv representation maintains every piece of the original information about system behaviour stored in the LTS. The next step involves verification of system properties. In the presented approach they are described as LTL and CTL formulae. Three examples of such formulae are given in Listing 1.

Listing 1: Examples of LTL and CTL formulae for the railway switch system model.

```plaintext
--1)   (SwitchDriver#pv3 < 2) \ U (SwitchBlades#pv1 < 2)

--2) EF TramPassed = true

CTLSPEC EF (SwitchDriver#pv3 = 2)

--3) F TramPassed = true

LTLSPEC F (SwitchDriver#pv3 = 2)
```

SwitchDriver#pv3 denotes a tram variable from the SwitchDriver agent. It can have three values: 0 when the tram is before the first induction loop, 1 when tram passed the first induction loop and 2 when the tram passed the crossing (the second induction loop). SwitchBlades#pv1 is a bladesState variable. When its value is positive, the switch blades are not locked and when the value is negative, the blades are locked.

The first formula verifies whether the switch is being locked before the tram passes the crossing. This formula is crucial for the safety of railway switch mechanism. The nuXmv confirmed that it is satisfied in the model. The second formula checks whether there is a path in which a tram passes through the crossing. It is also true. The last one is similar to the previous, except it checks whether a tram always finally passes through the crossing. This one is not satisfied. The true potential of nuXmv is in providing the counterexample. If a formula is not true, nuXmv provides a path that proves it. In this case the tram does not pass through the crossing if the driver did not manage to send the signal to change the blades direction when the tram was in the zone of the infra-red receiver. Driver has to stop the tram, step out of it and manually change the direction. It is a desired behaviour of the system.

Three versions of the same model were prepared with varying complexity, each describing the system on a different level of abstraction. For each one of them, the same set of properties was verified. They were categorized into three groups: reachability, safeness and liveness properties.
group an average verification time was measured and presented in Table I. Tests were performed on a PC with AMD Phenom II X6 processor and 16 GB of RAM. The verification times are growing fast with complexity but even for the most complex railway switch system version, they are quite acceptable.

For the comparison, translation to nuXmv was performed also on the fire alarm control panel system. Its communication diagram is presented in Fig. 6. As this system is significantly more complex, the amount of states in the LTS is adequately larger. Although the translation itself was fast, nuXmv couldn’t handle loading of such a complex system on the testing machine. The amount of memory needed to load the model exceeded available resources (RAM and swap space) and the nuXmv process was killed by the operating system. Therefore, the average verification times are not provided.

The results of the tests confirm that the presented approach is performing well for models of medium complexity. More complex ones require a lot of resources, especially RAM. Provided enough RAM or swap space, the approach can be applied to most models.

![Figure 6: Fire alarm control panel communication diagram.](image)

**VI. SUMMARY**

The paper introduces state-base approach to verification of Alvis models. The presented solution enables to automatically verify properties of the modelled system using the mainstream model checking tool nuXmv. It employs formulated and implemented algorithm of Alvis LTS translation into nuXmv source code.

The usability studies of the concept were conducted on models of actual real-time safety critical systems, railway switch system and fire alarm control panel. Illustrative properties of these systems have been specified as LTL and CTL formulae and verified with nuXmv to demonstrate the capabilities and limitations of the approach. The results of the tests have been presented and summarised.

The proposed verification method proved to be handling most middle-sized models with ease, even on a regular PC. Although nuXmv supposed capabilities exceed the current needs, the solution is limited by the amount of RAM available.

Complex systems require a great deal of memory to load. Compared to the amount of memory required to verify systems using action-based approach in CADP, nuXmv seems ineffectual. On the other hand, state-based solution allows much more thorough verification because of the information stored about the states. The combination of both state- and action-based verification is currently the most optimal option.

Future work on state-based verification of Alvis models will focus on other possibilities. The most promising is a concept of a dedicated query language operating on the middle-stage Haskell representation.
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Table I: Performance tests for Alvis models verification in nuXmv.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of states</th>
<th>RAM usage [GB]</th>
<th>Average verification time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reachability properties</td>
</tr>
<tr>
<td>Basic railway switch system</td>
<td>1221</td>
<td>0.17</td>
<td>0.91</td>
</tr>
<tr>
<td>Detailed railway switch system</td>
<td>3005</td>
<td>0.83</td>
<td>4.01</td>
</tr>
<tr>
<td>Complex railway switch system</td>
<td>6833</td>
<td>3.6</td>
<td>25.13</td>
</tr>
<tr>
<td>Fire alarm control panel</td>
<td>43624</td>
<td>&gt;20</td>
<td>-</td>
</tr>
</tbody>
</table>
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Abstract—Modified Condition / Decision Coverage (MC/DC) is the second strongest coverage criterion in white-box testing. According to DO178C/RTCA criterion it is mandatory to achieve Level A certification for MC/DC. Concolic testing is the combination of Concrete and Symbolic execution. It is a systematic technique that performs symbolic execution but uses randomly-generated test inputs to initialize the search and to allow the tool to execute programs when symbolic execution fails. In this paper, we extend concolic testing by computing MC/DC using the automatically generated test cases. On the other hand Feedback-Directed Random Test Generation builds inputs incrementally by randomly selecting a method call to apply and find arguments from among previously-constructed inputs. As soon as the input is built, it is executed and checked against a set of contracts and filters.

In our proposed work, we combine feedback-directed test cases generation with concolic testing to form Java-Hybrid Concolic Testing (Java-HCT). Java-HCT generates more number of test cases since it combines the features of both Feedback-Directed Random Test and Concolic Testing. Hence, through Java-HCT, we achieve high MC/DC. Combinations of approaches represent different tradeoffs of completeness and scalability. We develop Java-HCT using RANDOOP, jCUTE, and COPECA. Combination of RANDOOP and jCUTE creates more test cases. COPECA is used to measure MC/DC\% using the generated test cases. Experimental study shows that Java-HCT produces better MC/DC\% than individual testing techniques (feedback-directed random testing and concolic testing). We have improved MC/DC by $\times 1.62$ and by $\times 1.26$ for feedback-directed random testing and concolic testing respectively.

I. INTRODUCTION

SOFTWARE Testing is the technique to detect bugs in software. Manual software testing accounts for 50-80\% of the cost of software development. Manually created test cases are expensive, error-prone, and generally not exhaustive [2]. Therefore, automated software testing techniques have been discovered [3], [4].

There exists some controversy regarding the relative advantages of random testing and systematic testing. Some work [5], [6] suggest that random testing is same effective as systematic testing techniques. Existing work [7] found that random test case generation achieves less code coverage than systematic generation techniques. These systematic generation techniques include chaining, exhaustive generation, model checking, and symbolic execution.

Pacheco et al. [8] proposed Feedback-Directed Random testing. They have addressed random generation of unit tests for object-oriented programs. Their proposed work indicates that feedback-directed random generation retains the benefits of random testing (scalability, simplicity of implementation), and avoids redundant test cases.

Concolic testing is a systematic technique that performs symbolic execution. Concolic testing uses randomly generated test cases to start the search and to allow the tool to make progress when symbolic execution fails due to limitation of the symbolic technique (e.g. native calls) [9].

MC/DC is a criterion for code coverage and was introduced by the RTCA DO-178B standard [10]. MC/DC must satisfy the following criteria [11]:

- All the entry and exit points of the input programs must be invoked at least once.
- All possible outcomes of a decision must be affected by the changes made to each condition.
- All possible outcomes of every decision must execute.
- All the conditions in a decision must execute.

According to Majumdar et al. [2], in hybrid concolic testing, the concolic testing phase is initiated whenever random testing saturates, i.e. does not find new coverage points even after running a predetermined number of steps. Majumdar et al. [2] observed that CUTE and jCUTE tools have ultimately run up against path explosion. Concolic testing can only cover a small fraction of branches, those that can be reached using “short” executions from the initial state of the program. Therefore concolic testing requires “deep” program status to be explored.

We have implemented Java-Hybrid Concolic Testing using RANDOOP, jCUTE, and COPECA, and applied it to achieve high Modified Condition/Decision Coverage for Java programs.

The rest of the article is organized as follows: Section 2 presents the background concepts. Section 3 presents the proposed approach Java-HCT. Section 4 shows the experimental study. Section 5 compares the proposed approach with some of the existing approaches. Section 6 concludes the paper and suggests some future work.

II. BACKGROUND CONCEPTS

In this section we discuss some important background concepts, which are required to understand our work.

\textit{Definition 1: Feedback-Directed Random Testing}: “It is a combination of random and systematic approach that results a test suite consisting of unit tests for the classes under test. Systematic approach deals with Feedback-Directed, i.e.
as soon as an input value is built, it is executed and checked against a set of contacts and filters. The result of the execution determines whether the input is redundant, illegal or useful for generation of more input [8]."

There is a tool available for Feedback-Directed Random Testing called RANDOOP\footnote{https://github.com/randoop/randoop-eclipse-plugin}. RANDOOP stands for Random Tester for object-Oriented Programs. It is a fully automatic tool and requires no input from the user, and scales to realize applications with hundreds of classes.

**Definition 2: Concolic Testing:** "Concolic testing is defined as a variant of symbolic execution where symbolic execution is run simultaneously with concrete executions, i.e., the program is simultaneously executed on concrete and symbolic values, and symbolic constraints generated along the path are simplified using the corresponding concrete values. The symbolic constraints are then used to incrementally generate test inputs for better coverage by combining symbolic constraints for a prefix of the path with the negation of a conditional taken by the execution [9], [15]."

JCUTE\footnote{http://osl.cs.illinois.edu/software/jcute/} is a Java concolic unit test engine based on concolic testing to execute Java programs.

**Definition 3: Java-HCT:** "Java-Hybrid Concolic Testing is the combination of Feedback-Directed Random Testing and Concolic testing for Java programs to result high MC/DC coverage."

Java-HCT is implemented using RANDOOP, jCUTE, and COPECA. RANDOOP and jCUTE are open source testing tools and used performing Random testing and Concolic testing respectively. We have developed the tool COPECA (COVerage PErcentage CAlculator), which is plugged into RANDOOP and jCUTE to measure MC/DC\%, using the generated test cases. COPECA is based on Extended Truth Table.

**Definition 4: Modified Decision / Condition Coverage:** "MC/DC is some kind of Predicate Coverage technique, where condition is a leaf level Boolean expression and decision controls the program flow. MC/DC\% is defined as the total number of independently affected conditions (I) out of total conditions (C) present in a program [11] mathematically."

\[
MC/DC\% = \frac{I}{C} \times 100\% \quad (1)
\]

### III. PROPOSED APPROACH: JAVA-HCT

In this section, we discuss the detailed and algorithmic description of Java-HCT followed by the proposed steps of the technique.

**A. Overview**

Our proposed technique Java-HCT consists of seven modules. These are i) Syntax_Converter, ii) RANDOOP, iii) jCUTE, iv) TCs Extractor, v) TCs Combiner, vi) TCs Minimizer, and vii) COPECA. These modules are shown in Fig. 1. Java-HCT accepts a Java program and produces MC/DC\%.

![Fig. 1. Schematic representation of Java-HCT](http://osl.cs.illinois.edu/software/jcute/)
Basically Java-HCT is the combination of RANDOOP and jCUTE which produce test cases combining. These tools RANDOOP and jCUTE are plugged into COPECA so that, the hybrid tool will be capable of computing MC/DC%. Our proposed technique provides deep as well as wide exploration of concolic execution.

B. Detailed Description

Java-Hybrid Concolic Testing is the best combination to achieve better MC/DC, and is the hybrid combination of Feedback-Directed Random testing and Java Concolic Testing. We have inspired from the core-idea proposed by Majumdar et al.[2]. They proposed a Hybrid Concolic Testing algorithm, that interleaves random testing with concolic execution to obtain both a deep and a wide exploration of program state space. They have implemented their algorithm on top of concolic tester (CUTE) and experimented to obtain high branch coverage for two large programs:VM 5.7 and Red black tree. Similarly, we extend the work of Majumdar et al.[2] by measuring MC/DC and that too for Java programs. Majumdar et al.[2] implemented their algorithm using undirected random testing and concolic testing, whereas we propose an efficient hybrid concolic testing for Java programs i.e. Feedback-Directed Random testing with concolic testing to obtain high MC/DC.

Fig. 1 shows the proposed tool for Java-Hybrid Concolic Testing (Java-HCT)\(^3\). Java-HCT is developed by integrating seven modules. The process starts by supplying a Java program. From Fig. 1 we can observe that, this Java program is converted into two different syntaxes using Syntax_converter. Since, we supply this Java program into both RANDOOP and jCUTE, it is essential to convert the original Java program into respective tool syntaxes. Now, the Java program in RANDOOP syntax is supplied to Random tester for Object-Oriented Programs (RANDOOP) to generate TCs_R automatically. Similarly, the Java program in jCUTE syntax is supplied to Java Concolic Unit Testing Engine (jCUTE) to generate TCs_J automatically. Unfortunately, TCs_R and TCs_J are not in same syntax. Therefore, TCs Extractor module is used both the test suites to extract the input values those are present in TCs_R and TCs_J as described in Fig. 1. Then all extracted input values are supplied to TCs Combiner to produce Total test cases. Since, these test cases may be redundant and useless for MC/DC, therefore we have developed TCs Minimizer that accepts all the input values and checks which are essential to compute MC/DC percentage and removes rest of the those non-essential test cases. Now, the minimized test cases are supplied to COverage PErcentage CAlculator (COPECA). Since, we focus to increase MC/DC percentage, so we have developed this COPECA to measure MC/DC percentage. COPECA accepts the minimized test cases along with the original Java program to produce MC/DC%.

C. Algorithmic Description

Algorithm 1 deals with the pseudocode of Java-Hybrid Concolic Testing (Java-HCT). We supply a Java program to our algorithm. Java-HCT to produce MC/DC%.

\begin{algorithm}
\caption{Java-HCT}
\begin{algorithmic}
\State \textbf{Input:} J (Java Program)
\State \textbf{Output:} MC/DC\%
\State 
\State 1: $J_R, J_J \leftarrow \text{Syntax\_Converter}(J)$
\State 2: $TCs_R \leftarrow \text{RANDOOP}(J_R)$
\State 3: $TCs_J \leftarrow \text{jCUTE}(J_J)$
\State 4: $Input\_values \leftarrow TCs\_Extractor(TCs_R, TCs_J)$
\State 5: $Total\_TCs \leftarrow TCs\_Combiner(Input\_values)$
\State 6: $Minimized\_TCs \leftarrow TCs\_Minimizer(Total\_TCs)$
\State 7: $MC/DC\% \leftarrow COPECA(J, Minimized\_TCs)$
\State 8: return $MC/DC\%$
\end{algorithmic}
\end{algorithm}

In Line 1 of Algorithm 1, the Syntax\_Converter takes a Java program as input and produces a Java program in RANDOOP syntax ($J_R$) and a Java program in jCUTE syntax ($J_J$) as outputs. Line 2 shows the execution of RANDOOP tool. RANDOOP takes $J_R$ as input and generates test cases ($TCs_R$) as output. Line 3 shows the execution of jCUTE tool. $J_J$ as input and generates test cases ($TCs_J$) from jCUTE as output. Now, these two generated test case sets ($TCs_R, TCs_J$) are forwarded to Test Cases Extractor (TCs Extractor) modules to separate each input values as presented in Line 4.

Line 5 shows the execution of Test cases Combiner (TCs Combiner). This Combiner module collects all the input values created from TCs Extractor and generate a single set called Total Test Cases (Total TCs). Line 6 shows minimization of the test cases generated through Test Cases Minimizer (TCs Minimizer). This module produces the Minimized Test Cases (Minimized TCs).

Line 7 deals with the computation of MC/DC% through COPECA. COPECA takes the original Java program along with the Minimized TCs as input. Line 8 returns the final MC/DC% as output.

IV. EXPERIMENTAL STUDY

In this section we discuss our experimental setup, the result analysis, and threats to validity.

A. Setup

The experimental programs are ran on a computer system with 4GB of memory (RAM) Intel(R) Core(TM)i5 CPU 650 @ 3.20 GHz 3.19 GHz and 32-bit operating system.

B. Result Analysis

Table I deals with the characteristics of forty input Java programs. Column 3 shows the size of programs in Lines of codes (LOCs). Columns 4,5,6, show the Predicates, Conditions, and Variables respectively.

Table II presents the generated test cases and MC/DC% for RANDOOP, jCUTE, and Java-HCT. Column 3 shows the

\(^3\)https://sourceforge.net/projects/java-hct/
### Table II
Results on execution of COPECA

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Program Name</th>
<th>RANDOOP TCs</th>
<th>jCUTE TCs</th>
<th>Total TCs</th>
<th>Minimized TCs</th>
<th>MC/DC_1%</th>
<th>MC/DC_2%</th>
<th>MC/DC_3%</th>
<th>Inc_1</th>
<th>Inc_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SwinicBuffer</td>
<td>12</td>
<td>9</td>
<td>21</td>
<td>20</td>
<td>40</td>
<td>30</td>
<td>0</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>ScopfStack</td>
<td>20</td>
<td>25</td>
<td>45</td>
<td>30</td>
<td>87.77</td>
<td>13.33</td>
<td>100</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>MyJackSon</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>83.33</td>
<td>33.33</td>
<td>100</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>MaxiCalc1</td>
<td>70</td>
<td>10</td>
<td>80</td>
<td>45</td>
<td>16.66</td>
<td>46.67</td>
<td>66.67</td>
<td>25.57</td>
<td>25.57</td>
</tr>
<tr>
<td>5</td>
<td>MyLillyariSon</td>
<td>13</td>
<td>6</td>
<td>19</td>
<td>11</td>
<td>0</td>
<td>90</td>
<td>83.33</td>
<td>83.33</td>
<td>83.33</td>
</tr>
<tr>
<td>6</td>
<td>Condition</td>
<td>26</td>
<td>7</td>
<td>33</td>
<td>15</td>
<td>64.44</td>
<td>66.67</td>
<td>88.89</td>
<td>44.44</td>
<td>22.22</td>
</tr>
<tr>
<td>7</td>
<td>FruitSales</td>
<td>113</td>
<td>12</td>
<td>126</td>
<td>112</td>
<td>31.88</td>
<td>42.69</td>
<td>50.52</td>
<td>24.64</td>
<td>19.55</td>
</tr>
<tr>
<td>8</td>
<td>InversionSon</td>
<td>28</td>
<td>10</td>
<td>38</td>
<td>20</td>
<td>71.43</td>
<td>58.57</td>
<td>50.52</td>
<td>14.29</td>
<td>14.29</td>
</tr>
<tr>
<td>9</td>
<td>Comparison</td>
<td>93</td>
<td>27</td>
<td>120</td>
<td>81</td>
<td>27.91</td>
<td>18.78</td>
<td>58.13</td>
<td>30.23</td>
<td>16.21</td>
</tr>
<tr>
<td>10</td>
<td>DSort1</td>
<td>39</td>
<td>4</td>
<td>43</td>
<td>28</td>
<td>50</td>
<td>75</td>
<td>85</td>
<td>35</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>GradeCalculation</td>
<td>23</td>
<td>3</td>
<td>26</td>
<td>18</td>
<td>33.33</td>
<td>90</td>
<td>45</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>12</td>
<td>MarketCalc1</td>
<td>34</td>
<td>8</td>
<td>51</td>
<td>23</td>
<td>52.94</td>
<td>64.71</td>
<td>88.23</td>
<td>32.29</td>
<td>23.53</td>
</tr>
<tr>
<td>13</td>
<td>FruitBasket1</td>
<td>321</td>
<td>8</td>
<td>249</td>
<td>59</td>
<td>39.37</td>
<td>90</td>
<td>60.52</td>
<td>21.05</td>
<td>10.52</td>
</tr>
<tr>
<td>14</td>
<td>SSFilter</td>
<td>86</td>
<td>5</td>
<td>91</td>
<td>24</td>
<td>23.07</td>
<td>69.23</td>
<td>84.61</td>
<td>61.34</td>
<td>52.58</td>
</tr>
<tr>
<td>15</td>
<td>SwitchTest2</td>
<td>29</td>
<td>14</td>
<td>43</td>
<td>30</td>
<td>12.5</td>
<td>58.75</td>
<td>31.25</td>
<td>18.75</td>
<td>12.5</td>
</tr>
<tr>
<td>16</td>
<td>AssetTest</td>
<td>31</td>
<td>7</td>
<td>38</td>
<td>9</td>
<td>57.14</td>
<td>57.14</td>
<td>100</td>
<td>42.36</td>
<td>42.36</td>
</tr>
<tr>
<td>17</td>
<td>BalbFilter</td>
<td>43</td>
<td>8</td>
<td>50</td>
<td>21</td>
<td>35.71</td>
<td>42.59</td>
<td>64.28</td>
<td>23.57</td>
<td>21.43</td>
</tr>
<tr>
<td>18</td>
<td>DSort1_BST</td>
<td>36</td>
<td>8</td>
<td>44</td>
<td>9</td>
<td>42.86</td>
<td>25.57</td>
<td>59.14</td>
<td>14.29</td>
<td>20.57</td>
</tr>
<tr>
<td>19</td>
<td>Assume</td>
<td>73</td>
<td>6</td>
<td>79</td>
<td>10</td>
<td>71.43</td>
<td>55.71</td>
<td>100</td>
<td>28.58</td>
<td>14.29</td>
</tr>
<tr>
<td>20</td>
<td>Dec1</td>
<td>44</td>
<td>4</td>
<td>48</td>
<td>12</td>
<td>62.5</td>
<td>75</td>
<td>87.5</td>
<td>25</td>
<td>12.5</td>
</tr>
<tr>
<td>21</td>
<td>MarketCalc2</td>
<td>313</td>
<td>11</td>
<td>324</td>
<td>78</td>
<td>69.38</td>
<td>73.46</td>
<td>73.46</td>
<td>4.08</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>MaxiCalc2</td>
<td>38</td>
<td>11</td>
<td>49</td>
<td>20</td>
<td>57.14</td>
<td>64.28</td>
<td>71.42</td>
<td>14.28</td>
<td>7.14</td>
</tr>
<tr>
<td>23</td>
<td>Selinux_Sort</td>
<td>53</td>
<td>9</td>
<td>62</td>
<td>18</td>
<td>33.33</td>
<td>42.83</td>
<td>50</td>
<td>14.29</td>
<td>7.14</td>
</tr>
<tr>
<td>24</td>
<td>Serum_Sort</td>
<td>143</td>
<td>9</td>
<td>152</td>
<td>73</td>
<td>29.28</td>
<td>50</td>
<td>70</td>
<td>32</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>SwitchTest3</td>
<td>5</td>
<td>11</td>
<td>16</td>
<td>4</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>SwapFilter</td>
<td>15</td>
<td>7</td>
<td>22</td>
<td>23</td>
<td>86.66</td>
<td>80.66</td>
<td>100</td>
<td>11.34</td>
<td>11.34</td>
</tr>
<tr>
<td>27</td>
<td>MathCall1</td>
<td>103</td>
<td>13</td>
<td>116</td>
<td>20</td>
<td>42.75</td>
<td>55.71</td>
<td>66.67</td>
<td>33.33</td>
<td>33.33</td>
</tr>
<tr>
<td>28</td>
<td>Testy</td>
<td>19</td>
<td>3</td>
<td>22</td>
<td>14</td>
<td>50</td>
<td>66.66</td>
<td>83.33</td>
<td>33.33</td>
<td>16.67</td>
</tr>
<tr>
<td>29</td>
<td>EqExp</td>
<td>10</td>
<td>4</td>
<td>14</td>
<td>6</td>
<td>53.85</td>
<td>15.38</td>
<td>66.67</td>
<td>33.33</td>
<td>33.33</td>
</tr>
<tr>
<td>30</td>
<td>WeigExp1</td>
<td>25</td>
<td>10</td>
<td>35</td>
<td>33</td>
<td>95.55</td>
<td>95.55</td>
<td>95.55</td>
<td>95.55</td>
<td>95.55</td>
</tr>
<tr>
<td>31</td>
<td>WeigExp2</td>
<td>26</td>
<td>8</td>
<td>34</td>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>WeigExp3</td>
<td>26</td>
<td>8</td>
<td>34</td>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>Wealthy</td>
<td>46</td>
<td>13</td>
<td>59</td>
<td>16</td>
<td>71.43</td>
<td>71.43</td>
<td>71.43</td>
<td>46.43</td>
<td>29.73</td>
</tr>
<tr>
<td>34</td>
<td>Wealthy2</td>
<td>50</td>
<td>10</td>
<td>60</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>Zodiac</td>
<td>190</td>
<td>63</td>
<td>253</td>
<td>134</td>
<td>5.95</td>
<td>16.66</td>
<td>21.86</td>
<td>21.91</td>
<td>11.34</td>
</tr>
<tr>
<td>36</td>
<td>Wkh</td>
<td>20</td>
<td>7</td>
<td>27</td>
<td>18</td>
<td>80.95</td>
<td>90</td>
<td>80</td>
<td>66.67</td>
<td>55.55</td>
</tr>
<tr>
<td>37</td>
<td>AssetTesta</td>
<td>42</td>
<td>13</td>
<td>55</td>
<td>40</td>
<td>38.09</td>
<td>66.67</td>
<td>76.19</td>
<td>38.1</td>
<td>9.52</td>
</tr>
<tr>
<td>38</td>
<td>HelloWord</td>
<td>10</td>
<td>5</td>
<td>15</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>39</td>
<td>MacSample</td>
<td>22</td>
<td>13</td>
<td>35</td>
<td>5</td>
<td>75</td>
<td>83.33</td>
<td>100</td>
<td>25</td>
<td>16.67</td>
</tr>
</tbody>
</table>

We have experimented forty Java programs. We computed the values of Inc_1 and Inc_2 for these programs which were 29.91% and 16.26% (on average) respectively. According to the observation of our experimental study, Java-HCT achieved better MC/DC by $\times 1.62$ as compared to RANDOOP and by $\times 1.26$ as compared to jCUTE.

### V. Comparison with related work

Majumdar et al. [2] presented a hybrid concolic testing for C programs. They have proposed an algorithm that interleaved random testing with concolic testing to achieve both a deep and a wide exploration of program state space. They had implemented their algorithm on top of CUTE tool and applied it to achieve better branch coverage for two large C based applications. For the same testing budget, almost they obtained 4× branch coverage and 2× branch coverage of random testing and concolic testing, respectively. We inspired from Majumdar et al. [2]’s core idea and proposed a new technique called Java-Hybrid Concolic Testing, which is implemented in Java language. Java-HCT is the combination of Feedback-Directed Random Testing and Java Concolic Testing.

Ganai et al. [12] and Ho et al. [13] proposed a technique of VLSI design validation where a combination of formal (symbolic execution or BDD based reachability) and random simulation engines were used to improve the design coverage.
for big scale designs. Our proposed approach combines the Feedback-Directed Random Testing and Java Concolic Testing for Java programs to obtain better MC/DC.

Pacheco et al. [14], [8] presented a technique that improved random test generation by incorporating feedback obtained from executing test cases as they were created. Their proposed approach produced a test suite consisting of Java unit tests for the classes to be tested. Their experimental study showed that, use of feedback-directed random test generation was far better than systematic and undirected random test generation in term of coverage and error detection. In our approach, we used this improved random testing with the combination of Java concolic testing to obtain high MC/DC.

Sen et al. [9] proposed concolic testing in Java version called jCUTE and it is available online. jCUTE automatically selects the input values both symbolically and concretely, simultaneously. In our proposed work, we used this jCUTE tool to form Java-Hybrid Concolic Testing and obtained increased MC/DC.

Godefroid et al. [15] proposed an improved random testing technique by providing Directed fashion (Systematic way) combined with symbolic execution to generate test input values. In our proposed work, we used feedback-directed random testing instead of only directed because feedback-directed provides better code coverage. According to Pacheco et al. [8] RANDOOP is better in completeness and scalability, as compare to other approaches like DART. So, we have chosen feedback-directed technique to use.

Godbole et al. [16] proposed an approach to improve distributed concolic testing. They have proposed an approach for code transformation that supported to enhance MC/DC by generating extra test cases for C programs. Godbole et al. [17], [18], [19] has also developed transformation techniques for object oriented Java programs. They have also proposed green computation of testing tools.

VI. Conclusion and Future Work

To improve existing concolic testing and obtain high Modified Condition/Decision Coverage (MC/DC), we proposed a novel technique called Java-Hybrid Concolic Testing (Java-HCT). This technique is called as hybrid because it is the combination of two testing techniques Feedback-Directed Random Test and Concolic Testing. We experimented Java-HCT for forty Java programs and found there is an increase of 29.91% and 16.26% (on average), when compared to feedback-directed random testing and concolic testing respectively. We have improved MC/DC by \( \times 1.62 \) and by \( \times 1.26 \) in comparison to feedback-directed random testing and concolic testing, respectively.

In our future work, we will extend the proposed work by plugging with some transformation techniques to obtain better results.
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Abstract—Adaptive software is a class of software which is able to dynamically modify at runtime its own internal structure and hence its behavior in response to changes in its operating environment. Adaptive software development has been an emerging research area of software engineering in the last decade. Many existing approaches use techniques issued from software product lines (SPLs) to develop adaptive software. They propose tools, frameworks or languages to build adaptive software architectures (ASAs) but do not guide developers on the process of using them. In this paper, we propose an adaptive software architecture development process to guide developers building an ASA. One of the important activities of this development process is software specification based on models. In our process, we propose to use the models and basic tools of Common Variability Language (CVL, proposed as an OMG standard) to generate an ASA and a subprocess to specify these models.

I. INTRODUCTION

MAINTENANCE phase is one important stage of a software development process. Maintenance aims at evolving and updating software to meet new requirements or to satisfy new conditions in the software execution context. In order to be maintained and evolved, software is usually stopped, then updated, and finally restarted. However, in certain circumstances, stopping the software is unacceptable, e.g., cloud gaming, medical, and finance systems as stopping the software has consequences for business, or even dangerous for humans.

One solution to solve this problem is to add dynamic reconfiguration mechanisms to modify the software architecture at runtime. Several works are interested in determining when the architecture reconfiguration can occur [1], [2]. Other works are interested in tools and methods to develop an ASA [3], [4], [5]. Particularly, they allow specifying variation points in the software architecture. A variation point is a particular point in the architecture specification where choices can be realized. In SPL, variation points are specified in a variability model. Such a model describes commonality and variability of the product line. Commonality represents common parts of all products in the family. Variability represents the parts that may be different in different software products [6]. A product contains all the common parts and the choices made on all the variation points. Once all the variation points are resolved (a choice has been made for all of them), the variability model is said to be configured.

Many existing works use techniques issued from SPLs to develop adaptive software [7], [8]. These works use a variability model to specify the software variability and propose the mapping between the variability model and the software architecture. When the variability model is configured, the corresponding component architecture is deduced. During software execution, a new configuration of the variability model can be decided and the corresponding software architecture deduced. Then, by calculating the differences between the current and the new architecture, reconfiguration actions are identified. However, these approaches do not specify a software development process to guide developers to build the adaptive software architecture.

To deal with the above limitation, we are working on a development process to guide developers to specify information needed to generate an ASA. In this paper, we focus on identifying the information to be specified in a development process. All along the development process we use CVL metamodels [9] to manage variability and propose a subprocess to describe how to specify this variability.

The remainder of the paper is structured as follows. Section II describes the CVL approach. Our general development process for building an ASA is presented in Section III. Section IV focuses on the variability modeling stage of our process and how a variability model is configured in order to generate an adaptive software. Related work is discussed in Section V then the paper concludes.

II. COMMON VARIABILITY LANGUAGE

CVL [9] is a domain-independent language, and also an approach for specifying and configuring variability. We use CVL in our approach for two main reasons:

- CVL has been proposed as an OMG standard and we think it will be largely used in the near future.
• It proposes a MOF-based variability language which means that any MOF-based product model can be easily extended with variability information using CVL.

An overview of the CVL approach is depicted in Figure 1. The base model is used to specify the elements of the architecture that does not contain any information about variability. Variability information is specified in the variability model. In order to generate the configuration of a specific product, the resolution model consists of VSpecResolutions each determining a decision for a VSpec.

Fig. 1. CVL approach

In CVL, a variability model consists of three main parts:

• **VSpec tree.** A VSpec tree consists of VSpecs which are similar to features in feature models (FMs) [10]. There are four types of VSpecs: Choice, Variable, VClassifier and CompositeVSpec. A Choice allows to specify binary selections (true/false). A Variable should be used to specify a parameter which value may change. A VClassifier allows to specify a min and max number of instances of the VSpec. Finally, CompositeVSpec is used for modularity purposes.

• **Variation points.** A variation point links a VSpec to the corresponding elements in the base model.

• **OCL constraints.** CVL supports the definition of OCL constraints among VSpecs of a VSpec tree that cannot be directly captured by hierarchical relations.

Let **CVL model** denote the three models: the base model, the variability model, and the resolution model.

CVL offers tools and meta-models to specify variability of a product family but it does not offer a method to specify the variability model and the base model. Additionally, the product is generated without runtime variability.

### III. A DEVELOPMENT PROCESS FOR BUILDING AN ADAPTIVE SOFTWARE ARCHITECTURE

In order to help engineers on developing adaptive software, we propose a development process that includes variability as a first-class stage. Although our process is based on CVL models and meta-models, other tools and frameworks may be used. The process we propose encompasses the variability specification issue to generate the architecture of the product. On the other hand, a reconfiguration process (at runtime) is out of the scope of this paper, but appears in the process in order to give an overview of the whole picture.

Our process is based on SPL engineering. The SPL engineering distinguishes two phases: domain engineering and application engineering [11] (see Figure 2).

Domain engineering is the process responsible for defining the commonality and variability of the product line. The variability model and the base model are artifacts of this phase. The base model in our approach corresponds to a component-based architecture model specified by using an architecture description language (ADL).

Application engineering refers to the process of actually combining the artifacts obtained during the domain engineering phase, in order to generate a software product. In our approach, this phase is partitioned into two subprocesses: one at design time and another one at runtime.

At design time, a resolution model is specified to configure the variability model. This resolution model is extended from the CVL resolution meta-model for generating the necessary elements in an ASA. Generating the architecture is realized by our **AdapSwAG tool**.

As depicted in Figure 2, the input of this tool is the CVL model and its output is a particular architecture (the product model). Compared to the CVL execution of the CVL approach, the software architecture generated by AdapSwAG tool includes part of its initial variability, and is specified in the same language as the base model. Based on the product model and a given target platform, a text generation module generates implementation artifacts skeleton. Each of them corresponds to a component specified in the product model and consists of component implementations, a component specification, and a configuration file. Once the implementation artifacts skeleton is generated, implementation artifacts that are either available or should be developed are integrated into it to build operational components. This task is performed by an application engineer. The result is an adaptive product that can be executed in the target platform.

If the product embeds variability, then, its architecture may change at runtime, and the components state affected by the changes should be migrated to the new ones. As the semantic of this state is component-specific, the state migration task is never completely automated. Thus, engineers have to specify a state transfer model that gives actions to effectively migrate state between components. The state transfer model represents the state mapping between previous components and the new
ones in the product model. It is specified at design time and used at runtime.

At runtime, because of new user requirements or execution environment changes, a change decision may be made. In this case, a new resolution model (new configuration) must be specified. This configuration may be either defined by engineers or computed thanks to analysis activities by a decision module integrated into the adaptive product. The current resolution model, the new one, and the state transfer model are processed to generate a reconfiguration plan that refers to the product model. Finally, the reconfiguration plan is injected into the reconfigurator to execute the reconfiguration actions.

The moment when these actions are executed at runtime is important since the components must be driven to safe state (e.g., quiescent [1] or tranquility [2]), but this is out of the scope of this paper.

In this paper, we focus on the domain engineering phase and the design subprocess of the application engineering and give details on how to specify the VSpec tree, the base model, and the variation points to generate an ASA.

IV. VARIABILITY MODELING AND CONFIGURATION

Variability modeling plays an important role in our approach. This section presents strategies to specify variability models according to CVL meta-model.

A. Variability Modeling Process

There may be different strategies to specify the variability and the base models.

1. “Variability-driven process” (top-down approach): in this strategy the VSpec tree is specified first from information collected by engineers such as documentation or already existing products. Following this model, a base model may be built. Finally, variation points may be specified. This strategy allows specifying variability at high level of abstraction towards the diversity of components at concrete level.

2. “Architecture-driven process” (bottom-up approach): in this strategy the base model is specified first. Then, VSpec tree is deduced and finally, variation points identified. This strategy allows specifying components at concrete level towards high level abstraction.

3. “VSpec tree - base model independent process” (hybrid approach): in this strategy the VSpec tree and the base model are independently specified. Once the VSpec tree and the base model are specified, variation points can be identified to do the mapping between them. The advantage of this strategy is to allow independent specifications. Unlike the two first strategies, there is no guarantee to have a variation point for each VSpec.

As our approach is focused on guiding developers to identify information for generating adaptive products, we consider the first strategy as the process to be followed by engineers. In this strategy, variability modeling plays an important role. We focus on this task to represent the changes that an ASA may undergo. Based on the variability model, the base model can be created appropriately. The adopted strategy is depicted in Figure 3. In order to specify the VSpec tree and the base model, engineers need to identify variability and commonality. To do this, they can use documentation of existing applications of a product line, domain experts may also participate on the specification (step 1 in Figure 3). Once commonality and variability are identified, they are represented as a VSpec tree (step 2 in Figure 3). In step 3, a base model is defined with respect to the VSpec tree and the set of commonality and variability in the first step. Finally, step 4, variation points are defined to map VSpecs in the VSpec tree and elements in the base model. Steps 1 and 2 have to be manually realized by variability engineers. Step 3 should be realized by a software architecture expert. Step 4 can be manually (by an expert) or semi-automatically done thanks to similar characteristics of elements in the two models. To this end, in our development process, the domain engineering process encompasses all activities of this variability modeling process.

B. Product model generation

The first activity in Figure 2 shows the stage of the development process where the variability model is configured and the product model is generated. As previously mentioned, the product model is generated by configuring the variability model based on the resolution model. The task is realized by the AdapSwAG tool. It considers the CVL model as its input. Its output is a product model that contains the necessary components for adaptation. The AdapSwAG tool generates this product model by applying the following rules:

1) A component in the base model will be present and activated in the product if the corresponding Choice VSpec is resolved by a True value in the VSpecResolution.

2) A component in the base model will be present in the product at runtime if the corresponding Choice VSpec is not resolved by a True value in the VSpecResolution.

3) An attribute in a component in the architecture is assigned the value that is specified to the value attribute of its VSpecResolution.

4) Connections between components that are activated in the product are maintained in the product model.

Unlike the CVL approach, the generated product model contains all components in the base model and only connections between components which corresponding Choice VSpecs are resolved by True values in the resolution model.
V. RELATED WORK

SPL engineering has proven to be a well-suited methodology for developing a diversity of software products and software-intensive systems [11]. Several approaches are based on SPL engineering to develop adaptive software. Parra et al. [3] propose an approach to build a dynamic SPL. In this approach, activities such as analysis, composition generation, transformation, and runtime reconfiguration are separated into domain engineering and application engineering processes as in SPL engineering. Moreover, the role of developers in the process is defined such as application architect, platform architect, and asset developer. Lee et al. in [4] propose an approach to develop dynamically reconﬁgurable products. They introduce the activities of product line development, e.g., feature and feature binding analysis, behavior and functional speciﬁcations of feature binding units, product line architecture, and component design. They provide guidelines for designing dynamically reconﬁgurable architectures. Authors in [8] represent a process to automatically build a dynamic SPL from a feature model based on the assumption that a feature can be modeled as a component. This process consists of four steps: deﬁning the core and dynamic architecture, adding the conﬁgurator, and deﬁning the initial product. The reconﬁguration action at runtime is simple to activate or deactivate components. The MADAM approach [5] is based on SPL techniques to build adaptive systems. They propose ﬁve steps to develop adaptive applications as follows: identifying ﬁxed and varying user needs and resource constraints, designing the architecture, implementing the components identiﬁed by the architecture and deriving runtime plan objects, designing the utility function and property predictors for the components and composition.

Almost all these approaches use a feature model to specify variability. The feature model is conﬁgured to generate an initial product. However, they do not deﬁne how to specify variability and build an ASA. In our approach, an adaptive software development process based on SPL engineering with a set of speciﬁc steps has been proposed to guide engineers building an ASA. Activities to specify the variability model and the base model in our approach are considered as steps in the domain engineering process. The other activities are separated into two subprocesses in the application engineering process. Moreover, our approach identiﬁes an explicit activity for maintaining the software state integrity based on specifying a state transfer model at design time.

VI. CONCLUSION

In this paper, we have presented a variability-driven development process for building an ASA. The process is based on CVL tools and meta-models to model variability of the software architecture but identiﬁes an ordered set of tasks to be performed by engineers from variability speciﬁcation up to the software architecture.

In order to validate our process, we have implemented a simple client-server application. The server is implemented with two different versions and can dynamically switch. In order to represent the variability of this application, a VSpec tree in CVL that conforms to the CVL meta-model is ﬁnally speciﬁed. Its architecture (base model) is speciﬁed by using ACME - an ADL. In order to generate a product, a resolution model is speciﬁed. Then, AdapSwAG tool generates a product model as an ASA. In this example, we have used the iPOJO component model and the Apache CXF framework to develop components. Based on their speciﬁcation, a text generation module is implemented by using Xpand generator framework to generate implementation artifacts skeleton that includes packages. Each of them corresponds to a component speciﬁed in the product model and consists of component implementations, a component speciﬁcation represented in XML documents, and a conﬁguration ﬁle to create iPOJO components. To this end, the generated packages can be manually completed by an engineer, or the implementation artifacts developed independently by an engineer are integrated into them to build the iPOJO components of the adaptive product. Due to space constraints we can not give more details of our implementation, but the example is available at https://github.com/nthohyunh/.
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Abstract—This paper presents data race detection using dynamic symbolic execution and hybrid lockset / happens-before analysis. Symbolic execution is used to explore the execution tree of multi-threaded software for FIFO scheduling on a single CPU core. Compared to exploring the joint scheduling and execution tree, the combinatorial explosion is drastically reduced. An SMT solver is used to control a debugger’s machine interface for adaptive dynamic instrumentation to drive program execution into desired paths. Data races are detected in concrete execution with available static binary instrumentation using hybrid analysis. State interpolation using unsatisfiable cores is employed for path pruning, to avoid exploration of paths that do not contribute to increasing branch coverage. An implementation in Eclipse CDT is described and evaluated with data race test cases from the Juliet C/C++ test suite for program analyzers.

Index Terms—race detection; symbolic execution; interpolation; branch coverage.

I. INTRODUCTION

A DATA race means, that there are concurrent accesses from different threads to the same variable, of which at least one is a write. Data race bugs are introduced in multi-threaded software when the developer forgets to lock a resource, that is shared between threads. Because races are observed only for certain thread interleavings depending on the scheduler’s decisions, they are difficult to reproduce and sometimes called ‘Heisenbugs’. Exactly locating feasible data races is known to be NP hard [1].

Data race detection is typically implemented as dynamic analysis with binary instrumentation. It follows happen-before analysis with vector clocks [2], or lockset analysis [3], or a hybrid algorithm [4]. These algorithms introduce some false positive and / or false negative detections. A prominent example is ThreadSanitizer [5], which is integrated with the GNU and Clang C compilers. It is reported to slow down execution speed by at least a factor of ten. Therefore, it is typically applied as dynamic analysis with a manually written test-suite. The achievable code coverage is then limited to execution coverage of the test suite. Therefore, data race detection in this approach also depends on the size of the available test suite, which is limited by cost constraints.

Symbolic execution [6] automatically performs a systematic program path exploration and enables program coverage independent of a test suite. Program input is treated as symbolic variables, and operations on the variables are translated into logic equations. The feasibility of program paths (feasible with any program input) is then decided with a Satisfiability Modulo Theories (SMT, [7]) solver. Symbolic execution is often applied as dynamic analysis in the form of ‘concolic’ (concrete and symbolic) execution [8], [9]. The program is executed with concrete input, while symbolic constraints are collected on the program path. The input for the next path is generated by the SMT solver, so that the program takes the desired path. Concolic execution offers the possibility for consistent concretization of formulas (fallback to concrete value). This is useful if certain constructs can not be handled with the solver. Concretization does not introduce false positive path satisfiability decisions or error detections, but in general introduces false negatives.

The prominent symbolic execution tools DART [8], CUTE [9] and KLEE [10] currently do not feature data race detection. Symbolic execution tools that do support race detection are jCUTE [11], Con2colic [12] and LCT [13]. They use a solver to search paths through the program’s joint execution and scheduling tree, i.e., the solver determines both program input and thread scheduling. The combinatorial explosion can be partly mitigated with partial order reduction [14]. The resulting race detection with symbolic execution is considerably more complex and slower compared to symbolic execution of single-threaded code.

This paper presents data race detection using dynamic symbolic execution and hybrid lockset / happens-before analysis. Symbolic execution is used to explore the execution tree of multi-threaded software for FIFO scheduling on a single CPU core. Complexity and scaling of symbolic execution are improved by interpolation based path pruning.

The remainder of this paper is organized as follows: Section II motivates and describes the algorithm, Section III depicts its implementation. In Section IV, the implementation is evaluated with data race test cases from the Juliet test suite [15]. Related work is reviewed in Section V. Results of the experiments are discussed in Section VI.

II. ALGORITHM

A. Motivation

The algorithm is motivated by the following aspects:

- The operating system scheduler can be used in concolic execution for speed-up. Code execution is faster than interpretation. Symbolic execution needs a reproducible execution tree, also for multi-threaded software. This can be achieved by restricting the scheduling to one CPU core.
and to reproducible scheduling independent of system load.

- Race detection works faster during concrete execution. Event tracing and instrumentation do not need a symbolic interpreter.
- The analysis of a program path should continue after the detection of a potential data race, in order to detect further errors along path extensions. This means, that actual races should be avoided while still detecting them. Program behaviour without races is independent of scheduling. Data races can be prevented by using FIFO scheduling on one CPU core. With this scheduling, potential data races can still be detected (using happens-before, lockset or hybrid analysis).
- State interpolation can be used to improve scaling of symbolic execution. Unsatisfiable branches can be interpolated by computing unsatisfiable equation cores [16]. The interpolation can be used to prune paths, that are redundant with respect to coverage. Unsatisfiable cores can be backtracked by approximate weakest-precondition computation. This requires depth-first path exploration. An advantage of this approach is that bugs other than races (e.g., buffer overflows) can be found just like with symbolic execution of single-threaded code. Only one representative thread interleaving is analyzed per executed program path. With FIFO scheduling on one CPU core, there is also the possibility to apply standard code coverage criteria like in single-threaded execution.

B. Dynamic Symbolic Execution

Code execution is faster than interpretation, and especially faster than translation into logic formulas. Therefore, only as few code locations as needed are interpreted symbolically, otherwise the code is executed concretely. These locations are the definition of input-dependent variables (symbolic variables) and input-dependent branch decisions (dependent on a symbolic variables). Because it is context-sensitive which variables are symbolic, adaptive dynamic instrumentation is used. The program under analysis is executed concretely. If a program location needs formula generation, the analysis switches to symbolic interpretation and generates the constraint formula. Then, further dependent locations are marked for symbolic interpretation, and the concrete execution is continued.

1) Reproducible Execution Tree for Multi-Threaded Programs: Multi-threaded software can be described as state transition system with a combined scheduling and execution tree. Considering a deterministic scheduling algorithm without outside parameters (independent of system load etc.), the execution tree for this scheduling is yielded. Here, FIFO scheduling on one CPU core is used. This avoids data races because only one thread at a time is active, and it is not preempted. Computations in a thread between calls to the scheduler become atomic. Data race detection is still possible. The execution further becomes reproducible: when restarted with the same program input, the identical thread interleaving is yielded.

2) Execution Tree Exploration: Symbolic program input is configurable. It can comprise command line parameters and system call return values. In the execution of the first program path, pre-configured standard return values (that are always valid) from the symbolic system calls are used for concrete execution. Then, the solver is used to generate concrete input values for the next path from the collected constraints of the previous path. The last symbolic branch condition is negated, if the negation is not yet covered in this context. If the resulting equation system is unsatisfiable, the branch decision is backtracked. This path exploration is depth-first search. Without state interpolation and path pruning, it explores all satisfiable program paths.

3) Interpolation Based Path Pruning: The state interpolation uses unsatisfiable core (unsat-core) computation with serial constraint elimination as described in [16]. Given an unsatisfiable conjunction of formulas, an unsat-core is a subset of the formulas whose conjunction is still unsatisfiable. If input generation for a path is unsatisfiable, an unsat-core is computed from the path constraint. Unsat-cores are backtracked during depth-first path exploration. A constraint is removed from the unsat-core when the control flow graph (CFG) node is backtracked, for which the constraint was generated.

a) Pruning: Prune formulas are the backtracked unsat-cores. When a control flow decision node is backtracked, the conjunction of the branch prune formulas is used. Branch targets are used as potential prune points. When symbolic execution reaches a branch for that a prune formula has been computed, then the solver is used to decide whether the current path is redundant and can be pruned. If the current path’s path constraint implies the prune formula, then the path is pruned. This approach can prune paths from different contexts [16]. The implication means that all branches, that were unsatisfiable in the current context, are also unsatisfiable in the current context. Extensions of the path would therefore not contribute to increasing branch coverage [17].

C. Dynamic Race Detection

Data races are detected with hybrid dynamic analysis during concrete execution, using the ThreadSanitizer algorithm [5]. This subsection shortly reviews the algorithm. Happens-before analysis with vector clocks is combined with lockset analysis to reduce the number of false negative detections. The hybrid detection has false positive detections. False positives can be eliminated by adding annotations to the program. Binary instrumentation is used to trace the relevant events [5]:

- memory access events: read and write
- synchronization events: locking and happens-before arcs

Locking events are write lock, read lock, write unlock and read unlock. Happens-before events are signal and wait.

The events are traced as state machines in shadow memory. The state machines can be run as pure happens-before or as hybrid analysis, with configurable context tracing information (speed versus information).
III. IMPLEMENTATION

An overview of the main components is shown in Figure 1. These comprise the Eclipse runtime with plug-ins for the C/C++ development tools (CDT). CDT contains a code analysis framework (Codan) and debugger services framework (DSF). The instrumented program under test is controlled through DSF using a debugger (here the GNU debugger gdb). The debug inferior process is scheduled by the operating system scheduler. Symbolic execution is implemented as Eclipse plug-in on top of CDT. Logic formulas are decided using the Z3 SMT solver [18].

A. Debugger based concolic execution of multi-threaded code

The implementation extends the dynamic symbolic execution engine for single-threaded code presented in [17]. It uses the C/C++ parser from Eclipse CDT and the control flow graph builder from Codan. The debugger services framework is an abstraction layer over debuggers' machine interfaces. The program under test is executed in a debugger.

a) Selective symbolic interpretation: Only when the debugger hits a breakpoint, then a constraint is generated for the respective code location. The breakpoints are updated so that the debugger breaks on usage and definition of symbolic variables, then the debugger continues. At a breakpoint, the CFG node is resolved for the thread that stopped. Tree-based translation is used to generate the logic constraint. The debugger is queried for values of concrete variables where needed. Variables can become symbolic (by assignment of a symbolic value) and concrete (by assignment of a concrete value).

b) Static pre-analysis: Initial breakpoint locations are determined with static analysis before starting the symbolic execution. These locations are the definition of symbolic program input and input-dependent branches (branch locations that are input-dependent on any branch). In addition, the analysis overapproximates the set of pointers that might on any program path point to a symbolic target. If a target becomes symbolic during symbolic execution, a breakpoint is set on usage and definition of all pointers, that might point to this target. The static pre-analysis could be called ‘maybe symbolic’ analysis.

c) Single-core FIFO scheduling: The implementation currently runs on Linux, which supports different scheduling algorithms at the same time for different processes. Differing from the standard scheduler SCHED_OTHER, for the program under test the FIFO scheduler (SCHED_FIFO) is used. The CPU affinity is restricted to one CPU core. The corresponding Linux commands are chrt (to set the scheduling) and taskset (for CPU affinity).

d) Translation into SMT logic: The tree-based translation is implemented with CDT’s abstract syntax tree (AST) visitor class. A control flow graph node references an AST subtree, that is traversed to generate a logic constraint. The translation uses bit-vectors and arrays. The solver is neither aware of multiple threads, nor of any scheduling. It just gets a conjunction of constraints that were collected along the program path.

e) Backtracking unsat-cores and path pruning: Unsat-cores are computed with serial constraint deletion as in [16]. There is one pass through the collected constraints on the path beginning from program start. Each constraint is tested once: if it can be removed and the rest remains unsatisfiable, then it is removed. Backtracking considers only CFG nodes that have been interpreted (where the debugger stopped). If a CFG node is backtracked, then any constraint generated for this node is removed. When a decision node is backtracked, the conjunction of the formulas from the branches is used [16]. When backtracking reaches a branch node, a prune formula is connected with this location. The prune formula is the conjunction of backtracked unsat cores. When a branch target is reached in (forward) symbolic execution, it is checked, whether there is a prune formula. If yes, then it is checked with the solver whether the path constraint implies the prune formula (i.e., whether the negation of the implication is unsatisfiable). In this case, the path can not contribute to increase branch coverage, and therefore is pruned.

B. Race detection in concrete execution using ThreadSanitizer

The implementation uses compiler instrumentation with ThreadSanitizer [5], which is featured by the GNU C compiler. The program under test is linked statically with the ThreadSanitizer library, and a breakpoint is set on the race detection error report function. If this breakpoint is hit,
```c
#define N_ITERS 1000000

void CWE366_RaceCondition_WithinThread_int_byref_2_bad() {
    if (global_returns_i_or_f()) {
        std::thread thread_a = NULL, thread_b = NULL;
        int val = 0;
        if (!std_thread_create(helper_bad, (void*)&val, &thread_a)) {
            thread_a = NULL;
        }
        if (!std_thread_create(helper_bad, (void*)&val, &thread_b)) {
            thread_b = NULL;
        }
        if (thread_a && std_thread_join(thread_a)) std_thread_destroy(thread_a);
        if (thread_b && std_thread_join(thread_b)) std_thread_destroy(thread_b);
        printIntLine(val);
    } else {
        std::thread thread_a = NULL, thread_b = NULL;
        int val = 0;
        if (!std_thread_lock_create(&good_lock)) { return; }
        if (!std_thread_create(helper_good, (void*)&val, &thread_a)) {
            thread_a = NULL;
        }
        if (!std_thread_create(helper_good, (void*)&val, &thread_b)) {
            thread_b = NULL;
        }
        if (thread_a && std_thread_join(thread_a)) std_thread_destroy(thread_a);
        if (thread_b && std_thread_join(thread_b)) std_thread_destroy(thread_b);
        std_thread_lock_destroy(&good_lock);
        printIntLine(val);
    }
}

static void helper_bad(void* args) {
    int* p_val = (int*)args;
    for (int i = 0; i < N_ITERS; i++) {
        *p_val = *p_val + 1;
    }
    global_returns_i_or_f();
    return (rand() % 2);
}
```

Fig. 2. Example 'bad' function from [15] that contains a data race in line 33.

ThreadSanitizer supports dynamic annotations (C makros), which can be used if standard Posix threads are not used. They can also be used to eliminate false positive detections and to hide benign races [5]. Parts of the code can be marked as safe by the tool user. ThreadSanitizer can be run as happens-before or hybrid analysis. Also in pure happens-before mode it can report the involved locks. The slow-down by the instrumentation is reported as factor 20 – 50, and up to several hundred MB can be consumed for shadow memory [5].

IV. EXPERIMENTS

a) Test cases and test setup: The implementation is evaluated with the data race test cases from the Juliet suite [15] for common weakness CWE-366 'race condition within a thread'. The test cases are 38 small artificial programs with 5-7 threads each. They contain 'good' functions (without data race) as well as 'bad' functions (that contain a data race) in order to measure false positive and false negative detections. There are two sets of 19 programs each. One set contains data races on global variables, the other contains data races on stack variables with access through pointers. Both sets cover the same 19 different data and control flow variants, that include conditional branches, loops, goto statements etc. The tests are run as JUnit plug-in tests with Eclipse 4.5.1 and gdb version 7.10 on Linux kernel 4.2.0, on a Core i7-4650U CPU. The programs under test are run as unoptimized...
code with default ThreadSanitizer settings without any annotations.

b) Example: An example 'bad' function is shown in Figure 2. It contains a data race on a stack variable with access by reference in line 33. The control flow depends on random input that is returned by a global function. The \texttt{rand()} call in line 36 generates this program input, i.e., the debugger breaks at this call, and the return value of \texttt{rand()} is treated as unconstrained symbolic variable. Before this 'bad' function, the program executes a similar 'good' function with proper locking in both branches, that also executes a loop with $10^6$ iterations. The test program contains many branches, but few of them are input dependent. The loops in the 'good' and 'bad' functions are executed concretely. Because they contain only input-independent variables and branches, there is no need for symbolic interpretation. The symbolic execution finds four satisfiable program paths that non-deterministically depend on two \texttt{rand()} calls, and of which two paths exhibit the data race. FIFO scheduling on one CPU core for this program is illustrated in Figure 3. This figure looks the same for any of the four paths. The part of the execution tree (under this scheduling), that is traversed by symbolic execution, is illustrated in Figure 4. It only shows the locations where the debugger stopped. Two paths are followed to program end, the other two are pruned as indicated in the figure. The data race is accurately detected by ThreadSanitizer. An example part of the happens-before analysis is illustrated in Figure 5, for the else branch of the example function, where proper locking is used. The shaded memory access events are separated by a locking arc.

c) Results: All data races in the 38 test programs are accurately detected without false positives or false negatives. The (wall-clock) analysis runtimes are shown in Figure 7. The horizontal axis indicates the Juliet flow variant number. The average analysis runtime is below 2s. Error reporting through the Codan framework in the Eclipse GUI is shown in Figure 6.

V. RELATED WORK

Exactly locating feasible data races is known to be NP hard [1]. The main approaches for practical race detection are usage of the happens-before relation with vector-clocks [2], or usage of locksets [3], or a combination of them. These approaches detect races when they might occur, i.e., not only with the current thread interleaving, but also with different interleavings. Main analysis methods are static analysis, model checking, dynamic analysis and symbolic execution.

a) Static Analysis: offers a possibility to detect races without false negatives. A method that requires programmer annotations and is based on type inference is described in [19]. The tools RELAY [20] and LOCKSMITH [21] apply lockset
Fig. 6. Error reporting

analysis statically with data flow analysis. According to Palsberg [22], “the best existing static technique” is implemented in Chord [23], but it “reports a large number of false positives that would be daunting to examine by hand”.

b) Model Checking: In symbolic model checking, a program is translated into a logic formula, and properties are checked with an SMT solver. In theory, model checking allows for accurate race detection. It explores the symbolic state-space, that is the combined execution and scheduling tree. In practice, model checking does not scale well due to combinatorial explosion. One practical approach is bounded model checking [24], [25], [26], where the combined execution and scheduling tree is pruned with limits for the number of context switches and loop unrollings. Another way of pruning the tree is partial order reduction [27], [28], [14], [29], which prunes away irrelevant thread interleavings. Dynamic partial order reduction [14] traces the happens-before relation for thread interactions to find backtracking points for branching [14]. Optimal dynamic partial order reduction [29] explores a minimum number of representative thread interleavings.

c) Dynamic detection at runtime: is a practical way for race detection. It does not need a constraint solver. One technique is to instrument memory accesses and thread interaction with binary instrumentation and check for races using the happens-before relation [2] with vector-clocks. Happens-before analysis may have false negative detections depending on the scheduling. It is more sophisticated than lockset analysis, but scales worse with an increasing number of threads. LiteRace applies sampling, i.e., it monitors only a subset of all memory accesses. It can detect a majority of races by monitoring a small number of accesses [30]. FastTrack is an optimized implementation of happens-before analysis with reduced complexity [31]. Pacer [32] combines sampling with FastTrack. DataCollider [33] implements memory access sampling with hardware breakpoints and watchpoints and applies it to kernel code. Lockset analysis is used in Eraser [3]. It instruments memory accesses and traces thread locksets and variable locksets. If a variable access is not protected by a lock, then a warning is issued. Lockset analysis is lightweight and scales well. On the downside, it leads to more false positive detections than happens-before analysis. Hybrid race detection is presented in [4] as a two-pass solution. First, locksets are used to find problematic variables. Then, happens-before analysis is applied only to those variables. In [34], the DJIT algorithm is presented, which is a variation of happens-before analysis. MultiRace [35] combines DJIT with locksets to reduce false positives. A location’s lockset is reset...
at synchronization barriers. ThreadSanitizer [5] applies static binary instrumentation for happens-before and lockset analysis and is integrated with several current C compilers. Dynamic race detection is integrated in the managed runtime environments RaceTrack [36] and Goldilocks [37]. In [38], [39], it is proposed to integrate hardware acceleration for race detection into CPUs.

d) Symbolic execution: The prominent symbolic execution tools DART [8], CUTE [9] and KLEE [10] currently do not feature race detection. jCute [11] determines program input and thread schedule with the solver to explore different paths and interleavings, and it detects races when they occur. Con2colic also determines input and schedule with the solver. It implements a heuristic to first achieve branch coverage, and then explore an increasing number of context switches. Also Con2colic can detect a race when it occurs (no happens-before or lockset analysis). LCT [13] implements concolic execution with dynamic partial order reduction. In [22], the tool RaceTally is described. It starts with race candidates that have been found with an existing hybrid technique. It then uses concolic execution to search for input and schedule that lead to a real race (to remove false positives). WHOP [40] considers races between pairs of entry points to driver code and runs a symbolic lockset analysis with SMT solver. In [16], [41], it is described that a program path can be pruned if the context implies a previously computed interpolant for the same program location. A combination of partial order reduction with interpolation based path pruning is described in [42].

e) This paper: differs from previous work on race detection with symbolic execution both in that it factors out the scheduling, and in that it applies hybrid data race detection during concrete execution. It extends own prior work [17] (on dynamic symbolic execution of single-threaded code with interpolation based path pruning) with support for multi-threaded execution and with data race detection.

VI. DISCUSSION

Symbolic execution with FIFO scheduling on one core is used to automatically drive concrete execution into program paths of interest. The scheduling effectuates a reproducible execution tree for multi-threaded code. FIFO scheduling avoids triggering data races. Races are detected during concrete execution by instrumenting the program under test with the available ThreadSanitizer. The analysis is comparatively fast through concrete scheduling and concrete race detection. Path pruning is used based on interpolation of unsatisfiable branches with unsatisfiable cores. Implication checking with SMT solver assures that only paths are pruned, that can not contribute to increasing branch coverage. It is also possible to run the analysis in a virtual machine like qemu, that contains a gdb server.

ACKNOWLEDGEMENT

This work was funded by the German Ministry for Education and Research (BMBF) under grant 01IS13020.

REFERENCES


Managing Big Clones to Ease Evolution: Linux Kernel Example

Kuldeep Kumar  
Kuldeep Kumar  
Department of Computer Science and Information Systems, BITS-Pilani, Pilani Campus, India  
kuldeep.kumar@pilani.bits-pilani.ac.in

Stan Jarzabek  
Faculty of Computer Science  
Bialystok University of Technology, Poland  
s.jarzabek@pb.edu.pl

Daniel Dan  
Info-Software Systems  
ST Electronics Pte. Ltd., Singapore  
ddan8807@gmail.com

Abstract—Successful software is often enhanced and adapted to the needs of new users. During evolution, a software system grows in size, becomes more complex, and costly to maintain. In this paper, we point to big clones—large granular duplicated program structures such as files or directories—as one of many reasons why this happens. Using the Linux kernel as an example, we show that big clones arise in the Linux kernel despite careful architecture design and a systematic approach for managing variability. We propose a solution to avoid these big clones by representing them as generalized templates in ART (Adaptive Reuse Technique). ART templates are constructed on top of the Linux code, without conflicts with the state-of-art techniques and tools used to manage the Linux kernel. Benefits include simplification of the Linux kernel due to non-redundancy, easier comprehension, and traceability of the change impact during evolution. The proposed technique is general and the Linux example discussed in this paper also illustrates general phenomena.

I. INTRODUCTION

Changes in user features, design decisions, and platforms arise naturally during software evolution. Sometimes, these changes are contained at the architectural level [1]. But, most often the impact of changes spreads widely throughout the code. It has been reported that after years of evolution software systems grow in size, their structure decays, and become more and more difficult to maintain [2]. Evolution may lead to cloning [3]. New system versions are generally built by cloning (copy-paste-modify practice) code from the earlier versions. However, less cloning happens in advanced Software Product Line (SPL) solutions [4] where reuse and evolution are aided by systematic variability management rather than by cloning. There is a large body of research on reasons why clones arise—both within and across system versions—and whether clones are good or bad [5][6][7]. These studies show that designers may intentionally create certain clones to fulfill some design goals (e.g., for performance, readability, or yet other reasons) [5]. Other clones may result from careless design and can be refactored [6][8], and yet others may not play any useful role, but cannot be eliminated using conventional design techniques [7]. Nevertheless, cloning is a reality and there is need to deal with it [9]. No matter if clones are good or bad, it is beneficial to know where clones are in programs. It is particularly true for big clones such as duplicated files or directories. Big clones happen even if software evolution is systematically managed with variability management techniques [10]. In the paper, we use the Linux kernel to illustrate why this happens, and how we can manage big clones.

The Linux kernel is among the largest well documented evolving systems systematically managed with variability techniques [11]. In that sense, a family of the Linux-kernel versions forms an SPL whose reusable core assets include a carefully designed architecture, systematically identified and documented configuration options (SPL features), a code base managed with the C preprocessor (cpp) as a main variability technique, Kconfig, and other tools and techniques. The reason why we find big clones in the Linux kernel—and, we believe, in many other evolving systems—is that commonly used variability management techniques fail to avoid them in a convenient way.

Using generics (or C++ templates), we can non-redundantly represent similar classes differing in type parameters [12]. Big clones found in industrial systems need not be classes, but files or directories—program structures of any kind and size that differ in arbitrary ways, not just in type parameters. In this paper, we use Adaptive Reuse Technique (ART: https://sourceforge.net/projects/vclang/) to represent big clones as generalized templates. Like generics or C++ templates, ART templates can be instantiated in variant forms. Unlike other templates, ART templates can be built for groups of similar program structures of any kind (e.g., files or directories) that differ in variety of ways typically found in real systems. ART is an enhanced, lightweight and XML-free version of XVCL [13].

We briefly introduce variability management in the Linux kernel in Section II. In Section III, we discuss examples of big clones in Linux kernel version 3.10. Section IV describes how ART blends into Linux kernel development and use cycles. Sections V and VI describe explain how we manage big clones with ART. We evaluate the benefits and trade-offs of the proposed solution in Section VII. Related work and conclusions end the paper.

II. VARIABILITY MANAGEMENT IN THE LINUX KERNEL

Despite technological advancements in programming technologies, preprocessors are still indispensable. Preprocessing solves some niche problems better than other techniques do. One such problem area is variability management in software evolution and reuse. To some extent
we can manage variability at the level of software architecture [1]. But from architecture variability leaks to the code, and here that preprocessors along with configuration files and other similar techniques [14] become handy.

The Linux kernel developers applied clean architectural design, cpp, build tools, shell scripts, and other tools to facilitate adaptation of the Linux kernel to the specifics of target computers. Close to eleven thousand configuration options control the adaptation process. These options correspond to cpp parameters that navigate execution of cpp directives (such as #ifdef’s) that select code relevant to the target computer of user’s choice. The high-level configuration tool Kconfig maps these configuration options to the chains of relevant cpp directives embedded in the Linux code. Having selected required options, Kconfig automatically triggers execution of cpp directives and selects compilation units via the make utility to build a custom Linux kernel for a specific computer. Users do not have to understand the details of the adaptation mechanism. While the complexities of cpp instrumentation are hidden from the users, developers who maintain and extend the Linux kernel must understand code instrumented with cpp.

### III. MOTIVATING EXAMPLE: BIG CLONES IN THE LINUX

In the Linux kernel, the Journaling Block Device (JBD) provides an interface for the file system journaling. There are two directories namely /jbd and /jbd2 implementing this functionality, with /jbd2 being an evolutionary branch of /jbd. /jbd2 compatibly extends /jbd with new features such as support for 64-bit computers, checksumming of journal transactions, and asynchronous transaction commit block write.

Each directory consists of six files shown in Fig. 1. Much similarity in functionality and code (Table I) among files corresponding by names suggests that /jbd2 files were created by copying and modifying /jbd files. Fig. 2 sketches code snippets highlighting the code similarities and differences between the two checkpoint.c files.

![Motivating example: cloned directories /jbd and /jbd2](image)

### Identical Code Fragments: ~554 LOC

<table>
<thead>
<tr>
<th>Line Numbers</th>
<th>Code Snippet</th>
</tr>
</thead>
<tbody>
<tr>
<td>51-52</td>
<td>static inline void __buffer_unlink(struct journal_head *)j</td>
</tr>
<tr>
<td>53</td>
<td>transaction_t*transaction = jh-&gt;b_cp_transaction;</td>
</tr>
<tr>
<td>54</td>
<td>__buffer_unlink(first(j));</td>
</tr>
<tr>
<td>55</td>
<td>if(transaction-&gt;checkpoint_io_list == jh) {</td>
</tr>
<tr>
<td>56</td>
<td>transaction-&gt;checkpoint_io_list = jh-&gt;b_cp_next;</td>
</tr>
<tr>
<td>57</td>
<td>transaction-&gt;checkpoint_io_list = NULL;</td>
</tr>
<tr>
<td>58</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>59</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>60</td>
<td>}</td>
</tr>
<tr>
<td>61</td>
<td>}</td>
</tr>
</tbody>
</table>

### Code Modification: ~12 LOC

<table>
<thead>
<tr>
<th>Line Numbers</th>
<th>Code Snippet</th>
</tr>
</thead>
<tbody>
<tr>
<td>333-334</td>
<td>set_buffer_write(bh);</td>
</tr>
<tr>
<td>335-338</td>
<td>if (journal-&gt;flags &amp; JBD2_ABORT) return;</td>
</tr>
<tr>
<td>339-340</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>351-352</td>
<td>if (unlikely(journal-&gt;j_flags &amp; JBD2_UNMOUNT))</td>
</tr>
<tr>
<td>353-354</td>
<td>transaction-&gt;checkpoint_io_list = NULL;</td>
</tr>
<tr>
<td>355-356</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>357-358</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>359-360</td>
<td>spin_unlock(&amp;journal-&gt;j_checkpoint_mutex);</td>
</tr>
<tr>
<td>361-362</td>
<td>}</td>
</tr>
</tbody>
</table>

### Code Insertion: ~29 LOC

<table>
<thead>
<tr>
<th>Line Numbers</th>
<th>Code Snippet</th>
</tr>
</thead>
<tbody>
<tr>
<td>306-307</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>308-309</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>310-311</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>312-313</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>314-315</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>316-317</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
</tbody>
</table>

### Code Deletion: ~95 LOC

<table>
<thead>
<tr>
<th>Line Numbers</th>
<th>Code Snippet</th>
</tr>
</thead>
<tbody>
<tr>
<td>318-319</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>320-321</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>322-323</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>324-325</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>326-327</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
<tr>
<td>328-329</td>
<td>spin_unlock(&amp;journal-&gt;j_list_lock);</td>
</tr>
</tbody>
</table>

![Motivating example: code snippets of cloned file /jbd/checkpoint.c (left) and /jbd2/checkpoint.c (right)](image)
The directories /jbd and /jbd2 exemplify the situations that can benefit from ART as they cannot be effectively handled by other techniques. The reasons why we find such similarities in the Linux kernel are functional similarities among different subsystems, extensions to the existing functionalities, adaptation of the existing subsystem code for the new one (incremental development), evolutionary development, and decentralized development [15][16][17].

IV. ART FOR THE LINUX KERNEL

In this section, we show how ART blends with the Linux-kernel development and uses cycles (Fig. 3). A Linux Developer, a member of an open-source community, evolves the Linux kernel, e.g., by adding new devices into it. The Linux SysAdmin adapts the kernel for her computer using tools such as Kconfig.

Fig. 3. An overview of Adaptive Reuse Technique (ART)

Big clones can be identified in the Linux kernel with aid of a suitable clone detector (we used Clone Miner [18]). The Linux Developer builds ART templates for big clones on top of the Linux code managed by cpp. From that point onwards, big clones are maintained via ART templates. ART templates do not affect the work of the Linux SysAdmin.

The ART Processor converts ART templates back to the original Linux code. The ART Processor instantiates templates in the same way as the C Preprocessor expand cpp directives. For example, for a template representing a group of similar files, the ART Processor generates code for these files based on specifications of deltas—differences between the template and each of these files. The generated Linux code is in the original form, and can be processed as normal by Kconfig, cpp, or make tool.

ART-template view of the Linux kernel and the original Linux kernel can be used together in two independent cycles of maintaining and using the kernel.

V. TYPES OF CLONES THAT WE HANDLE WITH ART

We categorized big clones in the Linux kernel based on their granularity.

A. Similar Directories

In the example of Section III, /jbd and /jbd2 play the same role, with /jbd2 being an evolutionary branch of /jbd addressing a new computer architecture and its capabilities. Each of the two directories contains six files, with much similarity between files corresponding by names. We found five other cases in Linux kernel following the pattern of /jbd and /jbd2, with the number of files in these directories varying between 19 and 46. In some cases, a directory contained one or more files that do not have similar counterparts in the cloned directory.

B. Similar Files

We found many cases of similar files within the same directory, as well as across directories. A common reason for replicating a file in the same directory is to make a certain existing functionality available for yet other computer architecture, device, or tool. An example is drivers for different brands of touchscreen devices—in directory /drivers/input/touchscreen, 10 files share the same structure and much code. Two directories having almost similar purpose (vide our motivating example) may contain similar files. Sometimes, the same or similar file may be required in two or more directories, even if these directories have not enough code similarity. For example, functionality for handling extended user attributes is needed in directories /fs/ext2, /fs/ext3 and /fs/ext4, therefore file “xattr_user.c” that defines this functionality appears in all three directories.

C. Duplicated Code Fragments

At times, creating templates for duplicated code fragments can be useful too, provided these fragments are long enough, play some specific role (e.g., represent some meaningful function), or recur in many places in programs. For example, code fragments in Fig. 4 implement a device specific queue handling procedure for different wireless network adapters. An instance of this code fragment occurs once in each of the files “rt2400pci.c”, “rt2500pci.c”, “rc2800pci.c” and “rt61pci.c”, and twice in each of the files “rt2500usb.c”, “rc2800usb.c” and “rt73usbc.c”.

VI. CONSTRUCTION AND PROCESSING OF ART TEMPLATES

In this section, we explain how we represented big clones as ART templates. We start with a brief overview of how ART works, followed by the explanation of how we build ART templates, illustrated with the Linux kernel example.
A. An Overview of ART

For each group of clones, we distill common code into ART templates and mark the locations where clones differ one from another with ART commands (italicized for clarity in the description below). Fig. 5 outlines the overall solution, which consists of an ART-template hierarchy in which templates at the lower-level serve as building blocks for the higher-level templates. The ART templates are linked together by `#adapt` commands. The top-most template, called the specification file (SPC), specifies how to adapt other templates lower in the hierarchy to accommodate required variations. The ART Processor checks the templates for their conformance to the ART grammar definitions. It then traverses the template hierarchy in the depth-first order, starting with the SPC and performs adaptations by executing the ART commands embedded in the SPC and other ART templates. During traversal, each ART template adapts other templates from its sub-hierarchy. At the end, the ART Processor produces the required cloned instances.

![Fig. 5. An overview of the ART-template solution](image)

Fig. 4. Sample code fragments from rt73usb.c and rc2800usb.c (differences highlighted)

B. ART-template Construction Mechanism

Despite a large fraction of the code common to all the clone instances (i.e., identical code fragments in the corresponding clone instances), as shown in Fig. 2, the three main types of differences among corresponding clone instances are parametric differences (code with parametric changes), alternatives (code modifications), and extras (code insertions and deletions).

The first task during the ART-template construction process is to identify these similarities and differences among corresponding clone instances. Once the corresponding similarities and differences are identified, ART templates record exact locations of these variation points at which the clone instances differ. ART commands can be used systematically to mark these variation points. Identical code fragments can be used directly as-it-is in the corresponding ART templates. ART variables treat parametric differences. The ART command `#select` allows choosing one among pre-defined alternatives (options), and `#insert` into `#break` mechanism handles additions and deletions of extra code.

C. Example: Template Construction for JBD

Fig. 7 shows the structure of ART solution for the JBD files. Each pair of similar files (e.g., checkpoint.c in /jbd and /jbd2) is represented by a template (e.g., checkpoint.art). The associated template checkpoint.spc specifies the differences between the two source files as deltas from checkpoint.art. The top-most template jbdX.spc navigates the process of instantiating the templates to form the Linux source files in their original form (i.e., instrumented with cpp).
ART variables control selection of the code in case of alternative differences. This is illustrated as “#select dirName” in the template checkpoint.spc (line 4). #option (line 5 and 10 in checkpoint.spc) controls the variable values.

File checkpoint.c in one directory contains some extra lines as compared to checkpoint.c in another directory. These extra lines are specified using #insert commands in various “#select dirName” options. “#insert process_buffer” (line 11 in checkpoint.spc) propagates the code to “#break process_buffer” in checkpoint.art (line 12). #insert-before and #insert-after (line 6–9 in checkpoint.spc) add their code before or after the code contained in the matching #break (line 7 in checkpoint.art). While #select instruments a template with known variations, #break allows for extensions to a template in unexpected ways in the specific context of adaptation, without affecting others. These provisions for unexpected evolutionary changes give ART templates flexibility and stability.

Fig. 8. Code snippet of ART templates for the JBD example

The ART Processor generates Linux code traversing the template hierarchy and emitting the code for the six files in the /jbd and /jbd2 directories from their respective templates. After that, the Linux code can be configured with Kconfig, and processed with cpp in the usual way. Template views expose the fact that the two directories and corresponding files in them are similar to each other, and also explicate every detail of similarities and differences among them. This information is implicit in the Linux code. Explicating it using
ART can be useful in further evolution of the JBD file system (Section VII).

D. Other Similarity Patterns at the Directory Level

Other cases of similar directories may not follow such a regular similarity pattern as in /jbd and /jbd2. For example, in the directories /drivers/infiniband/hw/qib and /drivers/infiniband/hw/ipath, in addition to similar files, /drivers/infiniband/hw/qib contains some extra files that do not have a counterpart in /drivers/infiniband/hw/ipath. Still, there is enough similarity in the concept and code between /drivers/infiniband/hw/ipath and /drivers/infiniband/hw/qib to build an ART-template solution for these two directories. The scheme used for building ART templates for /jbd and /jbd2 is also applicable in these situations, as templates manage pairs of similar files only and the remaining other files remain intact in the directories.

E. Constructing Templates for Similar Files

In this case, we deal with the similar files found in the same directory and the similar files in different directories, bearing in mind that directories as a whole are not considered good candidates for representing them as templates. For each such situation, we can create ART templates for similar files if we think that exposition of similarities and differences among these files can aid developers in reuse, program understanding, maintenance, and evolution of the Linux kernel. The solution follows the similar scheme as shown in Fig. 7 and Fig. 8.

VII. EVALUATION

ART and its predecessor XVCL have been applied in industrial projects as a variability technique to manage reuse in product lines of web portals, and command and control systems [19][20]. In these projects, the productivity impact of applying the technique was measured and evaluated. An industry partner also participated in the Linux study described in this paper. In this section, we evaluate our ART solution for Linux, complementing it with lessons learned from other industrial projects with ART.

A. Reusing Templates within a Version of the Linux kernel

In a large system such as the Linux kernel, it is common to find clones within subsystems or modules, as well as across subsystems or modules. Each clone group can be managed by ART templates as long as such a non-redundant representation is deemed useful. Therefore, ART solution takes form of template hierarchies (Fig. 9) that explicates the location of clones and the exact nature of similarities and differences among replicated program structures. This knowledge is generally useful in understanding program design.

The example in Fig. 9 shows how ART templates reveal implicit couplings among bigger structures that contain repetitions. The same functionality defined in the templates commonConnectDisconnect.art and serioDriverStructure.art is needed in /touchscreen/common.art and /joystick/common.art. Templates for these two directories explicitly show the fact that this functionality is needed in both “touchscreen” and “joystick” drivers. If such implicit dependency among program modules is not documented, it may be overlooked during program evolution that may lead to errors.

B. Reusing Templates across Versions of the Linux kernel

Template reuse interconnects ART-template solutions developed for different groups of clones from the bottom, as shown in Fig. 9. It is also useful to interconnect partial ART-template solutions from the top, by introducing higher-level umbrella templates that trigger ART processing of some or all templates in the solutions.

Umbrella templates help developers manage multiple versions of the Linux kernel from the common base. A case study performed on 136 stable versions of the Linux kernel shows clone coverage of approximately 67% [21]. The coverage was found to be even higher between two consecutive versions due to small changes in successive releases of the kernel. Using umbrella templates, as shown in Fig. 10, we represented the commonalities between two versions, together with the version-specific code in different templates.

C. Handling Evolutionary Changes

Evolution often brings forward changes to the requirements and related code. For example, there might be a need to add a new directory /jbd3, or add more files to the JBD directories. ART has provisions to accommodate evolutionary changes to the templates (e.g., adding jbd3), without affecting existing code derived from the templates (e.g., jbd and jbd2).

Assuming that the new directory /jbd3 also contains six files that are similar to their counterparts in the /jbd and /jbd2, we need to make the following changes to the templates shown in Fig. 8:

```
jbdX.spc:
$set dirName = "$jbd$, "$jbd2", "$jbd3"
```
Non-redundancy: ART templates eliminate redundant code from the software systems. For example, in our Linux experiment, ART templates reduced the size of code with redundancies by 30-50%. As both code and comments are important in software maintenance and program understanding, the upside of the proposed technique is that it is possible to manage both duplicated code and comments using it. ART allows a clean separation of various sources of changes that affect program during evolution. ART templates reduce the number of points at which affected changes must be made. Changes done to one template consistently propagate to all the contexts in which that template is adapted. Even if the changes are not uniform, adaptations can be made at specific variation points using the ART commands without directly modifying the code fragments. The ART template hierarchy explicitly reflects the impact of changes on the program structure. We can easily trace how different features affect the code.

Enhancing program understanding and conceptual integrity: According to Brooks [22], program understanding and conceptual integrity are among the most important considerations in system design. Big clones often embody domain-specific abstractions or design concepts. By formally capturing these abstractions and concepts, ART templates aid in program understanding and enhance conceptual integrity of the design.

Creating templates can be considered as refactoring at the meta-level: In some cases, developers seek to improve certain program qualities but due to some unavoidable reasons cannot achieve this at the code level. In such cases, we can do that at the level of meta-level templates. We benefit from non-redundancy at the meta-level templates, while still keeping repetitions in programs (as it is often desirable or unavoidable [7][23]).

Formally representing multiple design views: Program modules often belong to many logical groups that matter to developers at different times. Each logical partitioning reflects a certain aspect of program design that matters at a given time in the development in a given context. For example, for a given business function in business software, the modules for user interface, business logic, and database are usually implemented in different system partitions. Logically these modules belong to each other and sometimes we must know which modules implement a given business function completely. But, only one logical partitioning can be formally represented in a program physical structure. ART provides means to overlay programs with a web of meta-structures formally defining these logical partitions linked to code and without conflicts with the code.

Other Benefits: ART makes it easy for the programmers to do any program modifications and extensions at the template level. So there is no need to modify the code, and templates always remain in sync with the code as programs evolve.
In addition, with reference to the Linux kernel, aiding Linux Developers without affecting Linux SysAdmins is one cornerstone of the proposed solution. ART templates are non-intrusive, i.e., they do not affect the way cpp is normally used, but it improves understandability and maintainability of the programs instrumented with cpp. Also, the Linux code can be re-generated in the original form, and processed as normal by Kconfig, cpp or make tools. It provides a two-way view to understand and maintain the kernel—one with state-of-art variability technique (i.e., cpp), and another using ART.

Like cpp, ART manipulates code in an unrestricted way, with no concern for the syntactic or semantic rules of the underlying programming language. Freeing from language constraints makes ART powerful to represent the groups of similar structures of arbitrary kind differing in arbitrary ways in generic forms.

E. Trade-offs and Threats to Validity of Results

The flexibility of manipulating the code in unrestricted way comes at the price of not being able to quarantine the correctness of the generated code. Unrestrictive program manipulation decreases the type-safety of the program. Also, the trade-off is between the benefits and cost of learning the new technique. ART syntax is very simple and consists of only few constructs (such as #adapt, #insert-break mechanism, #while). Yet, building quality ART templates require skilled experts, so that the benefits of ART outweigh the burden of learning and adopting it.

The benefit of ART depends on the degree of redundancy in a software system that cannot be fixed by simple refactoring. The bigger the size of software systems, the higher the likelihood of redundancies and evolutionary changes, and hence more will be the benefits of using ART. It follows that families of similar systems should be prime candidates for ART template views, as there is much similarity among components of such systems. Thus, the proposed technique seems to have more direct relevance in the SPL context, where we have the role of domain engineer who is responsible for building reuse-based productivity solutions that serve many systems in long run. ART templates belong to that category of solutions.

VIII. RELATED WORK

We discuss related work on cloning in the Linux kernel and techniques that help programmers achieve non-redundancy, including XVCL (the predecessor of ART).

A. Cloning in the Linux Kernel

Cloning in the Linux kernel has been extensively studied in the literature [15][16][17][21][24] mainly focusing on the detection of small cloned code fragments. In the Linux v2.4.0, Casazza et al. [17] reported cloning of 15.5% between arch and drivers subsystems. They also reported 13.6% cloning between arch and kernel subsystems. Other study showed that file subsystem had 12% clone coverage in the Linux v2.4.19 [16]. In the Linux v2.6.37.6, 8% code similarity between drivers (/sound and /drivers directories) has been reported [15]. An empirical study of cloning among SCSI drivers is done by [24]. We found these cloning rates to be lower than those reported in similar studies for web applications [19] (60%-90%) or class libraries [7] (68%).

Compared to other studies, this paper aims at the detection and analysis of big clones instead of small cloned code fragments that are detected and analyzed by other studies.

B. Managing Redundancies in Software Systems

Simple-minded development often leads to cloning (copy-paste-modify practice). As mentioned earlier, cloning may also be done for good reasons [5]. Still, non-redundancy has been always considered an important quality of well-designed software. The Software Engineering principle of generality encourages avoiding repetitions and building parameterized software solutions that can be reused in many contexts. Macros were an early attempt to make programs adaptable to various contexts. Goguen popularized the ideas of parameterized programming [25]. Among programming language features, type parameterization [12] (called generics in Ada, Eiffel, Java and C#, and templates in C++), higher-order functions, and inheritance can help avoid repetitions in certain situations. Design techniques such as iterators, design patterns, table-driven design (e.g., in compiler-compilers), and modularization with information hiding are supportive in building generic programs. The Standard Template Library (STL) is a premier example of engineering benefits gained by generality [26]. Techniques have also been proposed to lift sufficient code similarity from the code to the architectural level [27][28].

ART uses templates and code generation to achieve non-redundancy. ART templates can represent any groups of clones (e.g., files or directories) with arbitrary differences among them (as opposed to only type-parametric differences in C++ templates or Java generics).

C. ART versus cpp + scripts and XVCL

One can also achieve non-redundancy by parameterizing and wrapping the code with cpp, shell scripts, and make files. An example of that can be found in the JDK buffer library described in [7]. SUN developers used cpp, scripts, and make files to build a non-redundant representation from which actual buffer classes are derived. A quick inspection of the code reveals that such representation may serve only its author and cannot be considered as a viable method to engineer programs.

Sample ART templates shown in the paper may also look complex. At the first glance they do. But, the fact is that ART is governed by only five important constructs (i.e., #adapt, #output, #insert-break mechanism, #while, and #select) that are neatly integrated to form a method that can be learned easily. Experience with XVCL (the ART predecessor) demonstrates that large code can be effectively managed achieving non-redundancy in the program areas where it matters [19]. Despite user-defined syntax, ART further
improves the user experience by providing the following improvements to XVCL:

*Easy to learn:* XVCL is a dialect of XML and uses XML trees and a parser for processing. ART parts with XML syntax and processing. It offers a cpp based flexible and more readable user-defined syntax. Just because cpp is so widely used, learning ART is not so tedious.

*More generalized:* Contrary to XVCL, developers can easily blend ART with the programming technologies of their choice. It is because the developer can define their own syntax and hence can avoid conflicts with the base languages.

*Expanding the customization options under #adapt command:* In XVCL, the only command that you can place under adapt is insert. ART allows to use any command under #adapt. We found using #set, #while and #select commands under #adapt to be particularly very useful.

*Robust structure instead of unreadable loops:* In XVCL, while loops using many multi-value variables can be quite confusing. ART introduces a structure called set-loop which gives the possibility to store and use more multi-value variables together as one loop descriptor data structure.

*More flexible:* ART is more flexible than XVCL, as it allows the adaptation of a file even though the file might not contain any ART commands. Such adaptation would simply copy the adapted file to the output stream.

**D. Comparison with Other Techniques**

Companies today often develop and maintain custom versions of the same software system for different customers using SPL [4]. The core idea is to manage the system family as a whole from a base of core assets designed for ease of adaptation in various reuse contexts.

In the SPL context, ART attempts to capture and streamline the end-to-end process of adapting software from the specifications of variant features (e.g., in Linux called configuration options) to the architectural structures and the code. ART templates can manipulate any textual file independent of their contents. So, it can also manage variability in documentation and test cases, keeping all textual SPL core assets in sync with evolving code.

Techniques proposed in research to manage variability in SPL are mostly based on the principle of separation of concerns (SoC), introduced by Dijkstra in early 1980’s [29]. The goal of SoC is to deal with concerns one by one, independently from other concerns. When applied at the level of design and implementation, SoC attempts to compose software from components implementing different concerns. Concerns that nicely fit into conventional modules are easy to deal with. The challenge is to tackle cross-cutting concerns that are tightly coupled with the rest of a program, and cannot be easily modularized in a conventional way. There have been attempts to bring SoC down to the design and implementation levels. Aspect-oriented programming (AOP) [30], multi-dimensional SoC (MDSOC) from IBM [31], feature-oriented programming (FOP) [32], and colored IDE (CIDE) [33] are among the most widely published of such techniques. Among these techniques, AOP has been widely used. In AOP, various computational aspects are programmed separately and weaved at specified join points into the base program. AOP can separate a range of programming aspects such as synchronization, persistence, security transaction management, authentication/authorization, and others. Separated aspects can be easily modified and added/deleted to/from program modules. Because of that, a number of authors proposed AOP as a variability technique in the SPL. A study to test this hypothesis revealed difficulties in using AspectJ to deal with features that have chaotic impact on the base code [34]. While AOP deals with big chunks of functionalities (i.e., aspects) reasonably, it lacks a mechanism to handle variations at the lower levels of granularity. ART on the other hand, can handle variations at any levels of granularity. Walkingshaw et al. [35] provided a systematic and broader perspective on variational data structures. Properties related to program customizations are encapsulated in these variability-aware data structures.

**IX. Conclusions**

A study of industrial systems has shown that around 50% of small cloned code fragments tend to be contained in big clones [36]. While big clones are certainly intentional, they contribute to the increased program size and complexity. Therefore, big clones create a useful window from which to understand and manage clones at all levels of granularity.

In this paper, we presented a technique for managing big clones with non-redundant templates built with ART. ART templates manage big clones without conflicts with programming languages and other techniques used for managing variability. We demonstrated the technique with examples from the Linux kernel that uses cpp (among other techniques) to manage variability.

In various similarity groups, by unifying clones into non-redundant templates, ART eliminated 30-50% of the code. Non-redundant views revealed by ART templates improve program understanding. Program relations that have to do with the impact of changes are important in program understanding, maintenance and evolution, but remain mostly implicit in conventional programs. ART templates expose and explicate some of these program relations. For example, when maintaining duplicated code we often must know where such duplicates are and how they are different, in order to decide if and how each of them should be modified. ART makes such information more visible and tractable, reducing the risk of unexpected errors when changing programs.

ART blends without conflicts with the underlying programming language and any other techniques used to manage variability in a software system. Therefore, we can use ART to handle big clones, while other techniques (e.g., cpp and Kconfig in the Linux kernel) deal with other aspects of the overall variability management problem. Such seamless integration is necessary to allow the developers to painlessly inject ART templates into the projects in mature stages of evolution when big clones start emerging. ART syntax is user-defined to make such injection easy, without
affecting already existing software solutions and people who work with them. In the Linux context, ART can be viewed as an extension of cpp where ART commands syntactically resemble cpp directives, and can be incrementally learned as extensions that enhance reuse capabilities of cpp. The Linux Developers work with ART templates of the program, while the ART Processor generates the Linux code in its original form for the Linux SysAdmins.

Any new technique brings some overhead, requires learning and skillful application. ART is no different from term gains during software evolution and reuse. ART aims to created for quick gains during development, but for long-lived systems that undergo extensive evolutionary changes, or need to be tailored to the needs of multiple customers.
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Abstract—Most industrial embedded systems requirements are specified in natural language, hence they can sometimes be ambiguous and error-prone. Moreover, employing an early-stage model-based incremental system development using multiple levels of abstraction, for instance via architectural languages such as EAST-ADL, calls for different granularity requirements specifications described with abstraction-specific concepts that reflect the respective abstraction level effectively.

In this paper, we propose a toolchain for structured requirements specification in the ReSA language, which scales to multiple EAST-ADL levels of abstraction. Furthermore, we introduce a consistency function that is seamlessly integrated into the specification toolchain, for the automatic analysis of requirements logical consistency prior to their temporal logic formalization for full formal verification. The consistency check subsumes two parts: (i) transforming ReSA requirements specification into boolean expressions, and (ii) checking the consistency of the resulting boolean expressions by solving the satisfiability of their conjunction with the Z3 SMT solver. For validation, we apply the ReSA toolchain on an industrial vehicle speed control system, namely the Adjustable Speed Limiter.

I. INTRODUCTION

Most often, the development of dependable automotive systems that are nowadays increasingly complex [1] relies on intricate requirements, given the nature of the system that has to interact with the environment. Therefore, the importance of establishing non-ambiguous and consistent requirements is even higher than for closed systems. Despite this acknowledged situation, current specification methods and tools [2][3][4] lack adequate support to formally analyze the logical consistency of high-level natural language requirements, in order to improve the quality of their specification.

Moreover, to be able to manage the complexity of automotive embedded systems during development, incremental model-based design approaches that assume multiple levels of abstraction are becoming appealing to industry. Among others, dedicated architectural languages, such as Electrical and Software Technology - Architectural Description Language (EAST-ADL) [5] are good candidates for such approaches. In EAST-ADL, an automotive system’s structure and function are modeled at multiple levels of abstraction, that is, vehicle, analysis, design, implementation levels, and each abstraction level employs distinct concepts worth considering during requirements specification. For instance, the vehicle level of EAST-ADL abstraction describes the high level function of the system. Therefore, it would be inappropriate to use concepts from the design level, such as ports, signals, hardware elements, to describe requirements at the vehicle level, since such details usually hinder communication with non-technical stakeholders. Consequently, the requirements specifications need to be adapted to the appropriate levels of abstraction.

In this paper, we propose an Eclipse-based tool chain for structured requirements specification in ReSA [6], which scales to multiple EAST-ADL levels of abstraction. ReSA is an ontology-based requirements specification language tailored to automotive embedded systems development, which uses requirements boilerplates to structure the specification in natural language. Furthermore, we propose a consistency-check function that seamlessly integrates into the tool chain, for the automated consistency check of requirements using Z3 SMT solver [7]. The consistency checking is a preliminary task during elicitation and specification of requirements that paves the way for formal verification at later stages of software development. Our approach for consistency checking does not require a behavioral, or architectural model of the system, which might increase its attractiveness to industry as there is often the case that no system models exist for industrial systems. Checking for requirements consistency has been widely used in the field of requirements engineering, e.g., to describe consistent use of terms (words, phrases), logical consistency of requirements statements, or consistency between requirements and subsequent refinements [8][9]. The term can also refer to checking against type errors, or circular definitions [10]. In this paper, the consistency checking refers to checking the logical consistency of ReSA requirements specifications, in Z3.

Consistency checking of requirements specification helps detect possible logical errors at early stages of software development, and reduce the communication cost between manufacturers and suppliers [11]. However, checking for logical consistency of requirements expressed in natural language is not an easy task, mainly because: (i) unconstrained natural language is inherently ambiguous when it comes to reasoning, (ii) substantial assumptions used during requirements specification are hidden, and (iii) the size and complexity of requirements specifications are considerable.

In this work, we reduce the problem of checking the logical consistency of ReSA requirements to a boolean satisfiability problem, hence we propose algorithms for transforming the ReSA specification into boolean expressions, encode the latter into Z3 assertions, and perform consistency check using the Z3 SMT solver. The remainder of the paper is organized as follows. In section II, we recall the main features of ReSA,
the EAST-ADL levels of abstraction, xText grammar, and the boolean satisfiability problem. We introduce the ReSA toolchain in section III, after which we describe our consistency checking steps in section IV. The applicability of the tool is shown in section V, where we specify and check the consistency of sample requirements from an industrial use case, called the Adjustable Speed Limiter (ASL). We compare to related work in section VI, before concluding the paper in section VII.

II. PRELIMINARIES

In this section, we overview the ReSA language, and its adaptation to EAST-ADL levels of abstraction, as well as the xText grammar, and the basic boolean satisfiability problem.

A. Overview of ReSA

ReSA [6] is an ontology-based requirements specification language tailored to automotive embedded systems development. The language (i) renders natural language terms (words, phrases), and syntax, (ii) uses an ontology that defines concepts and syntactic rules of the specification, and (iii) uses requirements boilerplates to structure specification.

1) Requirements Specification Ontology: A snippet of the ontology specification is shown below.

\[ \text{[System} \ast x1]\text{[ActOnPara} \ast x2][\text{Para} \ast x3] \quad (1) \\
(\text{Is-fb} ?x1 ?x2)(\text{Is-fb} ?x2 ?x3) \quad (2) \]

This ontology snippet defines requirements specification concepts (1), and syntactic rules between instances of concepts (2). The specification states that an instance of System precedes both an instance of ActOnPara, and an instance of Para in a requirement specification, e.g., ASL: system shall control:ActOnPara vehicle speed:para, is a valid example that conforms to the ontology specification.

2) Requirements Boilerplate: The language uses requirements boilerplates (or boilerplates) [12] in order to structure a requirement. A boilerplate is a reusable specification template, which is constructed from variable, and fixed syntactic elements, e.g., if <button> is <pressed> then <system> shall be <state> within <10><ms>, where syntactic elements within pairs of angle brackets are variable syntactic elements, and the rest are fixed syntactic element. Table I displays the boilerplate elements of the language.

B. EAST-ADL Levels of Abstraction

The ReSA language can be tailored to express requirements at multiple levels of abstraction in the development of automotive systems. This helps achieving a consistent specification style across several abstraction levels. We show this for automotive embedded systems development based on EAST-ADL. EAST-ADL [14] is a model-driven approach to the development of complex automotive embedded systems. It covers a wide range of development aspects, such as analysis, design, implementation, verification&validation. The language uses various levels of abstraction to conceptualize a system with different degrees of detail, that is, vehicle, analysis, design, and implementation levels. We briefly describe the levels of abstraction in light of requirements modeling.

- Vehicle level: a vehicle is modeled using interconnected vehicle features, that satisfy high level requirements.
- Analysis level: the vehicle feature is refined using analysis level functions, that are design, and hardware independent. These functions satisfy the refined version the high level requirements specified at the vehicle level.
- Design level: the analysis level functions are refined using design level functions, that are enriched with periodic triggering, and execution time constraints. These functions satisfy the refined version of requirements specified at the analysis level.
- Implementation: the design level requirements are refined, and are satisfied by AUTOSAR [15] implementation, which we don’t discuss it in this paper.

The specialization of the ReSA language to express requirements for EAST-ADL’s levels of abstraction is done by specializing the ReSA concepts to appropriate concepts found in EAST-ADL. Table II shows an example of the specialization of the System concept at vehicle, analysis, and design levels of EAST-ADL levels of abstraction.

C. XText Grammar

ReSA is implemented in xText Eclipse framework, a powerful, and popular Integrated Development Environment (IDE) for the development of Domain Specific Languages (DSL), and programming languages. The main component of the framework is the xText grammar language [16]. Among other constructs, the xText grammar contains the declaration of an xText file header (1-3), and parser rules (4-7). Line (1) states

<table>
<thead>
<tr>
<th>Boilerplate</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>Instantiates a simple statement, and contains a modal verb, such as, shall, e.g., system shall be activated.</td>
</tr>
<tr>
<td>Proposition</td>
<td>Instantiates a complex statement, and is constructed from a Simple, a Proposition boilerplate, and an adverbial conjunctive (such as while, when, until). For example, the error shall be reported while the fault is present.</td>
</tr>
<tr>
<td>Complex</td>
<td>Instantiates a complex statement, and is composed of two or more Simple or Proposition boilerplates and the logical operators, AND/OR, e.g., system shall be activated and driver shall be notified.</td>
</tr>
<tr>
<td>Compound</td>
<td>Instantiates a compound statement, and is composed of a Simple, a Proposition boilerplate, and an adverbial conjunctive (such as while, when, until). For example, the error shall be reported while the fault is present.</td>
</tr>
<tr>
<td>Conditional</td>
<td>Instantiates a conditional statement. The boilerplate can be instantiated to a different variant of conditional statements, i.e., if, if-else, if-elseif, or if-elseif-else, and conditional nesting.</td>
</tr>
<tr>
<td>Prepositional Phrase</td>
<td>Instantiates a prepositional phrase, and can be used to describe timing properties, occurrence of events, other complements to the subject of a main phrase, e.g., within 1ms, by the driver.</td>
</tr>
</tbody>
</table>
TABLE II: Concept specialization for System concept

<table>
<thead>
<tr>
<th>Vehicle-level</th>
<th>Analysis-level</th>
<th>Design-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>VehicleFeature (VF)</td>
<td>AnalysisFunctionType (AFT)</td>
<td>DesignFunctionType (DFT)</td>
</tr>
<tr>
<td></td>
<td>FunctionalDevice (FD)</td>
<td>BasicSoftwareFunction (BSF)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HardwareFunctionType (HFT)</td>
</tr>
</tbody>
</table>

the grammar’s name to be a valid java extension; (2) states the reuse of common terminal rules, e.g. rules for string, whitespace; (3) generates EPackage for the implementation of the grammar with the name resaDSL located at the stated Uniform Resource Identifier (URI). Rules (4-7) state the different parser rules in Extended Backus-Naur Form (EBNF) notation [17][18].

(1) grammar org.volvo.resadsl.ResaDsl
(2) with org.eclipse.xtext.common.Terminals
(3) generate resaDsl
*http://www.volvo.org/resadsl/ResaDsl*
...
(4) UnAssignedPRule: AssignedRule;
(5) AssignedPRule: feature = STRING;
(6) DataTypePRule: 'dType' name = ID;
(7) CrossRefPRule: feature = [DataTypePRule];

D. The Boolean Satisfiability Problem (SAT)
The consistency of ReSA specifications can be reduced to a satisfiability problem of boolean expressions (propositional formulas) [6]. A requirement specification in ReSA is constructed from one or more propositions connected by logical operators (and, or, implies, not), and parentheses. SAT techniques are used to determine if the conjunction of ReSA requirements are satisfiable.

The satisfiability problem (SAT) [19] is defined as follows: given a propositional formula \( \phi = F(x_1, \ldots, x_n) \), over a set of boolean variables \( x_1, \ldots, x_n \), decide whether or not there exists a truth assignment to the variables such that \( \phi \) evaluates to true. SAT problem instances are usually expressed in a standard form called conjunctive normal form (CNF). A propositional logic formula is said to be in CNF if it is a conjunction (and) of disjunctions (or) of literals. A literal is either \( x \), or its negation \( \neg x \), for a boolean variable \( x \). The disjunctions are called clauses.

Theorem 1 (Inconsistency of requirements specifications): Let \( \Psi = \psi_1, \ldots, \psi_n \) denote the system requirements specification, where each of the formulas \( \psi_1, \ldots, \psi_n \) encodes requirements. We say that the set is inconsistent if the following implication is satisfied: \( \psi_1 \land \psi_2 \land \ldots \land \psi_n \Rightarrow False \).

In order to check the consistency of requirements specification, one has to disprove Theorem 1 by showing its negation true, that is, find a counterexample that satisfies the CNF of the requirements specification, \( \Psi \). In this paper, we check the consistency of ReSA requirements via the Z3 tool [7]. Z3 is an efficient Satisfiability Modulo Theories (SMT) solver developed at Microsoft Research, which integrates several decision procedures for verification.

In the following consecutive sections, we describe the main contribution of the paper regarding the tool implementation, including its architecture, and consistency checking.

III. THE ReSa TOOLCHAIN

The ReSa toolchain is an Eclipse-based implementation of our requirements specification language [6]. The toolchain supports contextual content completion, and text validation features. Furthermore, it seamlessly integrates a function for checking the logical consistency of requirements using the Z3 SMT solver [7]. The toolchain also supports specifying requirements at different levels of software development, using appropriate concepts valid at a specific level of abstraction. We specialize this approach for EAST-ADL, with respect to the vehicle, analysis, and design level of abstraction. The Graphical User Interface of the toolchain is shown in Figure 1, displaying demo projects for ASL, both EAST-ADL generic specification, as well as EAST-ADL abstraction level aware specification. The toolchain is available for download from the web link: https://github.com/nasmdh/ReSA-Tool-0.0.git

A. The Toolchain Architecture

Figure 2 shows the architecture of the ReSa toolchain. It consists of requirements specification and consistency checking of requirements. The specification part is basically the ReSa specification editor (a.k.a. Resa App), and a domain model. During writing requirements specifications, domain elements can be accessed from the domain model, but also model elements can be populated during specification. Such approach allows the consistent use of terms among different requirements engineers, reduces typographic errors, and maintains a knowledge base for later system refinements. The consistency checking part consists of a consistency checking plugin that calls the Z3 SMT solver. The result of the consistency checking is returned to the editor perspective.

![Fig. 2: The ReSa toolchain architecture](image)

1) ReSa Specification Framework: Figure 3 shows the framework for specifying requirements with our ReSa tool. The framework consists of the Hierarchical Grammar, the ReSa Application, and the System Model. The Hierarchical Grammar is composed of a generic grammar, \( G_s \), and grammar definitions for each EAST-ADL abstraction level, indicated by \( G_v, G_a, G_d \), for vehicle, analysis, and design.
levels of abstraction, respectively. The grammar definitions for the EAST-ADL levels of abstraction are specializations of the generic grammar (indicated by the relation <specialize>), that is, concepts and syntactic rules are adapted to suit the specification at each levels. Through the <import> relation, concepts, and rules from the top level grammar are imported to the low level grammar, which enables referring to higher level concepts from lower level abstractions.

The ReSA Application is an implementation of the Hierarchical Grammar, and an editor for ReSA, indicated by the relation <implements>. The file extension *.resa implements the application for the generic grammar, whereas file extensions *.vl, *.al, *.dl represent the applications for vehicle, analysis, and design levels, respectively, and implement their corresponding grammar definition. The System Model provides access to the model elements of the application, during the specification at the respective abstraction level.

![Fig. 1: The ReSA toolchain user interface](image1)

**B. Implementation**

We have implemented the toolchain in the xText Eclipse Framework. The framework provides an xText editor for grammar specification using the XText grammar language, and generates a start-up IDE based on Eclipse, which includes Parser, Compiler, Linker, and textual editor [16]. In this subsection, we go through the implementation of the ReSA grammar, and its adaptation to EAST-ADL.

1) **Generic Grammar**: This grammar defines the generic rules of constructing requirements specification in automotive systems. It uses automotive concepts to typeset domain elements, and action verbs associated to instances of concepts. The grammar defines the syntax of the boilerplates, and the requirements specification that is built from the boilerplates.

a) **Boilerplate Rules**: The following grammar rules define how a requirement specification is structured using boilerplates. Line (1) defines an unassigned rule that delegates rules to the compound boilerplate (2), and the conditional boilerplate (4). Lines (2) and (4) define a left-refracturing to handle the left-recursive nature of compound, and conditional boilerplates. Line (4) defines a rule for the different cases of conditional boilerplates, i.e., if, if-else, if-elseif, if-elseif-else, and nested-if.

![Fig. 3: Grammar architecture, and support for EAST-ADL](image2)

(1) Boilerplate : Compound | Conditional;
(2) Compound: cx=Simple ((cmOp.left=current) b1Op=LgOp rt=Compound)?;
(3) Condition: pr=Proposition ((cnOp.left=current) b1Op=LgOp rt=Condition)?;
(4) Conditional: 'IF' cnl=Condition 'THEN' ((cnlOp.left=current) rt=Conditional)? then=Compound?( 'ELSE' else=Compound | elseif=Elseif)? 'ENDIF';

b) **Syntactic Element Rules**: The following grammar snippet states rules for constructing boilerplates elements. Rule (1) creates datatypes, that is, system and state; rule (2), (3) create syntactic elements. The syntactic elements can be typed inline, e.g., "ASL"::system, or referred from a model; rule (4) creates the fixed syntax element shall be, and finally rules (5) and (6) create Simple, and Proposition boilerplates using the above parser rules, respectively. For example, Simple boilerplate, such as, <term:system> shall be <term:state>, and Proposition boilerplate, such as, <term:system> is <term:state>.
requirements specification document written in ReSA. Since, such models are not readily available in practice, our approach is appealing and useful to industry. The problem of consistency checking is reduced to a satisfiability problem as follows. The requirements, Reqᵢ, are expressed using propositional formulas, and the conjunction of these requirements, \( \bigwedge_i \text{Req}_i \), is checked for satisfiability, \( M \models \bigwedge_i \text{Req}_i \), where \( M \) is an interpretation (assignment of the propositional variables that satisfies) \( \bigwedge_i \text{Req}_i \). The propositional formulas are mostly expressed by conditional statements, \( (P \Rightarrow Q) \) that hold globally in the system, where \( P, Q \) are propositional formula, which contains \( \land, \lor, \rightarrow, \neg \) and logical operators [6].

The consistency-check is briefly described as follows:

**Algorithm 1** reads the requirements specification, transforms it into a propositional formula. A ReSA requirement specification can be treated as a composition of propositions, logical operators, \( (\land, \lor, \rightarrow) \), and fixed syntactic elements, like if...else. The propositions are instantiations of the Simple, or Proposition boilerplates. In the ReSA requirement of Example 1, \( \langle \text{Btn1: inDevice} \rangle \) is \( \langle \text{pressed: actOnInDev} \rangle \) is an instantiation of the **Proposition** boilerplate, and \( \langle \text{ASL: system} \rangle \) shall be \( \langle \text{activated: state} \rangle \) is an instantiation of the **Simple** boilerplate:

**Example 1:**

\[
\text{if} \langle \text{Btn1: inDevice} \rangle \text{is} \langle \text{pressed:actOnInDev} \rangle; \\
\text{then} \langle \text{ASL: system} \rangle \text{shall be} \langle \text{activated:state} \rangle; \\
\text{endif}
\]

Line 1 of Algorithm 1 reads the requirements specification (*.resa) file, and buffers the content into reqsBuffer. For each requirement specification, the **Simple** and **Proposition** boilerplates are respectively replaced with temporary variables for later use (3). Next, propositions props are extracted from the requirement specification reqSpec (4), after which, for each proposition, propositional variables \( \text{pos} \) are generated (5). Finally, a boolean expression is generated by substituting the temporary variables with \( \text{pos} \) in the preserved requirement structure (6). Applying this algorithm to Example 1, we get

\[(p_1 \Rightarrow p_2), \text{ where } p_1 \text{ represents } \langle \text{Btn1: inDevice} \rangle \text{is} \langle \text{pressed:actOnInDev} \rangle; \text{ and } p_2 \text{ represents } \langle \text{ASL: system} \rangle \text{shall be} \langle \text{activated:state} \rangle;\]

**Definition 2:** A proposition \( p_2 \) is the negation of proposition \( p_1 \) \( (p_2 = \text{not } p_1) \), if there exists a word at position \( i \) of \( p_2 \)
Algorithm 1: ReSA to boolean transformation

1 reqsBuffer[] ← ReadReqs(*.resa)

Function ReSAToBoolean(reqsBuffer)

2 foreach req in reqsBuffer do
3     (id, reqSpec...) ← ParseReq(req)
4     reqSpecStruct ← PreserveReqSpecStruct(reqSpec)
5     props[] ← ParseProps(reqSpec)
6     foreach p in props do
7         pvs[i] ← GetPropVars(p)
8     s ← GenerateBooleanExp(reqSpecStruct.pvs)
9     booleanExps[] ← GeneratePropVars()
10     booleanExps[] ← NormalizeProp(booleanExps, pvs)
11     return : booleanExps

Algorithm 2: Generates a proposition variable

1 antonymsBuffer[] ← ReadAntonyms(antonyms.txt)
2 propositionsBuffer[] ← Null

Function GetPropVars(proposition)

3 pn ← NormalizeProp(proposition, antonymsBuffer)
4 foreach p in propositionBuffer do
5     if pn = p then
6         return : p.pv
7     end
8 end
9 newPv ← GeneratePropVars()
10 AddProp(pn, newPv)
11 return : newPv

Algorithm 2 implements Definition 2, hence, replaces an antonym with its root word (3). Further, Line (4-5) checks the propositionsBuffer for match of the proposition pn, and returns its propositional variable if found. Otherwise, Line 5 generates a new propositional variable for the proposition pn, and Line (5) adds the new proposition, and its propositional variable to the propositionsBuffer.

C. Consistency Checking

In this section, we introduce Algorithm 3 that illustrates the function for invoking the Z3 SMT Solver. Line (1) transforms boolean expressions into an SMT-LIB2 format, which is the input format of Z3; line (2) creates a logical context that enables interaction with the solver; line (3) parses SMT-LIB2 into the context, and finally, lines (4) and (5) create an instance of the solver, and invoke the solver, respectively.

Algorithm 3: consistency-check using Z3 SMT Solver

1 ctx ← new Context()
2 ctx.parseSMTLIBString(smtLibStr, null, null, null, null)
3 z3Solver ← ctx.mkSolver()
4 return : z3Solver.check(ctx)

V. INDUSTRIAL USE CASE: ADJUSTABLE SPEED LIMITER

We have conducted an initial validation of our approach on requirements from the Adjustable Speed Limiter (ASL) [6]. ASL is an automotive safety-critical function, which is found along other vehicle limitation and control functions, such as Cruise Control (CC), in modern Volvo trucks. It limits the truck speed not to exceed a predefined and configurable vehicle speed. ASL provides an HMI interface for interaction with the driver, and has access to the powertrain engine in order to limit the engine positive torque. Therefore, it is a complex and safety-critical function.

ASL realizes 304 functional and extra-functional requirements, such as timing, safety, vehicle configurability, and variability. The requirements of ASL are found at multiple levels of abstraction according to EAST-ADL requirements modeling approach, that is, requirements defined at the lower level of abstraction are refinements of the upper level abstraction. In our validation process, we rewrite the requirements of ASL, which have been previously written in natural language (English), in ReSA. Furthermore, we evaluate the language and the tool with practitioners at Volvo Group Trucks Technology (VGTT). In this section, we show the validation result, and explain the consistency check function of the ReSA toolchain.

A. ASL Requirements Expressed in ReSA

Requirements of ASL describe a wide range of ASL functional and extra-functional properties, including:

- Interaction of the function with the driver (Human Machine Interface, HMI Requirements)
- High level ASL functions, which are less technical, and independent of implementation (High level FR).
- Functional-block Responsibility Requirement (Functional-block RR) briefly describe the responsibility of a functional block in precise and short statement.
- Low level functional requirements are more technical and implementation dependent (Low level FR).
- Performance Requirements express, such as timing, and concurrency, related requirements.
- Safety Requirements, such as response during faulty operation of ASL function.
Fig. 4: The ASL Requirements Distribution

Req# 1 (ASL activation display): ...HMI Requirement
if <ASL:vf> is <selected:actOnSys> then
"the ASL indication light":hft shall be <"lit":actOnDev>; on <the free wheel>;
endif

Req# 2 (ASL activation): ...High-level FR
if <increaseBtn:inDev> is <pressed:actOnDev> then
<ASL:vf> shall be <activated:state>; within <0.25><s>;
endif

Req# 3 (ASL activation): ...Configurability Requirement
<ASL_min:ffp> and <ASL_max:ffp> shall be <configurable>;

Req# 4 (RSLM - ASL activation): ...Functional-block RR
<RSLM:fd> shall be <responsible>; for <"activating ASL">;

Req# 5 (ASL activation request): ...Design-level FR
if <"ASL activation request":ffp> is <received:actOnPara>; while <ASL:vf> is <overriden:state>;
then
"ASL target speed":ffp shall be set to <"ASL set speed":ffp>; and
"ASL":state shall be <activated:state>;
endif

Req# 6 (ASL activation request): ...Performance Requirement
"The engine torque":ffp shall <"release control on":actOnPara> <"engine":hct>;
within <0.25><s>;

Req# 7 (ASL activation request): ...Safety Requirement
if <"fault affecting ASL function":event> occurs; while <ASL:vf> is <active:state>;
then
<ASL:vf> shall be <deactivated:state>;
in <a safeway>;
endif

In order to observe how much of information is encoded in the different requirements categories mentioned above, we analyze the boilerplates that are used to express requirements of ASL. Figure 5 shows that Simple and Proposition boilerplates are the most widely used boilerplates, followed by Compound boilerplates. Even though the number of Functional-block Requirements are more than the Low-level Functional Requirements, as shown in Figure 4, the amount of information encoded in the requirements is higher in the Low-level Functional Requirements, as indicated in Figure 5. This is witnessed by the fact that far more boilerplates are used to express the Low-level Functional Requirements than to express Functional-block Requirements.

B. Evaluation of the ReSA Toolchain with Practitioners

We have carried out an initial evaluation of the ReSA tool with 8 practitioners from VGTT. The practitioners include requirements engineers, software engineers and architects, test engineers, and researchers. The main goal of the evaluation is to get an initial result of using the tool. The evaluation criteria can be accessed using the web link, https://goo.gl/HwQ1vO. The response from the practitioners is Table III.

TABLE III: The ReSA toolchain evaluation

<table>
<thead>
<tr>
<th>Role</th>
<th>Summary Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software engineers</td>
<td>found structuring of requirements appealing; they suggested more expressiveness in the language.</td>
</tr>
<tr>
<td>Verification engineers</td>
<td>found the tool usable, especially in test case development.</td>
</tr>
<tr>
<td>Requirement engineers</td>
<td>found that reusability and extensibility of the specification method was appealing, and suggested adding alternative graphical specification.</td>
</tr>
<tr>
<td>Researchers</td>
<td>found the specification method, and specialization to EAST-ADL abstractions useful.</td>
</tr>
</tbody>
</table>

In the following subsection, we show a sample of the ASL specification in ReSA. Further, we apply our consistency checking approach on ASL requirements.

C. Consistency Checking on the Use Case

Using the ReSA toolchain, we express 37 functional requirements of the ASL system, that are related to the activation and deactivation of the system. Next, we check consistency of the requirements specifications using the consistency-checking feature of the toolchain. In this subsection, we show the point...
of inconsistency reported by toolchain, and also demonstrate how the consistency-checking function works.

The following requirement describes enabling ASL.

```plaintext
(req req001_ENABLING_ASL:
  (p1) if interaction#driver "selects":verb 
    "ASL speed control":mode; and 
  (p2) (mode# vehicle is in mode 
    "pre-running"; or 
  (p3) mode# vehicle is in mode "running"); 
  then 
  (p4) action# "ASL":system shall be 
    "enabled":verbState; and 
  (p5) status# "ASL enabled":status shall be 
    "presented to":verb 
  endif
endreq
```

The boolean expression for the above requirement becomes

\[(p1 \land (p2 \lor p3)) \Rightarrow (p4 \land p5)\]

To show how the consistency function catches inconsistencies in requirements specifications, we now introduce a bogus requirement for disabling ASL, as follows:

```plaintext
(req req002_bogus_DISABLING_ASL:
  (p6) if interaction#driver "selects":verb 
    "ASL speed control":mode; 
  then 
  (p7) action# "ASL":system shall be 
    "disabled":verbState; 
  endif
endreq
```

Since the word disabled is antonimic to the word enabled, p7 becomes the negation of p4 according Definition 6; and p6 is equivalent to p1. Therefore, the boolean expression for the above requirement becomes \(p1 \Rightarrow \neg p4\). To demonstrate how the consistency check function works, let us assume, and assert in the specification that ASL is enabled, and the vehicle is in pre-running mode. The SMT-LIB2 equivalent format of the above two requirements including the assertions, as obtained from our transformation, appears as follows:

```plaintext
(set-option :produce-unsat-cores true)
; declare boolean constant
(declare-const p1 Bool)

;req001_ENABLING_ASL
(assum (! (=> (and p1 (or p2 p3)) 
  (and p4 p5)) :named req001))
;req002_bogus_DISABLING_ASL
(assum (! (=> p1 (not p4)) :named req002))

;Assert that driver selects ASL control
(assum (! (= p1 true) :named assumption1))
;Assert vehicle is in pre-running mode
(assum (! (= p2 true) :named assumption2))
```

If the Z3 solver is triggered to check the satisfiability of the 37 requirements specifications, it returns unsat, as there exists an inconsistency within the requirements specification. Obviously, the ASL cannot be activated and deactivated at the same time, given the assumptions, and this inconsistency is identified using the toolchain. A feature of Z3’s unsat-core tries to localize the region of inconsistency by listing the requirements associated with the inconsistency problem using the labels of requirements defined during the requirements specification. For example, the following result from the solver indicates that the region of inconsistency is related to the two requirements, and the assertions we made.

```
unsat
(req001 req002 assumption1 assumption2)
```

The engineer is supposed to use this feedback from the solver, and make necessary changes to the specification, and repeat the consistency checking process until no more inconsistency is found.

VI. RELATED WORK

The related work focuses on toolchains that use template-based specification methods, computer-processable Controlled Natural Languages (CNLs), and perform automated consistency checking without the need for system models. These are in contrast to tools that use tabular specification techniques [21], graphical specification methods, or formal specification methods, e.g., Z notation, LARCH, Linear Temporal Logic (LTL) [22].

A. Template-based Specification Tools

In this paper, we define a template-based specification method that uses predefined specification templates extracted from experience in requirements engineering, in order to express requirements in a more structured way. The most popular methods of this type are requirements boilerplates [23][24][25], and Specification Pattern System (SPS) [26][27][28]. Specification templates are reusable artifacts, and consist of variable and fixed syntactic elements, where the variable part is filled by the engineer. The specification templates facilitate communication among engineers due to the fact that engineers use the same templates for similar requirements from a common repository of templates. The challenges of template-based approaches are: 1) the selection of an appropriate template out of seemingly similar templates; the Natural Language Processing (NLP) technique is found to ease this challenge in the case of DODT tool [2] while manual intervention is still necessary, and 2) the extension of the template repository with new templates for requirements that could not be expressed with the existing templates. The templates extension requires a careful approach, as templates could be ambiguous, or conflicting to each other. Therefore, such extension mechanism should subscribe to some syntactic, or semantic rules. By using the ReSA tool, the creation of new boilerplates is constrained by the syntactic and semantic rules of the ReSA language.

Boilerplate tools, such as DODT, and Requirements Authoring Tool (RAT), use requirement boilerplates to express requirements. Requirements boilerplate, e.g., the if <button> is <pressed> then <system> shall be <activated>; within <0.25><sec>; endif,
is a typical boilerplate in ReSA language. The primary goal of using boilerplates is to provide structure to requirements, and make them readable, and more comprehensible than their temporal logic counterparts. However, some tools use knowledge management, e.g., an ontology, to analyze the quality of requirements (such as consistency, completeness, redundancy, vagueness), according to quality metrics defined in their knowledge-base.

DODT [2] is a research prototype tool, which is developed in the European CEASAR project. The tool supports boilerplates, and unconstrained natural language (English) to write requirements. The unconstrained natural specification is matched to existing boilerplates using Natural Language Processing (NLP) technique, and boilerplate mismatches are manually corrected. The tool can assess the quality of requirements specification based on the analysis of Ambiguity, Inconsistency, Completeness, Opacity, and Noise, by referring to the ontology that defines attributes, attribute relations, various axioms of the boilerplates, e.g., for contradiction, sub-classing, equivalence [29]. RAT [30] is an industry level tool, which is being developed by the REUSE Company. It supports advanced features, such as guides writing of requirements using IntelliSense from Microsoft, quality analysis on-the-fly using metrics, such as Inconsistency, Ambiguity, Overlapped requirements, non-atomicity with the help of a separate knowledge-manager that stores vocabulary, patterns, syntax, and semantic representation. Due to its proprietary nature, it is not clear if the boilerplate extension mechanism relies on any syntactic or semantic rules like in the ReSA toolchain.

The Specification Pattern System (SPS) proposed by Dwyer et al. [27] is a set of property specification patterns, that can better be understood, and used by domain practitioners than, for instance, LTL specifications. Konard and Cheng extended the SPS with real-time support [26]. Using ReSA, temporal requirements can be expressed using the Prepositional Phrase boilerplate, e.g., within <time>, after <time>, ...; however, our transformation is limited to proportional formulas only. The toolchain by Post and Hoenicke [28] is an implementation of the real-time SPS grammar. The toolchain allows expression of requirements in restricted English grammar, e.g., Globally, it is always the case that P holds after at most 10 seconds, where P is a property to be checked, and the pattern translation into Duration Calculus [31]. Furthermore, their toolchain can check inconsistency, r-t-inconsistency (checks timing boundaries), and vacuity (requirements that can never be enabled). However, we couldn’t gain access to the toolchain to do hands-on experience. As compared to the boilerplate-based specification, the SPS mentioned above uses architectural elements in constructing the property, e.g., vehicleSpeed > setSpeed, where vehicleSpeed, and setSpeed are elements of our ASL architecture. Moreover, the SPS has representations in formal logic. Unlike boilerplate-based specification, the SPS targets behaviour description, therefore its coverage is limited, but more precise due to its formalized nature. ReSA, on the other hand can express a wide range of requirement types, including behavioural, and requirements that express performance, and safety. Further more, as compared to the SPS, ReSA is close to natural language. Elen et. al [32] propose an existential bounded consistency analysis using Bounded Model Checking (BMC), and implement their prototyping using iSAT model checker. The analysis does not require a system model, and checks if a run exists that satisfies the specification in BTC pattern [33].

B. Computer-processable CNL Tools

Computer-processable Constrained Natural Languages (CNLs), such as the Attempto Control English (ACL), and the Processable ENGLISH (PENG), use limited words, phrases, syntax and semantics of natural language express texts in a simplified English language. Moreover, computer-processable CNLs have formal semantics, e.g., in first-order-logic (FOL), which makes them amenable to automated analysis, that is for checking logical consistency, redundancy, and ambiguity. The ReSA toolchain uses transformation of requirements to proportional formula to do the consistency checking, and supports features, such as specification guide, and provides tips for error correction during requirements specification.

ACE supports the construction of simple, and composite sentences (complex and compound), coordination of phrases using and, subordination, quantification, negation, and query-answer interfaces [34]. Texts in ACE can be translated into formal specifications, such as FOL [35]. The Attempto toolchain is a suite of tools. The tool has support for text completion, and inline checking for ambiguity, inconsistency via its predefined lexicon, and grammar rules. Attempto does not allow the use of passive sentences, verb phrases, modal verbs, which is natural to use in requirements specification, for example, system shall be activated. Inspired by ACE, PENG [36] is also a computer-processable language. The PENG system uses ECORE, which is a look-ahead editor, in order to predictively provide possible alternatives during writing. This feature lowers the burden of memorising the syntax rules of PENG. Yan et. al [37], in the tool SpecCC, transformed their own CNL into LTL, and synthesize the LTL specification using G4LTL in order to check for realizability.

VII. Conclusion

In the automotive industry there is a stringent need for semi-formal requirements specification methods and tools that integrate seamlessly into industrial practice. In this paper, we propose an implementation of the previously proposed ReSA requirements specification language, and provide algorithms for the logical consistency checking of requirements formulated in ReSA for a particular system. Our consistency checking approach first automatically transforms ReSA requirements specifications into expressions in propositional logic first, and then uses Z3 SMT solver to check the satisfiability of the boolean specifications.

In order to handle the complexity of automotive embedded systems development, the use of multiple levels of abstraction...
is a known, and usually common practice for designing a complex electrical/electronic function in architectural languages such as EAST-ADL. In this paper, we specialize the ReSA toolchain to support specifications tailored to EAST-ADL levels of abstraction. We have conducted a validation of the toolchain on the Adjustable Speed Limiter use case. The language is expressive enough to express the 304 use case requirements. Furthermore, the toolchain has also undergone an initial evaluation by VGT engineers, who answered questionnaires and specified certain requirements with our tool. In our future work, we plan to scale the consistency checking to support requirements with temporal, and quantifiers properties. We also plan to extend the validation process to various automotive use cases, including from other companies besides VGT, such as from Scania. In the near future, the toolchain will be integrated into Synligare Eclipse for the EAST-ADL language.
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<tr>
<td>Nalepa, Grzegorz J.</td>
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</tr>
<tr>
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<td>175, 181</td>
</tr>
<tr>
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<td>1531</td>
</tr>
<tr>
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<td>1263</td>
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<td>71</td>
</tr>
<tr>
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<td>141</td>
</tr>
<tr>
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</tr>
<tr>
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<td>287</td>
</tr>
<tr>
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</tr>
<tr>
<td>Pol, Dawid</td>
<td>1471</td>
</tr>
<tr>
<td>Poliński, Artur</td>
<td>889</td>
</tr>
<tr>
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</tr>
<tr>
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<td>Poreba, Jaroslav</td>
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<tr>
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<tr>
<td>Potopka, Joanna</td>
<td>1539</td>
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<tr>
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<td>1175</td>
</tr>
<tr>
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<td>601</td>
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<tr>
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<tr>
<td>Przybyla-Kasperek, Małgorzata</td>
<td>137</td>
</tr>
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<tr>
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<tr>
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<tr>
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<tr>
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<tr>
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<td>303</td>
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<td>-------------------</td>
<td>-----------------------------</td>
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<tr>
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<tr>
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<tr>
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<tr>
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<td></td>
</tr>
<tr>
<td>Ryabchikov, Oleg</td>
<td></td>
</tr>
<tr>
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<td>Rykaczewski, Krzysztof</td>
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<tr>
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<tr>
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<tr>
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<tr>
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<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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<td></td>
</tr>
<tr>
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</tr>
<tr>
<td>Šep, Krzysztof</td>
<td></td>
</tr>
<tr>
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</tr>
<tr>
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<tr>
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</tr>
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</tr>
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</tr>
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</tr>
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<tr>
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<tr>
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<tr>
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</tr>
<tr>
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</tr>
<tr>
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<td></td>
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<tr>
<td>Stachowski, Matthias</td>
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