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Dear Reader, it is our pleasure to present to you Position Papers of the 2016 Federated Conference on Computer Science and Information Systems (FedCSIS), which took place in Gdańsk, Poland, on September 11-14, 2016. This is the forth year when position papers have been introduced as a separate category of contributions. They represent emerging research papers and challenge papers. The former present preliminary research results from work-in-progress based on sound scientific approach but presenting work not completely validated as yet. The latter propose and describe research challenges in theory or practice of computer science and information systems.

FedCSIS 2016 was Chaired by prof. Krzysztof Goczyła, while Zenon Filipiak acted as the Chair of the Organizing Committee. This year, FedCSIS was organized by the Polish Information Processing Society (Mazovia Chapter), Systems Research Institute Polish Academy of Sciences, Warsaw University of Technology, Wrocław University of Economics, and Gdańsk University of Technology. It was organized in technical cooperation with: IEEE Region 8, IEEE SMC Technical Committee on Computational Collective Intelligence, IEEE Computer Society Technical Committee on Intelligent Informatics, IEEE Poland Section, Computer Society Chapter Poland, Gdańsk Computer Society Chapter Poland, Polish Chapter of the IEEE Computational Intelligence Society, ACM Special Interest Group on Applied Computing, Łódź ACM Chapter, European Alliance for Innovation (EAI), Committee of Computer Science of the Polish Academy of Sciences, Polish Operational and Systems Research Society, Mazovia Cluster ICT Poland and Eastern Cluster ICT Poland. Furthermore, the 11th International Symposium Advances in Artificial Intelligence and Applications (AAIA’16) was organized in technical cooperation with: International Fuzzy Systems Association, European Society for Fuzzy Logic and Technology, International Rough Set Society and Polish Neural Networks Society.

FedCSIS 2016 consisted of the following events (conferences, symposia, workshops, special sessions). These events were grouped into FedCSIS conference areas, of various degree of integration. Specifically, those listed in italics and were grouped into FedCSIS conference areas, symposia, workshops, special sessions. These events were grouped into FedCSIS conference areas, of various degree of integration. Specifically, those listed in italics and without indication of the year 2016 signify "abstract areas" with no direct paper submissions (i.e. paper submissions only within enclosed events).

- AAIA’16 – 11th International Symposium Advances in Artificial Intelligence and Applications
  - AIMaVIG’16 – 2nd International Workshop on Artificial Intelligence in Machine Vision and Graphics
  - AIMA’16 – 6th International Workshop on Artificial Intelligence in Medical Applications
  - AIRIM’16 – 1st International Workshop on AI aspects of Reasoning, Information, and Memory
  - ASIR’16 – 6th International Workshop on Advances in Semantic Information Retrieval
  - DSTU’16 – 6th International Workshop on Dealing with Spatial and Temporal Uncertainty and Imprecision
  - LTA’16 – 1st International Workshop on Language Technologies and Applications
  - WCO’16 – 9th International Workshop on Computational Optimization

- CSS - Computer Science & Systems
  - AIPC’16 – 1st International Workshop on Advances in Image Processing and Colorization
  - CANA’16 – 9th Computer Aspects of Numerical Algorithms
  - CPORA’16 – 1st Workshop on Constraint Programming and Operation Research Applications
  - IWCP’S’16 – 3rd International Workshop on Cyber-Physical Systems
  - MMAP’16 – 9th International Symposium on Multimedia Applications and Processing
  - WSC’16 – 8th Workshop on Scalable Computing

- ECRM – Education, Curricula & Research Methods
  - IEES’16 – 1st International E-education Symposium - Education of the Future
  - DS-RAIT’16 – 3rd Doctoral Symposium on Recent Advances in Information Technology

- iNetSApp’16 – 4th International Conference on Innovative Network Systems and Applications
  - EAIS’16 – 3rd Workshop on Emerging Aspects in Information Security
  - SoFAST-WS’16 – 5th International Symposium on Frontiers in Network Applications, Network Systems and Web Services
  - WSN’16 – 5th International Conference on Wireless Sensor Networks

- IT4MBS – Information Technology for Management, Business & Society
  - ABICT’16 – 7th International Workshop on Advances in Business ICT
  - AITM’16 – 14th Conference on Advanced Information Technologies for Management
  - ISM’16 – 11th Conference on Information Systems Management
  - KAM’16 – 22nd Conference on Knowledge Acquisition and Management
  - UHH’16 – 2nd International Workshop on Ubiquitous Home Healthcare

- JAWS – Joint Agent-oriented Workshops in Synergy
  - MAS&SS’16 – 10th International Workshop on Multi-Agent Systems and Simulations
  - SEN-MAS’16 – 4th International Workshop on Smart Energy Networks & Multi-Agent Systems

- SSD&A – Software Systems Development & Applications
  - BTMSPA’16 – 1st Symposium on Balancing Traditional and Modern Software Process Approaches
  - MDASD’16 – 4th Workshop on Model Driven Approaches in System Development
This year (2016) is the year of the 90th anniversary of the birth and the 10th anniversary of the death of Professor Zdzisław Pawlak. Therefore, a special plenary panel devoted to the “Legacy of Professor Zdzisław Pawlak” has been organized. During the panel, friends, students and collaborators of Prof. Pawlak shared their memories and reflections.

Furthermore, an AAIA’16 Data Mining Competition, focused on “Predicting Dangerous Seismic Events in Active Coal Mines” has been organized. Its results constitute a separate section in these proceedings. Awards for the winners of the contest were sponsored by: Research and Development Center EMAG and the Mazovia Chapter of the Polish Information Processing Society.

Each event constituting FedCSIS had its own Organizing and Program Committee. We would like to express our warmest gratitude to the members of all of them for their hard work attracting and later refereeing 512 submissions.

FedCSIS 2016 was organized under the auspices of dr. Jarosław Gowin, Minister of Science and Higher Education, Anna Streżyńska, Minister of Digital Affairs, Paweł Adamowicz, Mayor of the City of Gdańsk, Wojciech Szczurek Mayor of the City of Gdynia, and prof. Henryk Krawczyk, Rector of the Gdańsk University of Technology.

Finally, FedCSIS 2016 was sponsored by the Ministry of Science and Higher Education and Intel.

Maria Ganzha, Co-Chair of the FedCSIS Conference Series, Systems Research Institute Polish Academy of Sciences, Warsaw, Poland, and Warsaw University of Technology, Poland
Leszek Maciaszek, Co-Chair of the FedCSIS Conference Series, Wrocław University of Economics, Wrocław, Poland and Macquarie University, Sydney, Australia
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Clustering Validity Indices evaluation with regards to semantic homogeneity

Tomasz Dziopa
Faculty of Mathematics, Informatics and Mechanics
University of Warsaw
Tomasz.Dziopa@students.mimuw.edu.pl

Abstract—Clustering validity indices are methods for examining and assessing the quality of data clustering results. Various studies provide a thorough evaluation of their performance using both synthetic and real-world datasets. In this work, we describe various approaches to the topic of evaluation of a clustering scheme. Moreover, a new solution to a problem of selecting an appropriate clustering validity index is presented. The approach is applied to a problem of selecting a suitable clustering validity index for a real-world task of clustering biomedical articles using the MeSH ontology.

I. INTRODUCTION

The problem of clustering is one of the fundamental problems in Machine Learning. The goal of clustering is to find the best way to divide a set of points into groups. This formulation reflects a natural process of learning—humans tend to categorize entities, like objects, people or events into clusters, which are characterized by common attributes. In this paper, we will present a comparison of clustering validity indices with regards to their applications to clustering biomedical documents from PubMed database.

Clustering validity is a common name for quantitative evaluation of the results of clustering algorithms [12]. Clustering Validity Index (CVI) can be perceived as a function which takes as arguments the dataset and clustering scheme and outputs some value which represents the quality of the clustering scheme. Cluster validity index should provide some insight about the quality of grouping. The most intuitive notions reflected by the concept of “good clustering” are compactness and separation. The cluster is compact, when points within this cluster are possibly close to each other, whereas clusters are separated, when neighboring clusters are possibly far from each other [4].

The most common applications of cluster validity methods are:

1) Fine-tuning parameters of clustering parameters—the comparison of varying clustering schemes obtained using different parameters in order to find the best grouping.

One of the most common parameters studied in the literature is the number of clusters in algorithms that assume fixed number of clusters a priori, like k-means [citeHennig2014].

2) Examining clustering stability of a dataset—sensitivity of result of clustering algorithm to modification of algorithm’s parameters

3) Examining clustering tendency—in some cases we do not know if the dataset has any clustering structure so that it can be grouped in a meaningful way. By applying cluster validity methods we can determine, whether the dataset has adequate grouping structure.

II. CLUSTERING VALIDITY INDICES

Clustering Validity Indices are most commonly categorized into three main categories: internal, external and relative. In this chapter we will present the most common methods for assessing the quality of a clustering scheme.

A. External methods

Indices from this group assume that for dataset \( D \) some reference clustering \( T = \{T_1,\ldots,T_m\} \) is given. The idea is that these indices try to express similarity between some scheme \( C = \{C_1,\ldots,C_k\} \) being examined and \( T \), sometimes referred to as gold standard.

Pair-counting indices

We introduce a label for a pair of points \((x_a,x_b)\) for each \( x_a,x_b \in D \):

- True positives: \( x_a \) and \( x_b \) belong to the same partition in \( T \) and are also in the same partition in \( C \).
- True negatives: \( x_a \) and \( x_b \) belong to different partitions in \( T \) and \( C \).
- False positives: \( x_a \) and \( x_b \) do not belong to the same partition in \( T \), but they belong to the same partition in \( C \).
- False negatives: \( x_a \) and \( x_b \) belong to different partitions in both \( T \) and \( C \).

Pair-counting indices are defined as functions calculated over the sizes of the \( TP, TN, FP \) and \( FN \) sets.

1) Rand Statistic:

\[
R = \frac{TP + TN}{TP + TN + FP + FN}
\]

Index describes the ratio of correctly guessed pairs (clusterings \( C \) and \( T \) agree on membership of both points to either the same or different clusters). Perfect clustering will achieve \( R = 1 \).
2) Jaccard Coefficient:
\[ J = \frac{TP}{TP + FN + FP} \]
Perfect clustering achieves \( J = 1 \), as there are no false negatives and no false positives. Jaccard coefficient is asymmetric in terms of true negatives and true positives, as it ignores true negatives. The influence of pairs of points belonging to the same cluster in both clusterings is amplified and the impact of pairs of points not belonging together is discounted.

3) Fowlkes and Mallows index: Let’s introduce the notions of \textit{pairwise precision} and \textit{pairwise recall}, defined as follows:
\[ \text{prec} = \frac{TP}{TP + FP} \]
\[ \text{recall} = \frac{TP}{TP + FN} \]
The Fowlkes-Mallows index is defined as the geometric mean of the pairwise precision and pairwise recall:
\[ FM = \sqrt{\text{prec} \cdot \text{recall}} = \frac{TP}{\sqrt{(TP + FN)(TP + FP)}} \]
This measure is asymmetric in terms of true positives and true negatives, because true negatives are ignored. Maximum value of \( FM \) is 1, when there are no false positives or negatives.

Matching-based measures
Matching-based measures try to match clusters from \( C \) with \textit{gold standard} clusters \( T \) and calculate various statistics on the matching.

4) Purity: This measure tries to capture the concept of cluster being \\textit{pure} - that is, containing only points from one golden-standard partition. Purity can be defined as follows\[13]\):
\[ \text{purity} = \frac{1}{N} \sum_{i} \max_{j} \left| C_{i} \cap T_{j} \right| \]
where \( T \) is the set of ground-truth clusters and \( C \) is the set of examined clusters.

We can distinguish following cases based on the cardinality of sets \( C \) and \( T \):
1) when \( |C| = |T| \) and purity = 1, then \( C \) is a perfect clustering
2) when \( |C| > |T| \) purity can still achieve 1, when each cluster in \( C \) is a subset of cluster in ground-truth partitioning \( T \)
3) when \( |C| < |T| \) purity is always < 1 - at least one cluster in \( C \) contains points from more than one clusters in \( T \)

5) Maximum matching: Maximum matching \[13]\ is defined as the value of maximum matching between sets in \( C \) and \( T \) - unlike in purity, each cluster in \( C \) is assigned a unique partition from \( T \).

More formally, given a graph \( G = (V, E) \), where \( V = C \cup T \) and \( \forall_{i,j} (C_{i}, T_{j}) \in E \) we want to find a maximum weighted matching in \( G \). Weights on edges are given as \( w(C_{i}, T_{j}) = |C_{i} \cap T_{j}| \).

The problem of finding a maximum matching in a bipartite weighted graph, assuming \( |C| \approx |T| \), can be solved in \( O(|C|^{2} \log |C| + |C|^{3}) = O(|C|^{3}) \) time complexity.

6) F-Measure: Let \( T_{\text{match}}(i) = \arg \max_{T_{j} \in T} |C_{i} \cap T_{j}| \) denote the cluster in ground-truth partition \( T \), which is represented the most in cluster \( C_{i} \). We can define precision and recall for cluster \( C_{i} \) as follows:
\[ \text{prec}_{i} = \frac{|C_{i} \cap T_{\text{match}}(i)|}{|C_{i}|} \]
\[ \text{recall}_{i} = \frac{|C_{i} \cap T_{\text{match}}(i)|}{|T_{\text{match}}(i)|} \]
The F-measure for cluster \( C_{i} \) is a harmonic mean of the precision and recall for this cluster:
\[ F_{i} = \frac{2 \cdot \text{prec}_{i} \cdot \text{recall}_{i}}{\text{prec}_{i} + \text{recall}_{i}} = 2 \cdot \frac{\text{prec}_{i} \cdot \text{recall}_{i}}{\text{prec}_{i} + \text{recall}_{i}} \]
F-measure for the clustering scheme \( C \) is the mean of F-measures for all clusters:
\[ F = \frac{1}{|C|} \sum_{i=1}^{C} F_{i} \]

B. Internal methods
Internal indices are designed to express some properties of the resulting clustering scheme with regards to proximity measure.

Internal methods operate on the proximity matrix, which can be defined as:
\[ W = \{ \delta(x_{i}, x_{j}) \}_{i,j=1}^{n} \]
Proximity measure \( \delta \) should be non-negative, symmetrical and fulfill the triangle inequality.

1) Dunn index: Dunn index is defined as a ratio of the minimum distance between clusters to the maximum cluster’s diameter. These two notions can be interpreted in various ways, resulting in various definitions of Dunn Index.

Inter-cluster distance can be defined as:
- minimum distance between points originating from different clusters,
- maximum distance between points originating from different clusters,
- distance between centroids of the clusters

Cluster’s diameter can be defined as:
- maximum distance between two points within the cluster,
- mean distance between all pairs of points from the cluster,
- sum of distances of each points to the mean of the cluster

The larger the Dunn index, the better the clustering - the distance between points in different clusters is much larger than the distance between points inside the same cluster. However, Dunn index can be insensitive as inter- and intracluster distance does not capture all information about the clustering.
2) Davies-Bouldin Index: Let \( \mu_i \) denote the mean of cluster \( C_i \):
\[
\mu_i = \frac{1}{|C_i|} \sum_{x_j \in C_i} x_j
\]
and \( \sigma_i \) denote the dispersion of the points in the cluster \( C_i \) around its mean \( \mu_i \):
\[
\sigma_i = \sqrt{\frac{\sum_{x_j \in C_i} \delta(x_j, \mu_i)}{|C_i|}}
\]

The Davies-Bouldin measure [6] for pair of clusters \( C_i, C_j \) is defined as follows:
\[
DB_{ij} = \frac{\sigma_i + \sigma_j}{\delta(\mu_i, \mu_j)}
\]

\( DB \) measures the compactness of clusters compared to the distance between the cluster means.
\[
DB = \frac{1}{|C|} \sum_{i=1}^{|C|} \max\{DB_{ij}\}
\]

That is, for each cluster \( C_i \) we pick another cluster \( C_j \) which produces the largest value of \( DB_{ij} \) ratio. The smaller the \( DB \) value the better the clustering, because this means that clusters are well-separated (the distance between cluster means is large) and each cluster is compact (has a small spread).

3) Silhouette Coefficient: Silhouette coefficient [11] is a measure of both compactness and separation of clustering. Let \( a_i \) denote average dissimilarity of \( x_i \) with all other points within its cluster. \( a_i \) can be interpreted as how well \( x_i \) has been assigned to its cluster. Let \( b_i \) denote the lowest average dissimilarity of \( x_i \) to any other cluster in \( C \), of which \( x_i \) is not a member. Assuming \( x_i \in C_j \):
\[
a_i = \frac{1}{|C_j|} \sum_{x \in C_j, x \neq x_i} \delta(x_i, x)
\]
\[
b_i = \min_{C_i \in C, C_i \neq C_j} \frac{1}{|C_i|} \sum_{x_k \in C_i} \delta(x_k, x_i)
\]

The silhouette coefficient for data point \( x_i \) is defined as:
\[
s_i = \frac{b_i - a_i}{\max\{a_i, b_i\}}
\]

\( s_i \) can obtain values in interval \([-1, 1]\). \( s_i = 1 \) indicates that \( x_i \) is close to points in its assigned cluster and far from other clusters, \( s_i = 0 \) indicates that \( x_i \) lies close to the boundary between two neighbouring clusters, \( s_i = -1 \) indicates that \( x_i \) is much closer to another cluster than its own cluster - the point has been misclustered.

Silhouette coefficient for clustering \( C \) is defined as:
\[
SC = \frac{1}{N} \sum_{i=1}^{N} s_i
\]

4) Normalized \( \Gamma \): Let \( W \) be the proximity matrix of the dataset, and \( Y \) be the proximity matrix defined as follows:
\[
Y = \{\delta(\mu_x, \mu_y)\}_{x,y=1}^{n}
\]
\( \mu_x \) is the mean of all points that belong to the same cluster as \( x \). Let \( w, y \in \mathbb{R} \) be vectors obtained by linearizing the upper triangular elements excluding main diagonal of \( W \) and \( Y \).

Let \( z_W \) and \( z_Y \) denote mean-centered vectors \( w, y \). Now, the normalized \( \Gamma \) statistic can be defined as:
\[
\Gamma = \frac{z_W^T z_Y}{\|z_W\| \cdot \|z_Y\|}
\]

5) Within-Between Ratio: Within-Between Ratio is a ratio of average distance within clusters \( \mu_{within} \) to average distance between clusters \( \mu_{between} \).
\[
\mu_{within} = \sum_{C_i \in C} \sum_{x_j, x_k \in C_i, j \neq k} \delta(x_j, x_k) / \binom{|C_i|}{2}
\]
\[
\mu_{between} = \sum_{C_i, C_j \in C, i \neq j} \delta(C_i, C_j) / \binom{|C|}{2}
\]
\[
WB = \frac{\mu_{within}}{\mu_{between}}
\]

The smaller Within-Between Ratio, the better the clustering scheme.

6) Within cluster sum of squares: Within cluster sum of squares is a sum of within-cluster squared dissimilarities divided by the cluster size.
\[
WCSS = \frac{1}{2} \sum_{C_i \in C} \sum_{x_j, x_k \in C_i, j \neq k} \delta(x_j, x_k) / |C_i|
\]

The smaller the Within Cluster Sum of Squares, the more compact are the clusters.

7) Calinski-Harabasz Index: Given a clustering of a dataset \( C = \{C_1, \ldots, C_k\} \) consisting of \( N \) points, Calinski-Harabasz index is defined as [3]:
\[
CH(k) = \frac{SS_B}{SS_W} \cdot \frac{N - k}{k - 1}
\]
\( SS_B \) is the overall between-cluster variance, defined as:
\[
SS_B = \sum_{i=1}^{k} |C_i| \cdot ||\mu_i - \mu||^2
\]
where \( \mu_i \) is a mean of \( i \)-th cluster, \( \mu \) is an overall mean of the sample data, and \( ||\mu_i - \mu|| \) is the \( L^2 \) norm (Euclidean distance) between the two vectors.

\( SS_W \) is the overall within-cluster variance, defined as:
\[
SS_W = \sum_{i=1}^{k} \sum_{x_j \in C_i} ||x_j - \mu_i||^2
\]

The larger the value of Calinski-Harabasz index, the better the quality of the clustering scheme - good clustering has large between-cluster variance \( SS_B \) and a small within-cluster variance \( SS_W \).
C. Relative Validity Indices

Relative validity indices are used for comparison of clustering schemes. Indices from this group are used for deciding which clustering scheme fits the data best. This definition covers both external and internal indices which can assess the quality in relative terms, however, this notion usually refers to internal methods that are also relative.

The most common use case for relative validity indices is selecting the best clustering scheme from the set of schemes obtained using different parameters.

III. OTHER APPROACHES TO CLUSTERING VALIDITY

A. Ensembles of Clustering Validity Indices

Internal indices presented in the previous section tend to capture only particular properties of evaluated clustering scheme. The question that arises is whether a combination of internal indices would correctly judge the quality of every clustering scheme.

In [9] multiple strategies of building ensembles of clustering validity indices are evaluated. Authors have conducted an experiment on various synthetic and real-life datasets and examined the correlation of the ensembles of relative indices with regards to external validity index. In this work the quality of validity index (or ensemble) is measured as Spearman’s rank correlation coefficient with external index, referred to as effectiveness.

The basic motivation for validation using ensembles of CVI is that multiple indices with high effectiveness and a high degree of complementarity should produce more robust results than any single index.

Another problem regarding ensembles of CVI is the choice of aggregation strategy. In [9] authors have compared various strategies of combining the results of the indices. The authors found, that score-based strategies, like mean or median of the normalized values of indices in the ensemble, appeared to give inferior results to methods based on rank aggregation. The main advantage of using rank-based aggregation is that it does not rely on the concrete values of indices, therefore it does not require value normalization.

The conclusions from the experiments are, that all examined ensembles, even those assembled from random subsets of measures and with random aggregation strategy, achieved higher effectiveness than the expected value of single validity index. Surprisingly, the strategy of aggregation of results did not affect the overall effectiveness of the ensembles.

B. Semantic Approach to Clustering Validity

We can divide the indices describe previously into two major groups: internal and external. Internal indices rely only on problem space but capture the specific characteristic of the clustering scheme. External indices rely only on explicit clustering assignment therefore limiting the expedience in real world scenarios. Another approach to clustering scheme validation is the use of partial information, which does not reflect direct cluster membership, but rather implies the semantic relationships between the points.

More formally, apart from the dataset $D$ we are given a set $L = \{L_1, \ldots, L_n\}$ consisting of sets of labels with a one-to-one correspondence between elements from $L$ and $D$.

In this approach, the clustering is produced based only on the original space, discarding the additional information. This information is used afterward to assess the quality of the output clustering.

The formulation of the clustering validation problem is motivated by the rise of popularity of datasets which are annotated using labels, tags, or hashtags.

Semantic Explorative Evaluation

Semantic Explorative Evaluation described in [10] tries to capture human reasoning of assessing clustering scheme. When an expert faces the problem of manual evaluation of clustering results, he tries to explain the contents of the clusters in his own words. The main idea of SEE is that the quality of the cluster is correlated with the measure of the complexity of expert description of the cluster.

More formally, SEE takes as an input the dataset tagged with expert tags describing the points in the dataset and the clustering. Next, for each cluster, we need to calculate the complexity of expert’s description of the cluster - a model of the cluster in terms of expert tags. Any classification algorithm can provide such a model. Then the model complexity measure needs to be defined. Authors have chosen decision tree classifier as their classification algorithm, and an average depth of the resulting tree as the measure of model’s complexity.

IV. EVALUATION OF CLUSTER VALIDITY INDICES

In most works evaluating CVIs, the first step is to choose a set of datasets. Usually, synthetic datasets are used forcing various characteristics of desired clustering schemes, like varying densities, compactness, overlapping, shapes, or added noise. Additionally, a number of sample real-world datasets with known number of clusters can be chosen for the experiments.

A. Optimal K criterion

Cluster validity index evaluation has been thoroughly covered in many papers in recent years. Authors of [5] evaluated multiple papers on the topic. Surprisingly, multiple works appear to use the same methodology.

The methodology requires preparation of synthetic datasets with known number of clusters. For this reason, usually, two-dimensional datasets are used, for the ease of visualization and human verification. Additionally, we need to choose a clustering algorithm for the experiment, which allows an input parameter that sets the number of clusters for the output partition, $k$. The most popular algorithms in the literature are agglomerative hierarchical algorithm and k-means.

Let’s denote the ideal partition of a dataset as $P^*$. Subsequently, algorithm is run over the dataset with a set $K = \{k_1, \ldots, k_l\}$ of different values of parameter $k$. As a result, we obtain a set of partitions, $S = \{P_1, \ldots, P_l\}$, with one of them being a partition with a correct number of clusters for the dataset, denoted as $P_N$. More formally,
Finally, CVI is computed for all partitions in \( S \). The idea is, that the partition obtaining the best value for the evaluated \( CVI(P_k) \) will serve to predict an actual number of clusters. Let’s assume for simplicity, that function \( CVI(P_k) \) assigns greater values to "better" partitions. We say the partition \( P_{CVI} \) is proposed by the cluster validity index, when

\[
P_{CVI} = \arg \max_{P \in S} CVI(P)
\]

Clustering validity index has predicted that the dataset contains \(|P_{CVI}| \) clusters if it has made a successful guess so that \(|P_{CVI}| = |P^*|\).

The method works under a fundamental assumption, that algorithm used for clustering works "correctly" - that is, algorithm-generated partition \( P_N \) is the one that fits the data best. Obtained results of CVI are biased if the assumption does not hold so that there exists partition \( P_t \) that captures the clustering scheme of the data better.

**B. External criteria similarity**

The problem of unrealistic assumption of the clustering algorithm being able to correctly partition every dataset has been addressed in [5]. The authors have proposed a modified version of the Optimal \( k \) criterion. In contrast to this method, the CVI is said to have succeeded if it has proposed the partition most similar to the optimal partitioning, instead of the partition containing the same number of clusters as an ideal partition.

Similar as in previous method, we need to provide the input dataset \( D \), the set of potential values of parameter \( k, K = \{k_1, \ldots, k_l\} \), the set of partitions from a clustering algorithm \( S = \{P_1, \ldots, P_t\} \) and the gold standard partition \( P^* \). Additionally, we need to provide a partition similarity measure \( sim(P_i, P_j) \), for example one of external validity indices. Then, the partition obtaining highest similarity of all computed partitions can be defined as:

\[
\hat{P} = \arg \max_{P \in S} \text{sim}(P, P^*)
\]

In the new methodology, we say clustering validity index has made a successful guess if \( P_{CVI} = \hat{P} \) - when the partition obtaining the best value of examined CVI is at the same time the most similar to the ideal partitioning.

The similarity measure is another input parameter of the methodology, so its choice can be adapted to the characteristics of the experiment. Extension of this idea is to use multiple partition similarity measures and to either aggregate their results by averaging or using a voting system.

**V. SEMANTIC EVALUATION OF CLUSTERING VALIDITY INDICES**

We present a new approach to selecting the best clustering validity index. We examine the problem of clustering with additional information. The intuition behind this problem formulation is that we are given a data set, which has been manually annotated with multiple labels reflecting semantic relationships between documents. The clustering is produced based only on the original space, discarding the additional information. This information is used afterward to assess the quality of the output clustering.

More formally, apart from the data set \( D \) we are given a set \( L = \{L_1, \ldots, L_n \} \) consisting of sets of labels with a one-to-one correspondence between elements from \( L \) and \( D \).

The motivation behind this formulation of the clustering validation problem is, that it uses additional information about the relationships, which is not an explicit grouping of the points. Moreover, recently the number of data sets annotated using labels, tags, or their social-network equivalents, hashtags has increased.

The proposed method requires calculating the partitionings \( S \) of the dataset using only information from \( D \) into \( k \) groups, for each \( k \) in \( K = \{k_1, \ldots, k_l\} \). Similarly as in Section IV-B, we want to assess the quality of the clustering using external knowledge, but since we do not have reference clustering, we cannot use an external CVI. Instead, we calculate the semantic quality index \( ASH(P) \), proposed in [8].

The \( ASH \) index uses a notion of semantic distance, which is defined for documents \( T_i, T_j \) with corresponding sets of assigned expert tags \( L_i, L_j \) to be a F1 score between sets \( L_i, L_j \):

\[
F_{\text{distance}}(T_i, T_j) = 1 - \frac{\text{precision}(L_i, L_j) \cdot \text{recall}(L_i, L_j)}{\text{precision}(L_i, L_j) + \text{recall}(L_i, L_j)}
\]

Precision and recall are defined as:

\[
\text{precision}(L_i, L_j) = \frac{|L_i \cup L_j|}{|L_i|}
\]

\[
\text{recall}(L_i, L_j) = \frac{|L_i \cap L_j|}{|L_j|}
\]

The semantic distance between two sets of documents is defined as an average of pairwise \( F_i \) distances between pairs of texts from different sets:

\[
\text{semDist}(D_1, D_2) = \sum_{T_i \in D_1, T_j \in D_2} F_{\text{distance}}(T_i, T_j) \frac{1}{|D_1| \cdot |D_2|}
\]

The measure of document’s semantic homogeneity is defined similarly as Silhouette Coefficient:

\[
\text{homogeneity}(T_i) = \frac{B(T_i) - A(T_i)}{\max(A(T_i), B(T_i))}
\]

\( A(T_i) \) is a \( \text{semDist} \) distance calculated between document \( T_i \) and all other documents within the same cluster as \( T_i \). \( A(T_i) \) can be interpreted as the measure of quality of \( T_i \)'s assignment to its cluster. In case \( T_i \) forms a singleton cluster, \( A(T_i) = 0 \).

\( B(T_i) \) is the \( \text{semDist} \) measure calculated between document \( T_i \) and all documents which do not belong to the same cluster as \( T_i \). \( B(T_i) \) is the dissimilarity measure describing how far a document \( T_i \) is from all other clusters.
Finally, we define the Average Semantic Homogeneity:

\[
ASH = \frac{1}{|D|} \sum_{T_i \in D} \text{homogeneity}(T_i) \tag{6}
\]
as the measure of semantic quality of clustering scheme.

Similarly as in a methodology described in Section IV-B, we could formulate the CVI’s correctness criterion as:

\[
\arg \max_{P_i \in S} ASH(P_i) = P_{CVI} \tag{7}
\]

Stating that the partition obtaining the highest value of Average Semantic Homogeneity is the one which is suggested by examined CVI.

However, in real world scenarios the size and dimensionality of the datasets may be too big for this criterion to select one particular clustering as the one fitting the data best.

We propose a modified CVI correctness criterion: we say that CVI is suitable for the task of evaluation the clustering schemes and preserves semantic relationships between the documents, when:

- CVI calculated on document space indicates optimal number of clusters
- CVI calculated on document space is correlated with Average Semantic Homogeneity index

The main advantage of this method is that it can be used for real-world applications since it does not require a ground-truth partitioning for the dataset. Instead, we pick a random sample from the dataset and have it manually annotated by the experts. Then, using the described method we select the good CVI for assessing the quality of the clustering of the subset of the original dataset. Finally, we state that the selected CVI is appropriate for assessing the quality of the original dataset.

VI. THE EXPERIMENT

We have conducted an experiment to demonstrate the usage of Semantic Evaluation of Clustering Validity Indices in order to find the best CVI for assessing the quality of clustering text documents.

In the experiment, we used a dataset obtained from U.S. National Library of Medicine (NLM). The dataset consists of 42200 abstracts of scientific articles in English. Each article has been manually labeled by experts from NLM using concepts from MeSH ontology [1] using on average 12 concepts. Abstracts were tokenized, stemmed and common English stopwords were removed. Documents are modeled using bag-of-words in a document-term matrix with tf-idf weighting [2]. MeSH terms are treated as labels, discarding the information about major topics and contexts in which the term appears, resulting in the total of 17169 unique labels.

The experiment has been conducted on a subset of 5054 documents from NLM dataset which were selected from the MeSH headings presented in the Table I. The selection of thematically disjoint headings is intended to strengthen the clustering tendency of the dataset.

The values presented on Figure 1 are mean aggregate on 10 randomly chosen without replacement, equinumerous subsets (|D| \approx 505). The datasets have been partitioned with Agglomerative Nesting algorithm implementation using cosine distance. The values of indices were calculated using \texttt{cluster.stats} implementation from R package \texttt{fpc} [7].

Figure 2 shows the values of Average Semantic Homogeneity - the value of semantic quality of clustering. Average Semantic Homogeneity achieves higher values for smaller clusters, with a maximum value of 1 for singleton clusters. We can find the best value of parameter \( k \) using the elbow criterion, with possible values of \( k = \{5, 9, 14, 22\} \).
The results of the experiment are summarized in Table II. The $L_2$ norm has been calculated on 0-1 normalized values of Average Semantic Homogeneity and examined clustering validity indices. Our experiment shows, that Normalized $\Gamma$ shows very high correlation with ASH. Moreover, the index enables to find the best value of parameter $k$ for evaluated dataset.

The Average Silhouette Width and Calinski-Harabasz index show relatively high correlation with ASH and both reach the optimal value of $k = 22$. Moreover, Calinski-Harabasz index achieves global maximum at $k = 22$, additionally strengthening the argument of 22 being the optimal value of $k$.

Dunn index has a relatively weak correlation with ASH, although it has the local optimum at $k = 20$. We might suppose, that it does not preserve semantic relationships between the documents, and suggested value is derived from other properties of the dataset.

The remaining indices, Within-Between Ratio and Within Cluster Sum of Squares do not suggest an optimal number of partitions for the dataset.

VII. Conclusions

In this work, we have shown that for the given problem, Calinski-Harabasz, Average Silhouette Width and Normalized $\Gamma$ indices appear to reflect semantic relationships between the clusterings using bag-of-words and labels annotations models.

In contrast to previous studies, the method does not make any assumption on the correctness of the clustering algorithm. Moreover, this approach does not require datasets with known ground-truth partitioning. The presented methodology using the semantic measure of clustering scheme can be used in real-life problems. Additionally, the number of datasets tagged with expert labels or ontologies has increased in recent years.

One of the many possible directions for development of this method is to evaluate other measures of the semantic quality of the clustering. Additionally, we could make more extensive use of the MeSH ontology. In this thesis, we treated the concepts as labels, but we can take advantage of the tree-like structure hierarchy of MeSH terms and incorporate this knowledge into distance calculation in the label representation of data.

Furthermore, future studies should investigate the applications of the method to other types of documents. In this work we have examined the usage of the method with scientific documents from a particular domain only, whereas the overall applicability to clustering other kinds of documents should be researched. It is also worth examining the applications of the ensembles [9] of multiple CVIs pointed out as suitable for assessing the document clusters by our method.
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Abstract—This paper shows how to enrich the language used in the manufacturing industry regarding information structure and its representation for products and production processes. This is enabled because of our use of many-valued logic, and in order to complement the numerical approach commonly appearing in such representations. We underline the importance of utilizing mathematical disciplines like algebra and logic side-by-side with the utility of analysis and stochastics.

I. INTRODUCTION

WITHIN a communicating resources perspective, many-valued logic will be applied to decrease Data Complexity for applications in Big Data. We will further introduce a structure for functioning classification in order to complement and interact with the traditional view of faults and failures in product and production subsystems. We will develop a prototype information structure demonstrating the potential use of a multi-valued logic enriched classification of functioning in machines and manufacturing (MCFu), as related to enriched classification of faults in machines and manufacturing (MCFa). Our concept of digitalization, in order to support manufacturing and machine simulation and modelling as e.g. part of design processes, whether e.g. in the case of cars and car production, related to subsystems such as powertrain, electronics or interior, will be based on nomenclatures, classification and ontology as part of production and in particular production where information and process is tightly connected. Our language and concept, with MCFu and MCFa classifications, will support transformation and transferal of data between robots, humans and companies (Internet of Things 2.0), thus strengthening industry.

For machines and vehicles, faults and failures reduce their function either partly or completely. The traditional engineer view of functioning classifications does not always connect well and accurately with corresponding faults classifications. Machines and vehicles in the widest sense, e.g., including operators and end-users of a wide variety, need to interact with the environment, and therefore also need to appropriately connect all resources. To facilitate the connections, these respective resources need a common language for representation of faults and functioning and the relation between them. Further, within and across various machine subsystems, information and information structures are currently insufficiently connected with respect to standard information representation. Numerical approaches to standard and information structure development and utility within the industry promotes uncertainty and many-valued considerations mostly in directions of analyzing variability, and indeed variability as related to numerical values. Logical many-valuedness, and underlying structures are basically missing in most numerical approaches.

Our approach to many-valued logic can be seen also to enrich e.g. our anticipated combination of DSM [1] with the Axiomatic Design model [2], which structurally extends approaches dealing with the unstructured matrix view [3], [4]. The DSM view involves modularity of component, people and activity, whereas the Axiomatic Design model involves customer, function, product and production. The underlying logical scope appears in Section II, including the view of combination of models with respect to their granularity and modularity.

Respective logical enrichment of DSM and Axiomatic Design is prerequisite to a logical merger of these two models into a unified conceptual framework for information and process for products and production. Information basically resides within some use-case subprocess task, in turn being part of a larger process. Communication involving people performing activities is therefore not just a transmission but also requires transformation of data from a particular subprocess to be integrated and used within another subprocess. We thereby iterate complexity of problems and integration of solutions. Because of our logical model, industrial applications and required systems-oriented research are done in iteration, explained within a common interdisciplinary conceptual framework.

II. LOGICAL APPROACH

A. Common Interdisciplinary Conceptual Framework

Smart [systems] basically means smart [components—people—activities] in combination and interaction, i.e., smartness of the multidomain in DSM. This builds upon smart [components], smart [people] and smart [products], and this also explicitly initiates the explanation how smartness resides within a logical framework. Smartness thus embraces being correct and consistent about information. Further, we make a distinction between smart [system of systems] and [smart system] of systems. Various definitions appear in these contexts. Smart products are typically expected at least to involve monitoring, allow control, invite optimization and to be autonomous, each
capacity and capability building upon the preceding one, so that e.g. in order to have control capacity, a product must have monitoring capability.

Logically connecting activities and functioning, components and production, and enabling information structures to enrich availability, provide the foundations for describing the wide variety of smartness. In a concept like time to failure it is important to realize how failure needs to specified and enhanced by the underlying signature. Otherwise a failure may remain seen as an event, i.e., simply just a constant operator in the signature.

Maintenance strategy, preventive schedule (prevention guideline), predictive schedule (risk estimation), corrective (intervention), and inspection (monitoring and assessment scales), all appear in one form or another in the private and public sector. From stakeholder point of view, the private and public sectors are similar in that they share the logic of information structures even if the content is entirely different. The private and the public sectors, on the other hand, differ in that the private sector is a B2B matter, whereas the public sector is Triple Helix [5], including also a formal political dimension.

Further, system availability [3] and task scheduling [4] are typical examples, where system elements in a rolled up view are clustered into subsets of system elements, and that subset is given a new name as a new element in the rolled up DSM. This is the first steps in the logical modelling of SoS.

B. Extending the relational-logical view

We define a logical SoS involving dialogue of various form, interaction and integration, interfacing and transferral of information and structures, within and between subsystems. Further, system availability [3] and task scheduling [4] are important disciplinary aspects. The provision of a functioning standard will be extended to explain the potential use of a multi-valued logic enriched classification of functioning (MCFa) as related to a similarly enriched classification of failures (MCFa).

The logical enhancement of DSM is briefly outlined as follows. DSM uses a set \( X \) of system elements to create the set product \( X \times X \) viewed as a matrix. Bivalent interactions between elements form a relation \( R \subseteq X \times X \) sometimes viewed as a digraph. That bivalent relation can equivalently be represented as a function \( \rho_R : X \times X \rightarrow \{0, 1\} \), so that \( aRb \), i.e., \( (a, b) \in R \) if and only if \( \rho_R(a, b) = 1 \). The set \( X \) is initially unstructured, i.e., no order or operations of any kind are imposed on \( X \). Elements \( x \in X \) therefore have no initial annotation or attribution of any kind. However, once elements are given names so as to represent components, granularity is intuitively recognized, and respective modelling approaches decide about levels of detail. A typical view is that rolling up into lesser detail [1] is accepted if significant information or insight isn’t lost. We formalize this by viewing system elements as terms over a signature \( \Sigma = (S, \Omega) \), where \( S \) is the structure of sorts (types) and \( \Omega \) is the structure of operators. The set of system elements is then initially enriched to a set of terms \( T_\Omega X \), where \( X \) is a set of variables. As an example, an element actuator as a point in set without structure is symbolically meaningless, whereas \( \text{actuator}(f(x_1, \ldots, f(x_n))) \) as term builds upon actuator and \( f \) as operators, and \( x_1, \ldots, x_n \) as variables. Similarly, a temperature control could be a term \( EATC(g(y, z)) \). A many-valued interaction between the actuator and the temperature control could then be given as

\[
\rho(\text{actuator}(f(x_1, \ldots, f(x_n)), EATC(g(y, z)))
\]

where \( \rho : T_\Omega X \times T_\Omega X \rightarrow \{\text{no, weak, strong}\} \) is a three-valued relation over \( T_\Omega X \), which unravels hidden information as compared to modelling using \( X \) only. This notation is based on category theory, where \( T_\Omega : \text{Set} \rightarrow \text{Set} \) is a term functor [6] that can be extended to a monad. The monad properties allow substitutions of expressions within a term to be composable, so that the substitutions \( x = g(y, z) \) and \( z = 22 \) as composed and applied to \( EATC(x) \) leads to the term \( EATC(g(y, 22)) \). This is obvious when we use relations over \( T_\Omega X \), but once we want to have various structured sets of terms, then we need monad compositions [6]. Powersets are typical examples, where system elements in a rolled up view are clustered into subsets of system elements, and that subset is given a new name as a new element in the rolled up DSM. This is the first steps in the logical modelling of SoS.

In a many-valued logical system for describing a DSM, components and subcomponents can be viewed in the same logical framework, e.g., with piston\(\ldots\) and crankshaft\(\ldots\) as parts of a crank\(\ldots\), piston\(\ldots\), crankshaft\(\ldots\), \ldots. In a bivalent view, this enrichment is still not dramatic. However, when adding the possibility that the term functor acts over various Goguen categories [7], \( T_\Omega : \text{Set}(Q) \rightarrow \text{Set}(Q) \), where \( Q \) is the algebraic structure for the selected view of many-valuedness, then many-valuedness can be invoked in a wide variety of ways in the DSM, Axiomatic Design and TRIZ models. In order for this paper to be more self-contained, we included some detail of the term functor in the Appendix.

Note that typing is prerequisite to modularity, i.e., the set of sorts in the signature, with related type constructors [6]. Granularity then comes from using a more elaborate structure of operators, ranging from the most coarse-granular structure of operators, ranging from the most coarse-granular situation where \( \Omega \) contains only constants (of different type) to finer-granularity involving a wide range of operators with various arities, and operating over a rich structure of sorts and constructed types.

Rolling up into lesser detail will actually provide a name for a subset or cluster of system elements. It is then immediately important to note how symmetry and associativity, with trivial reflexivity, of a relation, means that we have an equivalence relation. These relational properties mean that \( X \) subdivides into equivalent classes. Again, in the bivalent case, this is apparent and straightforward, but when moving to the many-valued case, symmetry and associativity are then also many-valued, and the subdivision of \( T_\Omega X \) becomes a non-trivial matter. Another matrix approach example is the Pugh selection matrix, where the arithmetic calculation ignores the intuitive order among the design criteria, where e.g. ease and time of an implementation precedes cost of it. Here is yet another
example where many-valued approaches to types and operations enable modelling of order, i.e., how different criteria have precedence over other criteria, hidden in the matrix.

We further provide a logical enrichment of the matrix/relational models involved, so that relational types and strengths are further enhanced by symmetries, associativities and granularities. This brings in the mathematical disciplines of logic and algebra as a complement to numeric and stochastics. The lativity\(^1\) of systems is a key feature where design precedes simulation, logic precedes design, statistics precedes analytics, subsupply precedes supply.

### III. System-Of-Systems

#### A. System-of-systems definition

The definition of system of systems (SoS) is shown to be logically extendable over current definitions [8], which mostly describe types of systems of systems rather than their information content. In doing so, we are thereby closer to a system of systems views described as a collection of task-oriented or dedicated systems that pool their resources and capabilities together to create a new, more complex system, which offers more functionality and performance than simply the sum of the constituent systems [9].

The goal of a SoS architecture is to get maximum value out of a large system, comprised of smaller systems, by understanding how each of the smaller systems work, and developing industrially suitable interfaces based on industrial needs and usability studies. Since industrial applications are significantly diverse, and manufacturing industries communicate both within and across their boundaries, they are therefore complex and involve people with diverse backgrounds. Hence, complexity and cooperation are very important challenges, and robust cooperation and coordination between systems of humans and computing devices is crucial for progress in development of research results and in application development. Additionally, and perhaps most importantly, in particular applications, implementation, verification and validation activities must attain high robustness and trustworthiness, which requires underlying logical structure from complexity and facilitating cooperation as well as improved product and production development process data management.

#### B. The information and process view of SoS

Our language and concept, given the logic framework with MCFu and MCFa classifications, will support transformation and transferal of data between robots, humans and companies (Internet of Things 2.0), to optimally support the manufacturing industry in their contractor-subcontractor business relations, where sustainable production is measurable by key performance as described by our logical framework.

Formal process modelling languages, like UML with its Behavioral Modeling, SysML, and BPMN, from the Object Management Group (OMG), will enable formal information structures to be integrated with the process structures in manufacturing applications. The logic and ontology of information structures in industrial applications will be used for markup purposes. Upscaling of applications should follow an overall strategy as well as concrete suggestions and specific steps for the upscaling process and progress.

#### C. Application domains

For example, in forest products and mining industries, the general need is to ascertain optimal operation and utility of their subsystems, i.e., within the normal operation parameters. The goal is to maintain normal operation and optimal efficiency e.g. by avoiding unplanned stops and energy loss. The supplier-customer relation e.g. with respect to service and maintenance is important in particular from a SoS perspective.

Further, the automotive industry faces new SoS challenges e.g. due to the ambition to develop self-driving cars. Doing so brings developments much more outside the car itself, with needs to consider traffic and the environment as parts of the overall SoS. Customer experience, including safety and quality, also becomes extended with other aspects still not considered. From SoS point of view, traffic as a conglomerate of cars is composed differently as compared to a car being assembled from its components. Apart from industrial applications, also in health care there are several well-known systems-of-systems that can be logically treated similarly with respect to modelling of information and process. Ageing is a typical area where health and social care need to interact and become integrated in common care pathways. Falls prevention can be viewed as a specific example. Falls represent a major cause of burden and death in older adults [10]. Enhanced models of care pathways, with enriched data attached to targeted subsystems based on the herein presented logics framework, will enable monitoring of the overall care SoS performance, including macro-, meso- and micro-levels.

### IV. State-Of-The-Art

Originality of our logical approach is two-fold. On the one hand, the use of classification of functioning, as clearly separated from but connected with taxonomies of products and classifications of structure, is an original approach in the manufacturing industry. Further, many-valuedness annotated with codes, and the way codes as well as structures of codes are many-valued, is a novelty not yet seen within manufacturing. On the other hand, and still from disciplinary research point of view, our approach to enable many-valuedness at all levels and modules within a logical machinery, is unique within the logic and in particular within the many-valued logic community. Traditional many-valuedness e.g. in form of fuzzy sets and fuzzy logic, and in particular as appearing within fuzzy control techniques, is an untyped and numeric based technique that further relies only on unstructured relations, like in Zadeh’s

\[^1\) *Latitative* is related to motion, and more specifically, motion ‘to’ and ‘from’, when terms appear in sentences, terms ‘move into’ sentence, and ‘appear within’ sentences. At the same time, sentences ‘move away from’ terms, and separates terms from sentences. In comparison, ‘ablative’ is motion ‘away’, and nominative is static.*
compositional rule of inference [11], and invokes many-valuedness only as far as truth values are concerned. Whereas logic provides algebraic computing with uncertainties.

Logic is a structure containing signatures and constructed terms and, and statements or sentences latively constructed based on terms. Similarly, sentences and conglomerates of sentences are fundamental for entailments, models and satisfactions, in turn part of axioms, theories and proof calculi. This lativity is suitably expressed in category theory using functors and monads, where constructions act over underlying categories in form of monoidal categories. Category theory is thus a suitable metalanguage for logic, in particular when applications and typing of information must be considered. Uncertainty may reside in generalized powerset functors, and may be internalized in underlying categories. In both cases, suitable algebras must motor this uncertainty representation, and quantales are very suitable in this context. [20]

From a systems-oriented research point of view, logical enrichment of availability simulation, faults and functioning, DSM, Axiomatic Design, TRIZ, and other information and process related models, connect not only to methods in modern logic, but also to the historical traditions in logic such as represented by sets and types in Principia Mathematica or type theory as initiated by Schönfinkel’s Baustein [12], Curry’s functionality [13] and Church’s simple typing [14]. Götttingen and Hilbert’s foundations of mathematics were a driving force for Gödel and his work in Vienna, and many-valued logic was started by the Lwow-Warsaw school. Kolmogorov’s Aufgabe [15], related to the TRIZ view of inventiveness, as a task rather than a problem is a broader foundation for algorithm as later developed by Turing [16].

For classification purposes, type constructors must make use of category in order to enable underlying categories that represent uncertainties, using a three-level signature [6], where structured powerset constructors can be handled properly. The generic scale of uncertainties resides in those underlying categories, and the algebraic use of the scale [19] is a technique that is unavailable in traditional type theory approaches e.g. within homotopy type theory (HoTT) [17]. A typical first step to many-valuedness is adding an unspecified to two-valuedness.

A matrix is more appealing if values appear close to the diagonal, which implies a certain nearness between system elements. With values distant from the diagonal, clustering can provide conglomeration points with values that make the clustered matrix appear more diagonal.

Industrial product development challenges relate, on the one hand, to information structures, respectively, for customer, function, product and production, and, on the other hand, to compatibility and transformations between these structures. DSM is typically used for internal structure descriptions, whereas Axiomatic Design is typically used for the transformations. See [1], [2] for details and examples. In both models, matrices only, with numerical and untyped values, are used to represent relational structures. Transformation of information within these models should indeed not just restrict to mapping of matrix content in an unstructured manner, but rather start from identifying the relational content, and thereby enable expansion and enrichment towards using structure preserving transformations.

A. DSM

In its most rudimentary form, a Design Structure Matrix [1] is a relation \( \rho : X \times X \to \{\text{no, yes}\} \), where \( X \) is a set of system elements. The engineering understanding of such a system element may be very complex, but in the mathematical model of it, it is just an element, or actually a name of an element. A matrix is more appealing if yes values appear close to the diagonal, which implies a certain nearness between system elements. With values distant from the diagonal, clustering can provide conglomeration points with values that make the clustered matrix appear more diagonal.

The bivalent interaction is sometimes extended to a three-valued interaction with names in the three-valued set of truths being ‘strong interaction’, ‘weak interaction’ and ‘no interaction’. There are no logical connectives, so there is no explicit propositional logic annotated with DSM. In the traditional DSM model there is also no considerations for a ‘not specified’, which would invite to viewing that three-valued truth set as a non-commutative quantale [20] or commutative Bocvar-Kleene algebra [21], [22]. Kleene called than in-between value ‘unspecified’, whereas Bocvar called it ’senseless’. Kleene used his three-valued logic e.g. to model partial functions within recursion, so ’unspecified’ in logical connection with something specified is an interchangeable (commutative) operation.

In addition to bivalent interaction, multivalent interaction exists also as related to the use of typed interactions, like the one with four types, respectively, for ‘spatial’, ‘energy’, ‘information’ and ‘materials’. Each type is valued within a 5-scale \( \{-2, -1, 0, +1, +2\} \), with \(-2\) for ‘detrimental’, and \(+2\) for ’required’. The internal algebraic structure of the set of components is, however, not given.

Product, organization and process structures, respectively, involving components, people and activities, also appear as integrated in a multidomain architecture.

B. Axiomatic Design

Information and process development addresses the challenge to combine components and product taxonomies with activity and process hierarchies, in order to support decision-makers, engineers and customers. Many-valued logic enriches
the anticipated combination of DSM with the Axiomatic Design model [2], which in effect goes far beyond approaches dealing only with the unstructured matrix view. Whereas the DSM view involves modularity of component, people and activity, the Axiomatic Design model involves respective domains for customer, function, (physical) product and (observable) process.

Decoupled design, in case of a triangular matrix, is desirable, as this enables sequential consideration within the domains. Axiomatic Design theory is product design which start from using customer attributes (CA) as a basis for functional requirements (FR), in turn to map over to design parameters (DP), and from there arriving at process variables (PV). The FR to DP mapping is the most critical one.

Attributes, requirements, parameters and variables are all identified by names only, i.e., they are logically constants (0-ary operators). Independence and Information Axioms are formulated using these constants, and decomposition within and between (zigzagging) domains is simply saying that a constant becomes the name of a set of new constants, building up a hierarchy of constants.

Axiomatic Design involves a matrix view between domains, but not within a domain as in the case of DSM. Integrating DSM into Axiomatic Design using the unstructured and traditional models is suggested in [23]. Integration based on our structured approach will additionally involve structure-preservation.

Respective logical enrichment of DSM and Axiomatic Design is prerequisite to a logical merger of these two models into a unified conceptual framework for information and process for products and production. Information basically resides within some use-case subprocess task, in turn being part of a larger process. Communication involving people performing activities is therefore not just a transmission but also requires transformation of data from a particular subprocess to be integrated and used within another subprocess. We can thereby iterate complexity of problems and integration of solutions.

C. TRIZ

TRIZ [24] as a theory of inventive problem solving is a general model, and an informal model as more formal data, logical or computational models are not included. For algorithms in ARIZ [25], data models are required, but are still on a very general level. Objects and classes, like those modeled e.g. by Class Diagrams in UML, can be used, but will not suffice in order to represent and solve contradictions in TRIZ’ contradiction matrix, since TRIZ inherently involves processes and behavior. The UML Class Diagram is simply a data model. Furthermore, the features in the contradiction matrix are of a wide variety of types, which are lumped together into one “set of features”. This makes it unsuitable to view the matrix as a basis for a relational model. The set of features must be dissected and structured, and the features themselves must be enriched and further specified.

The 40 TRIZ Principles are also very different in nature and content, and are more like principle of common sense than principles of reasoning. The 'Preliminary action' principle for the related features 'Reliability' and 'Loss of time' basically recommends prevention of faults, prior to detection of faults, should they happen. Improving feature 'Ease of repair' as related to worsening feature 'Device complexity' involves the 'Segmentation' principle with respect to the need for increasing transparency and modularity. In logic we would say that “this logic is sound but not complete” is a metalogical statement, whereas “if you have to use a logic that sound but not complete, try to use a logic that is as complete as possible” is a principle more in the style of common sense.

Several features in the contradiction matrix are physical and/or geometrical, which logically can be expressed by structured terms rather than as unstructured concepts, as typically seen within description logic. However, description logic can be enriched [26] in order to make it better fit as a logic for TRIZ like ontologies. Features like 'measurement accuracy' and ‘manufacturing precision’ can be managed by adopting a logical framework with underlying signatures acting over a monoidal category [27] representing multivalence and uncertainty. Features like ‘loss of...’ and ‘reliability’ can be logically detailed for particular problem contexts, whereas ‘loss of...’ features are related to functioning rather than faults and failures. The ‘Ease of...’ features can only be described by subprocesses, so in the case of UML we would need to consider to use Behavior Diagrams, or, if staying within OMG standards, move to using SysML. The ‘Productivity’ feature is closer to being analyzed within the BPMN model. Examples with applications in crisis management have been developed in [28].

V. UPSCALING

Industrial upscaling is more than just replication or multi-piloting, i.e., not just going from a small pilot to a large pilot. Specific pilots and cases expand within and across companies, and this expansion requires availability and acceptance of the common language, so that when scaling up, geographically distributed teams and cooperating stakeholders realize the need to be even more precise about underlying logical-relational information structures as compared to just doing specific and local pilots. Thus, the logical approach presented here supports improved upscaling.

A. Upscaling strategy

Upscaling should follow an overall strategy as well as concrete suggestions and specific steps for the upscaling process and progress. Guidelines are required in order to manage the framework that involves the critical elements in scaling up. Logic as an ingredient in manufacturing has its upscaling focus (at least) on the following:

- Design and manufacturing issues, which are supported by company specific and locally generated well proven practices of systematic effectiveness and feasibility, are key factors that help to increase the likelihood for successful and sustained upscaling.
The balance between the rigid scaling up models and the pilot implementations residing within that scaling up process and structure needs to be maintained.

Scaling up may often require additional managerial and financial input, and also an acceptance that upscaling usually implies a longer timeframe as compared to typically seen in ordinary company project cycles.

B. Steps in upscaling

A general upscaling model, building upon our logical-relational machinery, includes the following steps:

i. Descriptive identification of good practices using our language and classification, and enabling refined and broadened data collections and monitoring.

ii. Prescriptive analytics (numerics) and assessment (logics) of the viability and benefits of upscaling within domains of industries.

iii. Logical classification of good practices for replication, whenever feasible, and for suitably adapted implementation with respect to a variety of competences and industrial circumstances.

vi. Facilitation of partnership for scaling up within and across corporations, making resources available.

v. Identify key success factors for generalized implementation, and recognize lessons learnt.

Compliance within upscaling and reinforced changes in working pattern is strongly emphasized, where also personal skill and personalized behaviour is fundamental. Upscaling should build upon excellence achieved within information structuring cultures in the production industry, and aims at enriching these structures using the logical-relational approach.

VI. CONCLUSIONS

We have shown how to enrich the language used in the manufacturing industry regarding information structure and its representation for products and production processes. This is achieved using many-valued logic, in order to complement the numerical approach commonly appearing in such representations. We underline the importance of utilizing mathematical disciplines like algebra and logic side-by-side with the utility of analysis and stochastic. Within a communicating resources perspective, many-valued logic will potentially contribute to information structuring and management of data complexity in big data applications.

In future papers we will further introduce a structure for functioning classification in order to complement and interact with the traditional view of faults and failures in product and production subsystems. Our concept of logic modelling is based on nomenclatures, classification and ontology as information structures part of and supporting production, and indeed in production where information and process is tightly connected. Support for manufacturing, machine simulation, and modelling, then becomes part of design processes, e.g. in cases like cars and car production, as related to subsystems such as powertrain, electronics or interior.
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In the following we briefly introduce notation and constructions needed in our descriptions related to our SoS related logic, and in particular for its underlying signatures and terms. The many-sorted term monad $T_\Sigma$ over $\text{Set}_S$, the many-sorted category of sets and functions, where $\Sigma = (S, \Omega)$ is a signature, can briefly be described as follows. For a sort (i.e. type) $s \in S$, we have sort specific functors $T_{\Sigma, s} : \text{Set}_S \to \text{Set}$, so that

$$T_{\Sigma}(X_s)_{s \in S} = \bigoplus_{s \in S} \text{Set}(X_s, \arg\max_{\alpha < k} T_{\Sigma}(X_s))_{s \in S}.$$ 

The important recursive step in the term construction is

$$T_{\Sigma, s}(X_s)_{s \in S} = \left( T_{\Sigma, s}(X_s)_{s \in S} \right)_{s \in S}.$$ 

and then with

$$T_{\Sigma, s}(X_s)_{s \in S} = \left( T_{\Sigma, s}(X_s)_{s \in S} \right)_{s \in S},$$

we finally arrive at the term functor

$$T_\Sigma = \bigcup_{\alpha < k} T_{\Sigma, \alpha}.$$ 

The term functor construction can be extended so that $T_\Sigma : C \to C$ operates more generally over monoidal biclosed categories $C$. If $C$ is $\text{Set}$, we have the construction above, and with the Goguen category $\text{Set}(Q)$, where $Q$ is a quantale, we have a multivalent and typed situation enabled by the signature acting over the selected underlying category.

Term functors constructed in this way can be extended to monads, so that substitution can be composed. A substitution in this categorical context is a morphism in the Kleisli category of the related monad.

Monad compositions further enable to arrive at generalized sets of terms, where the typical example is composing the term functor $T_\Sigma$ with the powerset functor $P$ in order to obtain the monad $P \circ T_\Sigma$. More elaborate generalized set functors $\Phi$ can be applied in order to make use of the composition $\Phi \circ T_\Sigma$.

For more detail, and for the purely categorical constructions of the corresponding term monads, the reader is referred to [6].
Computing the minimal solutions of finite fuzzy relation equations on linear carriers

Juan Carlos Díaz-Moreno, Jesús Medina, Esko Turunen

Abstract—Fuzzy relation equations is an important tool for managing and modeling uncertain or imprecise datasets, which has useful applied to, e.g. approximate reasoning, time series forecast, decision making, fuzzy control, etc. This paper considers a general fuzzy relation equation, which has minimal solutions, if it is solvable. In this case, an algebraic characterization is introduced which provides an interesting method to compute minimal solutions in this general setting.

I. INTRODUCTION

FUZZY relation equations were introduced by E. Sanchez in the seventies [11]. These equations have widely been studied in different papers [1], [3], [6]. For example, they have proven that the set of solutions of solvable fuzzy relation equations is a upper-preserving complete lattice in which the greatest solutions is completely determined. Nevertheless, the computation of minimal solutions is not so direct. These solutions have also been studied in several papers [2], [4], [10], [12], [17], [15], [16], [18], [13] and several algorithms have been developed, but in restrictive frameworks, restrictions that limit the flexibility of the possible applications.

Hence, first of all, it is fundamental to study general frameworks in which the minimal solutions of each solvable fuzzy relation equation exist and that each solution will be between the greatest solution and a minimal solution.

This paper considers a general setting, in which the operators may neither be commutative nor associative and they only need to be monotone and residuated inf-preserving mappings of non-empty sets on the right argument. The linearity of the carrier, together with the inf-preserving property, ensures the existence of minimal solutions whenever a solution exists.

Mainly, this paper introduces a procedure in order to obtain the minimal solutions of a solvable of the introduced general fuzzy relation equations. Moreover, we have presented a detailed algorithm to compute these important solutions, together with several illustrative examples.

II. GENERAL FUZZY RELATION EQUATIONS

Throughout this paper we will consider a complete linear lattice \((L, \preceq)\), in which the bottom and the top elements exist and they are denoted as 0, 1, respectively. Given a set \(V\), the ordering \(\preceq\) in the lattice induces a partial order on the set of \(L\)-fuzzy subsets of \(V\), \(L^V\). This ordering provides to \(L^V\) the structure of a complete lattice.

A general residuated operator will also be used in this paper to define the fuzzy relation equation, as in [8]. This residuated operator will be denoted as \(\odot : L \times L \rightarrow L\), which is order preserving in both arguments and there exists another operator \(\rightarrow : L \times L \rightarrow L\), satisfying the following adjoint property with the conjunctor \(\odot\):

\[
{x \odot y \preceq z \text{ if and only if } y \preceq x \rightarrow z}
\] (1)

for each \(x, y, z \in L\). This property is equivalent to say that \(\odot\) preserves suprema in the second argument; \(x \odot \bigvee \{y \mid y \in Y\} = \bigvee \{x \odot y \mid y \in Y\}\), for all \(Y \subseteq L\).

These operators, as were noted in [8], generalize other kind of residuated pairs [7], [5], since only the monotonicity and the adjoint property are considered.

Definition 1. Given the pair \((\odot, \rightarrow)\), a fuzzy relation equation is the equation:

\[
R \odot X = T,
\]
(2)

where \(R : U \times V \rightarrow L\), \(T : U \times W \rightarrow L\) are given finite \(L\)-fuzzy relations and \(X : V \times W \rightarrow L\) is unknown; and \(R \odot X : U \times W \rightarrow L\) is defined, for each \(u \in U\), \(w \in W\), as

\[
(R \odot X)(u, w) = \bigvee \{R(u, v) \odot X(v, w) \mid v \in V\}.
\]

It is well known that the fuzzy relation equation (2) has a solution if and only if

\[
(R \Rightarrow T)(v, w) = \bigwedge \{R(u, v) \rightarrow T(u, w) \mid u \in U\}
\]

is a solution and, in that case, it is the greatest solution, see [7], [11], [14].

III. COMPUTING MINIMAL SOLUTIONS ON LINEAR LATTICES

Definition 2. Given an operator \(\odot : L \times L \rightarrow L\), we will say that it holds the IPNE-condition (making reference to that \(\odot\) is Infimum Preserving of arbitrary Non-Empty sets), if it verify

\[
a \odot \bigwedge B = \bigwedge \{a \odot b \mid b \in B\}
\] (3)

for each element \(a \in L\) and each non-empty subset \(B \subseteq L\).
From now on, let us consider a general solvable fuzzy relation equation (2), where $R, X, T$ are finite and ⊙ satisfies the IPNE-condition.

First of all, the auxiliary sets $V_{uw}$ need to be introduced, which are associated with the elements $u \in U, w \in W$ and the greatest solution $R \Rightarrow T$. Since for each $u \in U, w \in W$

$$\bigvee \{R(u, v) \circ (R \Rightarrow T)(v, w) \mid v \in V\} = T(u, w),$$ (4)

$L$ is linear and $V$ is finite, there exists at least one $v_s \in V$ validating the equation

$$R(u, v_s) \circ (R \Rightarrow T)(v_s, w) = T(u, w).$$ (5)

Therefore, the set

$$V_{uw} = \{v \in V \mid R(u, v) \circ (R \Rightarrow T)(v, w) = T(u, w)\}$$

is not empty and, for all $v \notin V_{uw}$, the strict inequality $R(u, v) \circ (R \Rightarrow T)(v, w) < T(u, w)$ holds.

Each $v_s$ in $V_{uw}$ will provide a fuzzy subset $Z_{uw}$ as follows: Given $v_s \in V_{uw}$, we have that

$$\{d \in L \mid R(u, v_s) \circ d = T(u, w)\} \neq \emptyset$$

and the infimum $\bigwedge \{d \in L \mid R(u, v_s) \circ d = T(u, w)\} = e_s$ also satisfies the equality

$$R(u, v_s) \circ e_s = T(u, w)$$

by the IPNE-condition. These elements are used to define the fuzzy subsets of $V$, $Z_{uw}: V \rightarrow L$, defined by

$$Z_{uw}(v) = \begin{cases} e_s & \text{if } v = v_s \\ 0 & \text{otherwise} \end{cases}$$

which form the set $Z_{uw}$, that is $Z_{uw} = \{Z_{uw} \mid v_s \in V_{uw}\}$, for each $u \in U, w \in W$. These sets will be used to characterize the set of solutions of Equation (2) by the notion of covering.

Theorem 3. The $L$-fuzzy relation $X: V \times W \rightarrow L$ is a solution of a solvable equation (2) if and only if $X \leq (R \Rightarrow T)$ and, for each $w \in W$, the fuzzy subset $X_w: V \rightarrow L$, defined by $X_w(v) = X(v, w)$, is a cover of $\{Z_{uw} \mid u \in U\}$.

As a consequence, the minimal solutions are characterized by the minimal covers.

Corollary 4. $X: V \times W \rightarrow L$ is a minimal solution of Equation (2) if and only if, for each $w \in W$, $X_w: V \rightarrow L$, defined by $X_w(v) = X(v, w)$, is a minimal cover of $\{Z_{uw} \mid u \in U\}$.

Hence, from the corollary above, minimal solutions of the fuzzy relation equation (2) are obtained from $R \Rightarrow T$. Next, the detailed algorithms are introduced.

Module MINIMAL_COVERING uses an usual algorithm in order to compute minimal covering of subsets.

Example III.1. Let us assume the standard MV-algebra $[9]$, that is, $L = [0, 1]$ is the unit interval, $\odot: L \times L \rightarrow L$ is the Łukasiewicz operator defined by $x \odot y = \max\{0, x + y - 1\}$ and $\rightarrow: L \times L \rightarrow L$ its residuated implication, defined by $y \rightarrow z = \min\{1, 1 - y + z\}$, for all $x, y, z \in [0, 1]$.
Notice that from \(v_1\) and \(v_3\) we get the maximum. Hence, in order to obtain this maximum, we only need to consider \(\{v_1\}\) or \(\{v_3\}\). Moreover, the values 0.9 associated with \(v_1\) and 0.9 associated with \(v_3\) cannot be decreased because, if we decrease them, a value less than 0.8 will be obtained in the computation and we do not reach a solution. Therefore, the first column of a solution of Equation (2) could be any column in the set:

\[
Z_{1,1} = \{ \begin{pmatrix} 0.9 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0.9 \end{pmatrix} \}
\]

However, we need to verify that the other two equalities also hold. Consequently, the equality \((R \circ (R \Rightarrow T))(u_2, w_1) = 0.6\) is studied similarly to the previous procedure. The value \((R \circ (R \Rightarrow T))(u_2, w_1)\) is the maximum of the values

\[
R(u_2, v_1) \circ (R \Rightarrow T)(v_1, w_1) = 0.2 + 0.9 - 1 = 0.1
\]

\[
R(u_2, v_2) \circ (R \Rightarrow T)(v_2, w_1) = 0.9 + 0.7 - 1 = 0.6
\]

\[
R(u_2, v_3) \circ (R \Rightarrow T)(v_3, w_1) = 0.7 + 0.9 - 1 = 0.6
\]

for which \(\{v_2\}\) or \(\{v_3\}\) is only necessary and so, the first column of a solution of Equation (2) could be one element of the set:

\[
Z_{2,1} = \{ \begin{pmatrix} 0 \\ 0.7 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0.9 \end{pmatrix} \}
\]

Finally, when computing \((R \circ (R \Rightarrow T))(u_3, w_1) = 0.8\) we pass by

\[
R(u_3, v_1) \circ (R \Rightarrow T)(v_1, w_1) = 0.8 + 0.9 - 1 = 0.7
\]

\[
R(u_3, v_2) \circ (R \Rightarrow T)(v_2, w_1) = 0.6 + 0.7 - 1 = 0.3
\]

\[
R(u_3, v_3) \circ (R \Rightarrow T)(v_3, w_1) = 0.9 + 0.9 - 1 = 0.8
\]

In this case, only \(v_3\) is necessary and one column is only considered:

\[
Z_{3,1} = \{ \begin{pmatrix} 0 \\ 0 \\ 0.9 \end{pmatrix} \}
\]

We observe that

\[
K = \begin{pmatrix} 0 \\ 0 \\ 0.9 \end{pmatrix} \in Z_{1,1} \cap Z_{2,1} \cap Z_{3,1},
\]

so \(K\) is the only minimal column which, in an intuitive sense, covers the set \(Z_1 = \{Z_{1,1}, Z_{2,1}, Z_{3,1}\}\). Moreover, we conclude that a fuzzy relation \(X_1\), defined as

\[
X_1 = \begin{pmatrix} w_1 & w_2 & w_3 \\ v_1 & 0 & 0.5 & 0.8 \\ v_2 & 0 & 0.8 & 0.4 \\ v_3 & 0.9 & 0.5 & 0.6 \end{pmatrix}
\]

solves the fuzzy relation equation (2).

Next, we consider the second column of \(R \Rightarrow T\), which provides a different case. For \((R \circ (R \Rightarrow T))(u_1, w_2) = 0.4\) we have

\[
R(u_1, v_1) \circ (R \Rightarrow T)(v_1, w_2) = 0.9 + 0.5 - 1 = 0.4
\]

\[
R(u_1, v_2) \circ (R \Rightarrow T)(v_2, w_2) = 0.5 + 0.8 - 1 = 0.3
\]

\[
R(u_1, v_3) \circ (R \Rightarrow T)(v_3, w_2) = 0.9 + 0.5 - 1 = 0.4
\]

Hence, the maximum is obtained from \(v_1\) or \(v_3\) and, therefore, the following set is considered:

\[
Z_{1,2} = \{ \begin{pmatrix} 0.5 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0.5 \end{pmatrix} \}
\]

For \((R \circ (R \Rightarrow T))(u_2, w_2) = 0.7\) we have

\[
R(u_2, v_1) \circ (R \Rightarrow T)(v_1, w_2) = 0
\]

\[
R(u_2, v_2) \circ (R \Rightarrow T)(v_2, w_2) = 0.9 + 0.8 - 1 = 0.7
\]

\[
R(u_2, v_3) \circ (R \Rightarrow T)(v_3, w_2) = 0.7 + 0.5 - 1 = 0.2
\]

Consequently, the subset obtained is

\[
Z_{2,2} = \{ \begin{pmatrix} 0 \\ 0.8 \\ 0 \end{pmatrix} \}
\]

For \((R \circ (R \Rightarrow T))(u_3, w_2) = 0.4\) we have

\[
R(u_3, v_1) \circ (R \Rightarrow T)(v_1, w_2) = 0.8 + 0.5 - 1 = 0.3
\]

\[
R(u_3, v_2) \circ (R \Rightarrow T)(v_2, w_2) = 0.6 + 0.8 - 1 = 0.4
\]

\[
R(u_3, v_3) \circ (R \Rightarrow T)(v_3, w_2) = 0.9 + 0.5 - 1 = 0.4
\]

Hence, the assumed subset of columns is

\[
Z_{3,2} = \{ \begin{pmatrix} 0 \\ 0 \\ 0.5 \end{pmatrix}, \begin{pmatrix} 0 \\ 0.8 \\ 0 \end{pmatrix} \}
\]

In this case, we observe that \(Z_{1,2} \cap Z_{2,2} \cap Z_{3,2} = \emptyset\). However,

\[
\begin{pmatrix} 0 \\ 0.5 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0.5 \end{pmatrix}, \begin{pmatrix} 0.5 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0.5 \\ 0.8 \\ 0 \end{pmatrix}, \begin{pmatrix} 0.5 \\ 0.8 \\ 0.5 \end{pmatrix}
\]

and \(\begin{pmatrix} 0 \\ 0 \\ 0.5 \end{pmatrix}\) are the only minimal columns which, again in an intuitive sense, cover the set \(Z_2 = \{Z_{1,2}, Z_{2,2}, Z_{3,2}\}\). Moreover, we conclude that the fuzzy relations \(X_2\) and \(X_3\), defined as

\[
X_2 = \begin{pmatrix} w_1 & w_2 & w_3 \\ v_1 & 0 & 0 & 0.8 \\ v_2 & 0 & 0.8 & 0.4 \\ v_3 & 0.9 & 0.5 & 0.6 \end{pmatrix}, \quad X_3 = \begin{pmatrix} w_1 & w_2 & w_3 \\ v_1 & 0 & 0.5 & 0.8 \\ v_2 & 0 & 0.8 & 0.4 \\ v_3 & 0.9 & 0 & 0.6 \end{pmatrix}
\]

solve the fuzzy relation (2). Finally, the values in the third column of \(R \Rightarrow T\) are reduced.

For \((R \circ (R \Rightarrow T))(u_1, v_3) = 0.7\), we compute

\[
R(u_1, v_1) \circ (R \Rightarrow T)(v_1, w_3) = 0.9 + 0.8 - 1 = 0.7
\]

\[
R(u_1, v_2) \circ (R \Rightarrow T)(v_2, w_3) = 0
\]

\[
R(u_1, v_3) \circ (R \Rightarrow T)(v_3, w_3) = 0.9 + 0.6 - 1 = 0.5
\]
Hence, $Z_{1,3} = \begin{bmatrix} 0.8 \\ 0 \\ 0 \end{bmatrix}$.

For $(R \circ (R \Rightarrow T))(u_2, w_3) = 0.3$, we have

$R(u_2, v_1) \circ (R \Rightarrow T)(v_1, w_3) = 0.2 + 0.8 - 1 = 0$

$R(u_2, v_2) \circ (R \Rightarrow T)(v_2, w_3) = 0.9 + 0.4 - 1 = 0.3$

$R(u_2, v_3) \circ (R \Rightarrow T)(v_3, w_3) = 0.7 + 0.6 - 1 = 0.3$

two possibilities providing two columns: $Z_{2,3} = \begin{bmatrix} 0 \\ 0.4 \\ 0.6 \end{bmatrix}$.

For $(R \circ (R \Rightarrow T))(u_3, w_3) = 0.6$ we have

$R(u_3, v_1) \circ (R \Rightarrow T)(v_1, w_3) = 0.8 + 0.8 - 1 = 0.6$

$R(u_3, v_2) \circ (R \Rightarrow T)(v_2, w_3) = 0.6 + 0.4 - 1 = 0$

$R(u_3, v_3) \circ (R \Rightarrow T)(v_3, w_3) = 0.9 + 0.6 - 1 = 0.5$

Therefore, $Z_{3,3} = \begin{bmatrix} 0.8 \\ 0 \\ 0 \end{bmatrix}$.

In this case, there are two minimal covering of the set $Z_3 = \{Z_{1,3}, Z_{2,3}, Z_{3,3}\}$:

$\begin{bmatrix} 0.8 \\ 0.4 \\ 0 \end{bmatrix} = \begin{bmatrix} 0.8 \\ 0 \\ 0 \end{bmatrix} \lor \begin{bmatrix} 0 \\ 0.4 \\ 0 \end{bmatrix}$ and $\begin{bmatrix} 0.8 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 0.8 \\ 0 \\ 0 \end{bmatrix} \lor \begin{bmatrix} 0 \\ 0 \\ 0.6 \end{bmatrix}$

This yields four fuzzy relations, defined as follows

$X_4 \begin{array}{cccc} w_1 & w_2 & w_3 \\ v_1 & 0 & 0 & 0.8 \\ v_2 & 0 & 0.8 & 0.4 \\ v_3 & 0.9 & 0.5 & 0 \end{array}$

$X_5 \begin{array}{cccc} w_1 & w_2 & w_3 \\ v_1 & 0 & 0 & 0.8 \\ v_2 & 0 & 0.8 & 0 \\ v_3 & 0.9 & 0.5 & 0.6 \end{array}$

$X_6 \begin{array}{cccc} w_1 & w_2 & w_3 \\ v_1 & 0 & 0.5 & 0.8 \\ v_2 & 0 & 0.8 & 0.4 \\ v_3 & 0 & 0 & 0 \end{array}$

$X_7 \begin{array}{cccc} w_1 & w_2 & w_3 \\ v_1 & 0 & 0.5 & 0.8 \\ v_2 & 0 & 0.8 & 0 \\ v_3 & 0.9 & 0 & 0.6 \end{array}$

that solve Equation (2). By their construction and the properties of the Łukasiewicz conjunctor, they are minimal solutions.

**Example III.2.** In this example, we consider the Gödel structure [9], then $L = [0, 1]$ and $\odot: L \times L \to L$ and $\rightarrow : L \times L \to L$ are defined by $x \odot y = \min\{x, y\}$ and $x \rightarrow y = \begin{cases} 1 & \text{if } y \leq z \\ z & \text{otherwise} \end{cases}$

for all $x, y, z \in [0, 1]$. Given $U = \{u_1, u_2\}$, $V = \{v_1, v_2, v_3\}$, $W = \{w\}$ and

$R \begin{array}{cccc} v_1 & v_2 & v_3 \\ u_1 & 0.6 & 0.4 & 0.5 \\ u_2 & 0.8 & 0.7 & 0.6 \\ u_3 & 0.9 & 1 & 0.9 \end{array}$

$T \begin{array}{cccc} w \\ u_1 & 0.6 \\ u_2 & 0.7 \\ u_3 & 0.9 \end{array}$

the direct computation shows that

$R \Rightarrow T \begin{array}{cccc} v_1 & v_2 & v_3 \\ w \\ 0.7 & 0.9 & 1.0 \end{array}$

is the maximal solution of Equation (2). In order to verify the equality $(R \circ (R \Rightarrow T))(u_1, w) = 0.6$ we compute

$R(u_1, v_1) \circ (R \Rightarrow T)(v_1, w) = 0.6 \land 0.7 = 0.6$

$R(u_1, v_2) \circ (R \Rightarrow T)(v_2, w) = 0.4 \land 0.9 = 0.4$

$R(u_1, v_3) \circ (R \Rightarrow T)(v_3, w) = 0.5 \land 1.0 = 0.5$

Note that we only need the value associated with $v_3$. Moreover, this value can be reduced until 0.6. Hence, the first (and only) column of a solution has to be contained in the following set

$Z_{1,1} = \{ \begin{bmatrix} x \\ 0 \end{bmatrix} | 0.6 \leq x \leq 1 \}$

Focusing on our main goal, the least one is the column associated with a minimal solution. Hence, we only consider the column $Z_{1,1} = \{ 0 \}$

For $(R \circ (R \Rightarrow T))(u_2, w) = 0.7$ we have

$R(u_2, v_1) \circ (R \Rightarrow T)(v_1, w) = 0.8 \land 0.7 = 0.7$

$R(u_2, v_2) \circ (R \Rightarrow T)(v_2, w) = 0.7 \land 0.9 = 0.7$

$R(u_2, v_3) \circ (R \Rightarrow T)(v_3, w) = 0.6 \land 1.0 = 0.6$

Now the values associated with $v_1$ and $v_2$ provide the maximum. Furthermore, the value for $v_2$ can also be decreased, specifically, any element $x$ in $[0.7, 1]$ provides the same maximum result: $0.7 \land x = 0.7$. Therefore, focusing on the minimal solutions we only need to consider:

$Z_{2,1} = \{ \begin{bmatrix} 0.7 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \end{bmatrix} \}$

Finally, for $(R \circ (R \Rightarrow T))(u_3, w) = 0.9$ we calculate

$R(u_3, v_1) \circ (R \Rightarrow T)(v_1, w) = 0.9 \land 0.7 = 0.7$

$R(u_3, v_2) \circ (R \Rightarrow T)(v_2, w) = 1.0 \land 0.9 = 0.9$

$R(u_3, v_3) \circ (R \Rightarrow T)(v_3, w) = 0.9 \land 1.0 = 0.9$

In this last case $v_2$ and $v_3$ are involved in the computation of the maximum and the value associated with $v_3$ can be decreased until 0.9. These considerations yield the following minimal solutions

$\begin{bmatrix} 0.6 \\ 0.7 \\ 0.9 \end{bmatrix}$

$\begin{bmatrix} 0.7 \\ 0.9 \\ 0 \end{bmatrix}$

$\begin{bmatrix} 0.6 \\ 0.9 \\ 0 \end{bmatrix}$

**IV. Conclusion and future works**

The main aim of this research is to define as generally as possible an algebraic structure that allows the existence of minimal solutions of the fuzzy relation equations defined based on this structure. For that, a general increasing operation $\odot$, which only satisfies the adjoinness property, i.e., is residuated, and satisfies the IPNE-condition, has been considered to define a general fuzzy relation equation, which has minimal solutions whenever a solution exists. Moreover, a new algebraic characterization using the notion of covering is introduced,
which provides a method to obtain the minimal solutions and, consequently, the whole set of solutions.

As future work, the obtained results will be applied to several problems in fuzzy logic, such as to abduction reasoning. It is well-known that implications in MV-algebras are infinitely distributive. A topic of future study is to characterize all structures where implication is infinitely distributivity. Algebraic structures that satisfy the INPE-condition are not studied much; also they will be a topic of future research.
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Abstract—In recent years an e-commerce has become more and more popular. This fact is mainly related to a low cost of running a business, wide access to a large group of potential customers and ease of advertising. Analysis of products’ reviews can lead to valuable insights for both customers and manufacturers. Owing to positive reviews a future customer may be convinced to buy the product. A number of reviews for one product can amount to even hundreds what makes it hard for a potential buyer to read them all. The main aim of this paper is to present a method for mining reviews considering products’ features, extracting products’ features and preparing a summary of reviews. For that purpose a new promising technique—Rule-Based Similarity Model is used. The performance of the algorithm has been verified on online product review articles.

Keywords—opinion mining; data mining; Rule-Based Similarity Model; Natural Language Processing; sentiment mining;

I. INTRODUCTION

The utilization of websites aggregating customer’s reviews as a source of information has increased rapidly with the expansion of e-commerce. More and more people decide to buy, even everyday products on the Internet. In order to enhance customer shopping experience and satisfaction, merchants give a possibility to share feedback. Usually, such a form of a review is unlimited and unstructured which encourages customers to express opinion of a product or a service. There are lots of websites on which we can find customers’ opinions about products or services. The most popular are Amazon, Google Shopping, Google Maps - reviews about places and OPINEO – a polish web page aggregating products’ reviews. As more and more people are eager to write reviews, some popular products or services can get a huge number of reviews. Some of these written reviews can be extremely long, but only a few sentences focus on product’s features. Taking into account the unlimited form of a feedback and a huge number of reviews, it may be difficult for a potential customer to analyse all of them. It justifies the need for an automatic system to extract key sentences from reviews considering products’ features.

The knowledge about others people’s opinion is not only beneficial for a potential buyer, but it is also useful for manufacturers. They can keep track of both positive and negative aspects of a product. In a case of negative opinions, manufacturers can decide to improve the quality of the product to enhance people’s satisfaction. Thanks to this, it is possible to decrease the number of future complaints. Moreover, it helps to build a positive image of the products and services.

Usually feature extraction algorithms in customers’ reviews are decomposed into three subtasks: (i) identification of features of a product, (ii) identification of opinions expressed about features of a product (iii) determination a sentiment orientation of the opinions [1].

II. RELATED WORKS

In [2] K. Kahn, B. Baharudin and A. Khan proposed hybrid patterns technique for features identification. The hybrid pattern is a combination of dependency patterns, which exploits grammatical structure and contextual rules. Most of the patterns derive from observation and empirical analysis. Patterns: NN, NN NN, JJ NN, NN NN NN, JJ NN NN, JJ JJ NN (NN - noun, JJ - adjective) are potentially exploited for candidate selection of product feature. Additionally authors created new groups of patterns: Definite Base Noun (definite article the before the noun phrase), Linking Verb Based Noun Phrases (based on assumption that linking verbs between JJ and NN provide best clues for opinion expressions) and Preposition Based Noun Phrases (noun phrases with of preposition).

Hiiu and Liu in [3] presented a system which uses association rule mining [4] to extract nouns and noun phrases as feature candidates from product reviews. The main parts of their opinion summary system are: (i) part-of-speech tagging, (ii) frequent feature generation (iii) feature pruning (iv) opinion word extraction (v) infrequent feature identification [1]. In (i) stage, linguistic parser identifies noun and noun phrases. For generation frequent features (ii) authors use found expressions in previous stage. Other components of a sentence than noun/noun phrases are unlikely to be product features. In order to find frequent features, authors run [5] that bases on association rule mining technique. The main purpose of (iii) is to remove uninteresting and redundant features generated by [5] algorithm. There are two types of pruning: compactness pruning - remove those candidate features whose words do not appear together and redundancy pruning - remove redundant features that contain single word (e.g. life is not a useful feature while battery life is meaningful feature). In (v) is used an idea described in Section IV (2). The last stage of the system is identification of opinion words in sentences and semantic orientation using bootstrapping technique and WordNet.

In paper [6], authors presented aspect-based summary model, where a summary is built by extracting relevant aspects of a service. Partially that approach bases on ideas from [3]. A novel aspect of created models is that they exploit user-provided labels and domain-specific characteristics of service reviews to increase quality.
Authors A. Ghobadi and M. Rahgozar [7] approached the problem using an ontology to extract the products’ information. Ontology is defined as concepts, their relationships and concepts instances of a specific domain. Required information is automatically extracted from dependency patterns.

In [8] authors proposed a method for aspect extraction based on Double Propagation with aspect recommendations: semantic similarity-based and aspect association-based. Semantic similarity-based recommendation aims to solve the problem of missing synonymous aspects of DP using word vectors from a large corpus. Aspect association-based recommendation is based on an idea that many aspects are correlated or co-occur across domains.

III. ANALYSIS OF THE PROBLEM

A. Difficulties in analysing product reviews

The main problem connected with identifying sentences containing product’s features is the unstructured form of reviews. Usually, reviews are rather long, but they only partially cover the topics regarding real aspects of a service or a product. Moreover, most of the opinions are written in an informal way, it often happens that it is not consistent with language grammar. Authors of reviews use different types of abbreviations (g8 - meaning great, or imo - in my opinion) and make a digression, what significantly complicates a task of researching reviews. Another problem is connected with mapping implicit aspect expressions to aspects of a product. It is very hard to properly extract and identify that aspect, e.g. fit in pockets in the sentence “This phone will not easily fit in pockets.” [9].

The problem of aspect and entity coreference resolution is also present in the task of feature identification. It has been extensively researched recent years. A coreference determines which mentioned entities or aspects refer to the same entity. For example in sentences: “The Sony camera is better than the Canon camera. It is cheap too.”, it refers to Sony, because of the way how people express their opinions [9].

B. Review formats

There are several types of review formats - collecting customers’ opinions about the product. The most popular are: (a) pros and cons - a user separately describes positive and negative sides of the product, (b) pros, cons and review - despite of pros and cons opinion, user is asked to write whole review (c) unlimited format - only text of the review without explicit division into positive and negative aspects (d) questionnaires - a structured opinion, the user expresses his opinion by while choosing one of available option. As it is suggested in [10], the review format should be taken into consideration choosing a proper algorithm for extracting features. In (a) and (c) reviewers usually use full sentences, but section pros and cons of (b) contains concise and short expressions. The precise and accurate format of (d) makes it easy to analyse and aggregate users’ opinions.

C. Main types of opinions

In [11], Jindal and Liu proposed two types of opinions: (i) a regular opinion, (ii) a comparative opinion. In (i) sentiment expressions refer to some target entities. For example the sentence “The touch screen is really cool” presents the direct regular opinion about the touch screen, whereas the sentence “After taking the drug, my pain has gone” is an example of an indirect regular opinion. In comparative opinion (ii) a part of product is commented in relation to other one, e.g. “iPhone is better than Blackberry”.

D. Assumptions

This research is mainly focused on the problem of mining reviews containing features of a product, extracting those features and preparing a structured summary based on customers’ reviews. The summary looks like the following:

<table>
<thead>
<tr>
<th>Product Name: DVD_player</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Feature: size</td>
</tr>
<tr>
<td>Number of extracted sentences: ...</td>
</tr>
<tr>
<td>Individual reviews: ...</td>
</tr>
<tr>
<td>2. Feature: size</td>
</tr>
<tr>
<td>Number of extracted sentences: ...</td>
</tr>
<tr>
<td>Individual reviews: ...</td>
</tr>
</tbody>
</table>

where Individual reviews points to the specific sentences from reviews that comment about the feature. We are interested in all features of the product mentioned by customers, independently of the opinion polarity. In this paper, only unlimited format of reviews is considered and the focus is put on regular opinions.

IV. ASPECT EXTRACTION - APPROACHES

The problem of identification of products’ features is strictly connected with aspect extraction, which is a part of an information extraction task. Focusing on the explicit aspect extraction, in [11] authors proposed four main approaches:

1) Extraction based on frequent nouns and noun phrases.
2) Extraction by exploiting opinion and target relations.
3) Extraction using supervised learning.
4) Extraction using topic modeling.

The (1) approach finds aspects that are nouns and noun phrases from a large number of reviews in a given domain. Nouns and noun phrases are identified by a part-of-speech tagger and their occurrence frequencies are counted. The way of solving the problem is justified by the observation that people commenting on products use similar vocabulary. Moreover, it is based on the assumption that frequently talked nouns are important and genuine features of the product. In (2), the relationships between targets of opinion are exploited to extract aspects. It is based on an idea that the same sentiment word can be used to describe or modify different aspects [3]. Supervised learning algorithms (3) need manually labeled data for training. The most dominant methods are Hidden Markov Models and Conditional Random Fields. Additionally, supervised learning methods usually use a set of domain-independent characteristics such as word distance, syntactic dependency, tokens or part-of-speech tagging. (4) is an unsupervised learning method, which uses statistical topic models. It assumes that each document consists of a mixture of topics, each topic is a probability distribution over words. Two main models are Probabilistic Latent Semantic Analysis and Latent Dirichlet Allocation.
V. INTRODUCTION TO ROUGH SETS

Rule-Based Similarity Model that is presented in Section VI derives from the theory of rough sets (definitions presented in this section comes from [12]). The theory of rough sets, proposed by Zdzislaw Pawlak in 1981 [13], provides a mathematical formalism for reasoning about imperfect data and knowledge. In the rough set theory, available knowledge about object \( u \in U \) (\( U \) is a finite non-empty set of objects) is represented as a vector of information about values of its attributes. An attribute can be treated as a function \( a : U \rightarrow V_a \) that assigns values from a set \( V_a \) to objects from \( U \). All available information about objects from \( U \) can be stored in a structure called an information system - \( S \), which is defined as a tuple \( S = (U, A) \), where \( A \) is a finite non-empty set of attributes.

Conditional attributes are those attributes about which information about values of all attributes from \( A \) can be obtained for any object, including those which are not present in \( U \). A decision attribute is an attribute, which can be used to define a partitioning of \( U \) into disjoint sets. An information system with a defined decision attribute is called a decision system and is denoted by \( S_d = (U, A \cup \{d\}) \), where \( A \cap \{d\} = \emptyset \).

The rough set theory is often utilized to provide description of concepts from the considered universe. Any concept can generally be associated with a subset of objects from \( U \) which belong or match to it. Decision attributes in a decision system can usually be interpreted as expressing the property of belongingness to some concept. Given some information about characteristics (values of attributes) of objects corresponding to considered concept, it can be described using a decision logic language. Decision logic language \( L_A \) is defined over an alphabet consisting of a set of attribute constants (names of attributes from \( A \) and a set of attribute value constants (symbols representing possible attribute values). Atomic formulas of \( L_A \) are attribute-value pairs \( a = v \), where \( a \in A \) and \( v \in V_a \). Each description (a formula) \( \phi \) in a decision logic language \( L_A \) can be associated with a set of objects from \( U \) that satisfy it.

Knowledge about dependencies between conditional attributes and decision attributes of a decision system are often represented using special formulas called decision rules.

**Definition V.1** (Decision rules). Let \( A \) and \( D \) be conditional and decision attribute sets of some decision system and let \( L_{A,D} \) be a decision logic language and \( \pi \) be a formula of \( L_{A,D} \). We will say that \( \pi \) is a decision rule iff the following conditions are met: (i) \( \pi = (\phi \rightarrow \psi) \), (ii) \( \phi \) and \( \psi \) are conjunctions of descriptors, (iii) \( \phi \) is a formula of \( L_A \) and \( \psi \) is a formula of \( L_D \).

The right hand side of a decision rule \( \pi = (\phi \rightarrow \psi) \) (i.e. \( \psi \)) is called a successor of a rule (denoted by \( rh(\pi) \)) and the left hand side (denoted by \( lh(\pi) \)) is called a predecessor (i.e. \( \phi \)).

There is also a different type of rules - inhibitory rules, which is useful for analysing dependencies in data with multiple decision values.

**Definition V.2** (Inhibitory rules). Let \( A \) and \( D \) be conditional and decision attribute sets of a decision system and let \( L_{A,D} \) be a decision logic language and \( \pi \) be a formula of \( L_{A,D} \). We will say that \( \pi \) is an inhibitory rule iff the following conditions are met: (i) \( \pi = (\phi \rightarrow \neg \psi) \), (ii) \( \phi \) and \( \psi \) are conjunctions of descriptors, (iii) \( \phi \) is a formula of \( L_A \) and \( \psi \) is a formula of \( L_D \).

An inhibitory rule tells us that an object which satisfies the predecessor of this rule cannot belong to a pointed decision class. The inhibitory rules can be seen as a complement to decision rules as they often provide means to classify objects which are difficult to cover by the traditional rules.

Usefulness of a rule for prediction of decision classes of new objects can be quantitatively assessed using rule quality measures: support and confidence. The support of a rule \( \pi \) is defined as

\[
\text{supp}(\pi) = \frac{|lh(\pi)(U)|}{|U|},
\]

and the confidence of \( \pi \) is:

\[
\text{conf}(\pi) = \frac{|lh(\pi)(U) \cap rh(\pi)(U)|}{|lh(\pi)(U)|}.
\]

In the rough set theory any arbitrary set of objects \( X \) can be approximated within an information system \( S = (U, A) \) by a pair of definable sets \( App(X) = (X, \bar{X}) \), called a rough set of \( X \) in \( S \). The set \( X \) is the largest and the set \( \bar{X} \) is the smallest definable set which contains \( X \). The sets \( X \) and \( \bar{X} \) are called a lower and upper approximation of \( X \) in \( S \), respectively.

VI. RULE-BASED SIMILARITY MODEL

In [12], author proposed a similarity model, called Rule-Based Similarity (RBS). In RBS the similarity is assessed by examining whether two objects share some binary higher-level features. Features which are relevant for a considered similarity context are extracted from data and their importance is assessed based on available data.
basic qualitative characteristics of objects. This approach is based on a way in which people assess similarity. Tversky [14] suggested that people rarely think in terms of exact numbers but rather tend to operate on binary characteristics (e.g. an object is large or an object is round). In a practical data analysis, it is enough to divide numerical attribute values into intervals representing qualitative symbols. This process is done by applying a heuristic discretization technique. For each decision class are computed decision reducts. Reducts are an important tool for selecting informative features in the rough set theory, they help to discover redundancy and dependencies between attributes. A decision reduct is a subset of attributes that discriminates objects from different decision classes and is minimal in a sense that no attribute can be removed from a reduct without losing the properties of discernibility.

In (2), higher-level features that are important for a notion of similarity are created using a rule mining algorithm. Each of those features is defined by the left-hand side of a rule - th(π). There are two types of rules: decision rules and inhibitory rules, described in Section V. Decision rules aim to provide partial descriptions of concepts indicated by the decision attribute. They are used to predict decision classes of new objects. Inhibitory rules specify what kind of objects cannot belong to a pointed decision class. Depending on a type of a rule, the corresponding feature can be useful either as an argument for or against the similarity to a matching object.

The induction of rules in RBS may be treated as a process of learning aggregations of local similarities from data. Features defined by predecessor of the rules express higher-level properties of objects.

The last stage includes rough set approximation of the similarity to particular objects. The problem of learning the similarity relation in RBS is closely related to searching for a relevant approximation space. Formally, let \( F^+_i \) and \( F^-_i \) be the sets of binary features derived from the decision and the inhibitory rules, generated for i-th decision class:

\[
F^+_i = \{ \phi : (\phi \rightarrow (d = i)) \in RuleSet_i \} \tag{3}
\]

\[
F^-_i = \{ \phi : (\phi \rightarrow \neg (d = i)) \in RuleSet_i \} \tag{4}
\]

where \( RuleSet_i \) is a set derived from a reduct associated with the i-th decision class. The rule set may be generated using any rule mining algorithm. For efficiency in practical applications of the model it is necessary to require that the generated sets of rules \( RuleSet_i \) be minimal. It means that there is no rule \( \pi \in RuleSet_i \) that could be removed without reducing the set of covered objects.

A feature \( \phi \) is a decision logic formula, we will say that an object \( u \), described in a decision system \( S = (U, A) \), has a feature \( \phi \) iff \( u \models \phi \). A set of all object from \( U \) that have the feature \( \phi \) will be denoted by \( \phi(U) \). In RBS a similarity relation is approximated by means of approximating multiple concepts of being similar to a specific object. It consists of those objects from \( U \) which share with \( u \) at least one feature from the set \( F^+_i \), where \( i \) is a decision class of \( u \) \( (d(u) = i) \):

\[
SIM_i(u) = \bigcup_{\phi \in F^+_i \wedge \phi \models \phi} \phi(U) \tag{5}
\]

the approximation of the dissimilarity to \( u \) is a set of objects from \( U \) which have at least one feature from \( F^-_i \) that is not in common with \( u \):

\[
DIS^+_i(u) = \bigcup_{\phi \in F^-_i \wedge \phi \models \phi} \phi(U) \tag{6}
\]

The set of objects that have at least one feature from \( F^-_i \) that in common with \( u \) will be denoted by

\[
DIS^-_i(u) = \bigcup_{\phi \in F^-_i \wedge \phi \models \phi} \phi(U) \tag{7}
\]

The functions \( SIM \) and \( DIS \) are used for the approximation of the similarity and the dissimilarity to objects from \( U \). The assessment of degree in which an object \( u_1 \) is similar and dissimilar to \( u_2 \) is done using two functions (abbreviations \( SIM(u) = SIM_{d(u)}(u) \); \( DIS(u) = DIS_{0(d(u))}(u) \) are written when the decision for an object \( u \) is known):

\[
Similarity(u_1, u_2) = \frac{\left| SIM(u_1) \cap SIM_{d(u_1)}(u_2) \right|}{\left| SIM(u_1) \right| + C_{sim}} \tag{8}
\]

\[
Dissimilarity(u_1, u_2) = \frac{\left| DIS(u_1) \cap DIS_{d(u_2)}(u_2) \right|}{\left| DIS(u_1) \right| + C_{dis}} \tag{9}
\]

In the above formulas \( C_{sim} \) and \( C_{dis} \) are positive constants which can be treated as parameters of the model. The similarity function of the RBS model combines values of Similarity (Sim) and Dissimilarity (Dis) for a given pair of objects:

\[
Sim_{RBS}(u_1, u_2) = F(Sim(u_1, u_2), Dis(u_1, u_2)) \tag{10}
\]

where \( F : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) can be any function that is monotonically increasing with regard to its first argument and monotonically decreasing with regard to its second argument. Detailed description of the similarity function is provided in [12].

VII. PROPOSED ALGORITHM

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.pdf}
\caption{A construction schema of extraction feature summary system.}
\end{figure}

Figure 2 provides a general overview of the construction of a summary system for the feature extraction. Product names and reviews associated with a product are an input of the system. Reviews for a single product are split into sentences and tagged with decision class - positive if a sentence contains feature otherwise negative. This represents the true reference classification. As an output, for each product system creates
a summary of the reviews in the following format: product feature and list of sentences from reviews correlated with that feature.

In (2) preprocessing of reviews is performed, what plays an important role in text mining discipline. Text preprocessing stage includes stop words and punctuation removal, stemming.

The feature extraction task is focused on finding features that appear explicitly as noun or noun phrases in the reviews. To enhance the quality of feature-oriented sentences extraction, adjectives and adverbs are extracted. It derives from observation, that usually when people express their opinion about an aspect of a product, they use opinion words such as adjectives and adverbs. To identify noun/noun phrases, adjectives and adverbs (1) from the reviews, part-of-speech tagger - NLTK parser (Natural Language Toolkit) is used. For each sentence, identified and preprocessed parts of speech are saved in the review database. The following shows a sentence “I am very pleased with its quality” with the POS tags. For instance, a tag NN indicates a noun and JJ indicates an adjective.

\[ ([I, NN], (am, VBP), (very, RB), (pleased, JJ),
(with, IN), (its, PRP), (quality, NN)) \] (11)

In next step of the process, Rule-Based Similarity Model, which is described in Section VI, is built. Documents, sentences from reviews, are transformed into a document-term matrix which represents the frequency of terms occurring in a collection of documents. This is an input to RBS model. In a document-term matrix, rows correspond to sentences in the collection and columns correspond to terms. To determine the value that each entry in the matrix, we use a term-frequency scheme, defined as: \( f_{i,d} \) of term \( t \) in document (sentence) \( d \) is the number of times that \( t \) occurs in \( d \). The similarity function of RBS model is used to perform a classification of previously unseen objects of textual documents into groups: positive - sentences containing product features otherwise negative.

The attributes from the left hand side of decision rules - \( lh(\pi) = (\phi \rightarrow \psi) \) calculated in RBS model, represents a set of candidates for product features - arguments for the similarity to a matching objects. The formula \( \phi \) from \( lh(\pi) \) is expressed by a compound formula - the attribute value pairs. The value from atomic formula (attribute-value pair) is an interval that represents a required frequency of an attribute (term).

The taken approach is justified by the reviews representation as an input to RBS model, association mining algorithm for creating rules and empirical observation of human expressions. On the other hand, inhibitory rules are useful as an argument against the similarity to matching objects. In (5) algorithm identifies sentences from reviews expressing opinions about product features and creates a summary.

The proposed algorithm partly depends on opinion identification - sentiment words (adjectives and adverbs) are an input to RBS model. Moreover, the algorithm uses empirically defined threshold for a minimum support and a maximum length of rules, which are created in an association mining process.

### VIII. Experiments

The approach was tested on dataset of customer reviews for five products collected from Amazon.com and Cnet.com as described in [3]. Dataset contains customer reviews focusing on electronic products: a DVD player - Apex AD2600 DVD player, digital cameras - Canon G3 and Nikon coolpix, a cell phone - Nokia 6610 and a MP3 player - Creative Labs.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>No. of reviews</th>
<th>No. of sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
</tbody>
</table>

Originally dataset was annotated by Hu and Liu [3], they define a product feature as a characteristic of the product which customers have expressed an opinion about. Opinion is a statement which explicitly defines an attitude towards feature, which is positive or negative. The dataset was reannotated by authors of [1], in order to put the main focus on feature extraction. Annotated terms as features satisfy one of the criteria: (i) part of relationship between product and a feature (ii) attribute of product, e.g. design - attribute of camera (iii) attribute of a known feature, e.g. battery life - it is an attribute of battery. Experiments were conducted on dataset tagged by [1].

<table>
<thead>
<tr>
<th>Product Name</th>
<th>No. of decision rules</th>
<th>No. of decision rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
</tbody>
</table>

The effectiveness of proposed algorithm is evaluated by standard evaluation methods: precision, recall and f1-score. Precision answers the question “How many selected items are relevant?”, while recall expresses an idea about “how many relevant items are selected?”. Precision is the fraction of retrieved instances that are relevant, while recall is the fraction of relevant instances that are retrieved. F1-Score is a measure of a test’s accuracy, it can be interpreted as a weighted average of the precision and recall. This measure reaches its best value at 1 and its worsts at 0.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>No. of decision rules for positive class</th>
<th>No. of decision rules for negative class</th>
</tr>
</thead>
<tbody>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
<tr>
<td>ell}</td>
<td>Distinct</td>
<td>Total</td>
</tr>
</tbody>
</table>

In Table III is presented a summary of unique rules sets which were generated by the RBS model. It is easy to notice that a number of decision rules for a positive class are several
times greater than a number of decision rules for a negative class. It is mainly connected with empirically set thresholds for a minimum negative and positive confidence for association mining rules. In order to increase a recall measure, minimum confidence for the positive is smaller than for the negative decision class.

A. The effectiveness of feature-oriented sentence extraction

In the task of mining reviews containing product’s features (feature-oriented sentence extraction), received results from proposed algorithm (RBS similarity from Section VII) are compared with Support Vector Machine (SVM) [15] with hidden concepts (SVM with concepts). The idea of SVM algorithm is to find boundaries in the input feature space. In order to obtain good performance of SVM in the classification process, before training a classifier, dimension reduction is performed and documents are represented in a space of higher-level terms. For that purpose is used the typical approach as Singular Value Decomposition (SVD), which goal is to find a representation of document term matrix as a product of lower-rank matrices. Using calculated SVD matrix and selected hidden concepts, which are two-terms phrases, documents are represented in a space of that concepts. The name of that technique is Latent semantic analysis (LSA) [16], it is a method for extracting and representing contextual-usage of words by statistical computations applied to a large corpus of text. In the following experiment, SVM algorithm is applied using linear kernel. In [17] author justified a good performance of SVM in a text classification context. Combining LSA with SVM is a common method for text classification [17].

As in [12], the quality of the compared models was assessed using two different measures - mean accuracy (Mean) and balanced accuracy (Balanced). The mean classification accuracy, defined as:

\[
\text{Mean} = \frac{|\{t\in\text{DataSet} : p(t)=d(t)\}|}{|\text{DataSet}|}
\]  

(12)

where \(\text{DataSet}\) is a set of test objects; \(p(t)\) is a predication of a decision class for an object \(t\) and \(d(t)\) is an expected decision class for an object \(t\), was estimated using 3-fold cross-validation technique [18]. The balanced accuracy is calculated by computing standard classification accuracies \(\text{Mean}_i\) for each decision class and then averaging the result over classes: \(i \in \{\text{positive, negative}\}\) [12].

\[
\text{Mean}_i = \frac{|\{t\in\text{DataSet} : p(t)=d(t)=i\}|}{|\{t\in\text{DataSet} : d(t)=i\}|}
\]  

(13)

\[
\text{Balanced} = \frac{\text{Mean}_{\text{positive}} + \text{Mean}_{\text{negative}}}{2}
\]  

(14)

TABLE IV. COMPARISON OF MEAN AND BALANCED ACCURACY FOR FEATURE-ORIENTED SENTENCE EXTRACTION.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Proposed algorithm from Section VII</th>
<th>SVM with hidden concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Balanced</td>
</tr>
<tr>
<td>Digital camera1</td>
<td>0.724</td>
<td>0.704</td>
</tr>
<tr>
<td>Digital camera2</td>
<td>0.699</td>
<td>0.675</td>
</tr>
<tr>
<td>Cell phone</td>
<td>0.679</td>
<td>0.685</td>
</tr>
<tr>
<td>MP3 player</td>
<td>0.715</td>
<td>0.714</td>
</tr>
<tr>
<td>DVD player</td>
<td>0.743</td>
<td>0.744</td>
</tr>
<tr>
<td>Average</td>
<td>0.712</td>
<td>0.704</td>
</tr>
</tbody>
</table>

Table V shows the comparison of recall and precision for global quality criteria for two different algorithms: proposed algorithm based on RBS model (Section VII) and Content Term Extraction. It can be observed that both of these measures are lower for CTE algorithm. The major reason of poor precision is the fact that CTE generates a large number of terms, which are not product features.

B. The effectiveness of feature extraction

In order to illustrate the effectiveness of proposed feature extraction technique, gained results are compared with widely available Content Term Extraction (CTE) algorithm [19] similarly as in [9]. As proposed algorithm disregards the original ordering of the terms in sentences, it is impossible to directly evaluate gained results. Evaluation of extracted features is performed on single-word features, multi-word features from annotation are divided into separate terms.

For all the product reviews in the classification problem, RBS model achieved better results than SVM with concepts. Both an average mean accuracy and balanced accuracy measures are higher for RBS model. The statistical significance of mean differences in results between classification algorithms was verified using a paired \(t\)-test. A null hypothesis was tested that obtained mean measurements for data sets have equal means. Difference in means is considered significant if \(p\)-value of the test is lower than 0.01. For presented results, the null hypothesis is rejected, the performance of RBS similarity model is better than for SVM model with hidden concepts.

TABLE V. COMPARISON OF RECALL AND PRECISION FOR GLOBAL QUALITY CRITERIA IN DATASET TAGGED BY [1].

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Proposed algorithm from Section VII</th>
<th>Content Term Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Digital camera1</td>
<td>0.610</td>
<td>0.535</td>
</tr>
<tr>
<td>Digital camera2</td>
<td>0.586</td>
<td>0.545</td>
</tr>
<tr>
<td>Cell phone</td>
<td>0.562</td>
<td>0.528</td>
</tr>
<tr>
<td>MP3 player</td>
<td>0.633</td>
<td>0.631</td>
</tr>
<tr>
<td>DVD player</td>
<td>0.683</td>
<td>0.644</td>
</tr>
<tr>
<td>Average</td>
<td>0.615</td>
<td>0.579</td>
</tr>
</tbody>
</table>
Comparing results with Likelihood Test approach presented in [1] (Table 8. Feature extraction results on instance level), the proposed algorithm receives better average recall, but the average precision is slightly lower. In contrast to Association Mining approach [1], the average precision is improved for the algorithm based on RBS model. The proposed algorithm’s performance on the task of identifying features from the collection of reviews turned out to be quite promising.

### Table VI. Comparison of Recall and Precision for Feature-oriented Quality Criteria in Dataset Tagged by [1].

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Proposed algorithm from Section VII</th>
<th>Content Term Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Digital camera1</td>
<td>0.811</td>
<td>0.085</td>
</tr>
<tr>
<td>Digital camera2</td>
<td>0.806</td>
<td>0.107</td>
</tr>
<tr>
<td>Cell phone</td>
<td>0.673</td>
<td>0.083</td>
</tr>
<tr>
<td>MP3 player</td>
<td>0.703</td>
<td>0.110</td>
</tr>
<tr>
<td>DVD player</td>
<td>0.723</td>
<td>0.112</td>
</tr>
<tr>
<td>Average</td>
<td>0.743</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Considering feature-oriented quality criteria it can be noticed that the F1-Score measure for product reviews is better for CTE algorithm. However, the difference between that measure for the proposed and CTE algorithm is not so meaningful. The low recall for the proposed algorithm is a result of a construction of a decision reduct, which is a minimal subset of attributes that discriminates objects from different decision classes. The high recall for CTE approach derives from the fact that CTE generates a lot of terms, but it results in a low precision. The average precision for the proposed algorithm is about 0.142, whereas for CTE algorithm is 0.145.

### IX. Conclusions

In this paper, the problem of identification of product’s features based on customer reviews and the new method which based on Rule-Based Similarity Model were discussed. Moreover, difficulties in analysing product reviews, review formats and methods for extracting product features were described. In particular, there were presented results of conducted experiments in comparison to other algorithms and evaluated gained results with two measures: global quality criteria and feature-oriented quality criteria.

Additionally, this paper shows that algorithm based on Rule-Based Similarity Model could be successfully used for the problem of feature extraction and feature-oriented sentence extraction problem. Proposed algorithm does not require any prior knowledge despite labelled data to train the RBS model.

In the future, this work will be extended with evaluation of the performance of the proposed algorithm on other data sets. The main focus will be put on improving the recall of the described method with regard to the feature-oriented quality criteria.
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Abstract—This paper proposes a methodology for compound objects’ recognition based on comparators and comparator networks. The methodology is supported by a collection of techniques and algorithms for construction and learning of comparator networks. Formal description of the methodology is accompanied by selected examples of its application in real-life problems. The described methodology has been implemented as a software library and may be used for a variety of future applications.

I. INTRODUCTION

In this position paper we propose an approach to computational tasks which involve management, identification, classification and modelling of data objects that are intrinsically complex, compound and described by means of various types of information. Our proposed approach is based on comparators and comparator networks. A comparator is a basic, relatively simple computational element that models local similarity between objects of possibly compound nature, such as phenomena, processes or sub-systems. They can be arranged into comparator networks that are capable of aggregating and summarizing local information about similarity into a global measure of proximity between data objects. This versatility provides the ability to solve the problem at hand by decomposing it into simpler, localised steps that can be processed quickly. Then, local results from elementary units can be aggregated and processed in the network producing the overall, possibly complex and multi-dimensional final result.

The overall purpose of both the comparator and the network is to generate the vector of numerical values that indicates the levels of various similarities between the object provided as an input and the already processed, well-known reference objects. The reference set, i.e. a set consisting of reference objects, can be regarded as the underlying knowledge base. For example, if we attempt to make an assessment of the situation on the road and associated risks at the moment we may be provided by the comparator network with assessment stating how close our situation resembles the previously seen situations. The key advantage of the comparator network is the fact that it is able to adapt to various levels and contexts that occur in data. In comparison with the other general, similarity-based approaches, such as Case Based Reasoning (CBR, see [1]), the one we propose is more flexible and provides more possibilities for fine-tuning the solution.

The approach based on comparators and comparator networks is a field-proven technology. Several uses in both Research and Development (R&D) and production software systems have been reported. The applications of comparator networks range from shape and character recognition in images to information retrieval in natural language text corpora (see [2]–[5]). A big incentive for using this technology is the existence of software library in Java that can be readily adapted for the needs of potential user. The library, as well as the accompanying services1 are publicly available (see [6]).

II. COMPARATORS

Compound object comparator is a construct dedicated to processing complex objects represented as data entities. We denote such a construct by $com^{ref}$. Such comparator can be identified with a function:

$$
\mu_{com}^{ref}: X \times 2^{ref} \rightarrow [0, 1]^{ref},
$$

where $X \subseteq U$ is a set of input objects to be compared and $ref$ is a set of reference objects that we infer the similarity from, $[0, 1]^{ref}$ denotes a space of vectors $\vec{v}$ of dimension $|ref|$, where each $i$-th coordinate in $v[i] \in [0, 1]$ corresponds to an element $y_i \in ref$, $ref = \{y_1, \ldots, y_{|ref|}\}$. We will further call $ref$ a reference set, while each $Y \subseteq ref$ will be referred to as reference subset. Additionally, $a(x)$ is a function that provides a representation of an object $x \in X$ w.r.t. a given attribute $a$. This representation is then used by the comparator while processing $x$. Similarly, each reference object $y \in Y$ is processed using its representation $a(y)$ for a given attribute $a$. If we are given an ordering on elements of reference set $ref$, i.e. $ref = \{y_1, \ldots, y_{|ref|}\}$ we can represent the function corresponding to the comparator as:

$$
\mu_{com}^{ref}(x, Y) = Sh(F(\vec{v})),
$$

where $Sh$ is a (result) sharpening function, $F$ is a function responsible for filtering the result before sharpening (defuzzification) and $\vec{v}$ is a vector of dimension equal to the cardinality

1Comparators at Dituel http://www.dituel.pl/Service,908/Comparators, 1136/index.html
of \( ref \), composed of proximity (similarity, closeness) values between the object \( x \) and each of the reference objects in \( ref \). Typically, \( F \) is based on combination of some standard, idempotent functions such as \( min, max, top, \) etc. \([7]\) When \( Y \) is a proper subset of \( ref \) the positions in \( \vec{v} \) corresponding to \( y_i \notin Y \) are filled with zeros. Non-zero elements of \( \vec{v} \) determine the degree of similarity (proximity) between the object \( x \) in question and each element of reference subset \( Y \). Hence, the proximity vector can be defined as:

\[
\vec{v}[i] = \begin{cases} 
0 & y_i \notin Y \\
\text{sim}(x, y_i) & y_i \in Y 
\end{cases}
\] (3)

The value of similarity \( \text{sim}(x, y) \) used above is calculated by means of a fuzzy relation \([8]\) combined with additional mechanisms, as described in the next section.

**III. ARCHITECTURE OF A COMPARATOR**

A comparator consists of two main layers (stages) – concurrent and sequential. The first of those layers is responsible for the calculation of values of proximity vector’s coordinates for \( x \in X, y_i \in ref \), with use of similarity function:

\[
\text{sim}(x, y) = \begin{cases} 
0 & \text{Exc}^\text{ref}_{\text{Rules}}, (x) = 1 \lor y_i \notin Y \\
h(\mu(x, y)) & \text{otherwise} 
\end{cases}
\] (4)

where \( Y \subseteq ref \), \( h \) is a threshold function given as

\[
h(z) = \begin{cases} 
0 & z < p \\
\mu & z \geq p, p \in [0, 1]. 
\end{cases}
\] (5)

The value of \( p \) corresponds to the lowest acceptable similarity, \( \mu \) is the basic similarity function, \( \text{Exc}^\text{ref}_{\text{Rules}} \), is the function associated with prohibitive rules and \( i \) is an index of the coordinate of proximity vector for which the similarity is derived.

Similarities for different \( y_i \) can be calculated concurrently because they do not depend on each other. The internal, layered structure of a comparator is shown in Fig. 1. While each coordinate of the vector \( \vec{v} \) is calculated independently, the final calculation of the value of the function (4) has to be performed in a sequence for a given pair of objects \((x, y_i)\).

This sequence of operations is illustrated in Fig. 2 in form of an UML activity diagram \([9]\). The processing in the first layer ceases when all coordinates of the proximity vector are derived. Only then can the comparator activate the next layer.

The processing in the comparator’s second layer is performed sequentially. Hence, operations such as filtering by means of \( F(\vec{v}) \) and sharpening of proximity vector with \( Sh(\vec{v}) \) are performed one-by-one. This sequence yields the vector given by (3) as the final result.

If we take a wider look at the comparator for complex objects we may notice that if all the notions introduced above are composed, it can be expressed as:

\[
\mu^\text{ref}_{\text{com}}(x, Y) = Sh(F(\text{sim}(x, y_1), \ldots, \text{sim}(x, y_{\text{ref}})))
\] (6)

**IV. COMPONENTS OF A COMPARATOR NETWORK**

The operation of a comparator network can be interpreted as a calculation of a function:

\[
\mu^\text{ref}_{\text{net}}: X \to [0, 1]^{|ref_{\text{net}}|},
\] (7)

which takes the input object \( x \in X \) as an argument and \( ref_{\text{net}} \) is a reference set for the network’s output layer. The target set (codomain) of \( \mu^\text{ref}_{\text{net}} \) is the space of proximity vectors. As in the previous situation, the proximity vector from the target space will be denoted by \( \vec{v} \). Such a vector encapsulates information about similarities between a given input object \( x \) and objects from the reference set \( ref \). Similarly to the case of
a single comparator, by ordering the reference set, i.e. taking
\( ref = \{ y_1, \ldots, y_{|ref|} \} \), we get the value network’s function of:
\[
\rho_{ref}^l(x) = (SIM(x, y_1), \ldots, SIM(x, y_{|ref|})),
\]
where \( SIM(x, y_i) \) is the value of global similarity established by the network for an input object \( x \) and a reference object \( y_i \). Global similarity depends on parameters (local) similarities calculated by the elements of the network (unit comparators). Through application of aggregation and translation procedures at subsequent layers of the network these local similarities are ultimately leading to the global one.

A. Layers in Comparator Network

Each comparator network is composed of three types of layers: input, intermediate (hidden/internal) and output. A given network may have several internal layers [10]. Layer consists of comparators that are grouped together by the common purpose of processing a particular piece of information (attributes) about the object in question. Each layer contains a set of comparators working in parallel and a specific translating/aggregating mechanism. The translating and aggregating mechanisms are necessary to facilitate the flow of information (similarity vectors) between layers. As sets of comparators in a particular layer corresponds to a specific combination of attributes, the output of the previous layer has to be aggregated and translated to fit the requirements. This is done by elements called translators and aggregators, respectively. The translator converts comparator outputs to information about reference objects that would be useful for the next layer. The role of the aggregator is to choose the most likely outputs of the translator, in case there was any non-uniqueness in assigning information about input objects to comparators. The operation of a layer in the comparator network can be represented as a mapping:
\[
\rho_{layer}^l : X \rightarrow [0, 1]^{ref_l},
\]
where \( x \in X \) is an input object and \( ref_l \) is the reference set for the layer.

Within a given layer only the local reference sets associated with comparators in that layer are used to establish (local) similarities. However, through aggregation and translation these local similarities become the material for synthesis of the output similarity and reference set for the layer. This synthesis is based on a translation matrix, as described in [11]. Function (9) is created as a superposition of: comparator’s function (1), local (layer) aggregation function and translation. Local translation operation is responsible for filtering the locally aggregated results.

The input and internal (hidden) layers in the comparator network contain comparators with function (1) together with translators and local aggregators. The output layer contains the global aggregator responsible for returning the final result. The components of the comparator network are described briefly below. For details please refer to [11], [12].

B. Local Aggregator

Aggregators are a mandatory part of the network responsible for the synthesis of the results obtained by comparators. Aggregators are functions that operate on partial results of comparators. In the simplest case the network only needs a single global aggregator in the output layer. However, in the other network architectures it is included in other layers as well, in form of a local aggregator.

The local aggregator processes partial results of the network at the level of a given layer. The aggregator’s operation depends on the type of reference objects and the output of comparators. It can be represented as:
\[
f_{agg}^{ref_l} : [0, 1]^{ref_l} \times \ldots \times [0, 1]^{ref_k} \rightarrow [0, 1]^{ref_l},
\]
where \( k \) is the number of comparators in a given layer \( l \), i.e. the number of inputs in the aggregating unit (local aggregator). \( ref_l \) is the output (resulting) reference set for layer \( l \) composed by means of the composition rules from the reference sets \( ref_i \) \( (i = 1, \ldots, k) \) used by comparators in layer \( l \).

C. Translator

The translator is a network component associated with the adaptation of results of one layer to the context of another layer (the one to be fed with). In other words, this element expresses the relationships between the objects of both layers [13]. The translator is defined by means of the translation matrix:
\[
M_{ref_l} = [m_{ij}],
\]
where \( i \in \{1, \ldots, m\} \), \( j \in \{1, \ldots, n\} \) for \( m \) and \( n \) denoting cardinality of \( ref_k \) and \( ref_l \), respectively. The matrix \( M_{ref_l} \) defines the mapping of objects in the set \( ref_l \) onto objects in the set \( ref_k \). In practice \( ref_k \) is just a union of reference sets for all comparators in a given layer and \( ref_l \) is the target reference set. Values in the matrix are within \([0, 1]\).

D. Projection Module

This network unit appears in selected layers whenever there is a need for selecting a subset of coordinates (project the vector onto subspace) in proximity vector that will be further used in calculations. The selection of a particular coordinate may be based on its value (above/below threshold) and/or on the limitations regarding the number of coordinates that can be preserved. For the \( i \)-th coordinate in the proximity vector the projection can be the following:
\[
\mu_{proj}(v[i]) = \begin{cases} 
\| v[i] \| & \text{projection}(\| v[i] \|) = 1 \\
0 & \text{projection}(\| v[i] \|) = 0
\end{cases}
\]
where \( i \in \{1, \ldots, |ref_l|\} \) and \( \text{projection}(a) \) for \( a \in [0, 1] \) is a function of the form:
\[
\text{projection} : [0, 1] \rightarrow \{0, 1\},
\]
The function \textit{projection} is the actual selecting mechanism. It decides whether a given coordinate is set at 0 or not. This function can be defined as a threshold, maximum, ranking function, etc.

\textbf{E. Global Aggregator}

The global aggregator is a compulsory element of the output layer. Unlike local aggregators, which process results within a single layer, the global one may process values resulting from all layers at the same time. In the simplified, homogeneous case, when all layers use exactly the same reference set, the global aggregator may be expressed by:

\[
\mu_{agg}^{ref_{\text{out}}}: ([0,1]^{\text{ref}_i})^m \rightarrow [0,1]^{ref_{\text{out}}},
\]

where \( m \) is the number of \textit{all} comparators in the networks, i.e., the number of inputs to the global aggregator.

In the more complicated, heterogeneous case, the sets in subsequent layers and comparators may differ. In this case the aggregator constructs the resulting (global) reference set \( ref_{\text{out}} \) in such a way that every element \( y \in ref_{\text{out}} \) is decomposed into \( y_{i1} \) in reference set \( ref_{f1} \), \( y_{i2} \) in reference set \( ref_{f2} \) and so on, up to \( y_{mn} \) in reference set \( ref_{fm} \). For a given input object \( x \in X \) the value of similarity between \( x \) and each element of \( ref_{f1} \), \ldots, \( ref_{fm} \) is known, as this is the output of the corresponding comparator. To obtain the aggregated result we use:

\[
\mu_{agg}^{ref_{\text{out}}}: [0,1]^{ref_{\text{out}}} \times \cdots \times [0,1]^{ref_{\text{m}}} \rightarrow [0,1]^{ref_{\text{out}}}
\] (15)

Note, that formula (15) is similar to the one for local aggre-gators (10). The essential difference is in the fact that the local aggregator is limited to a subset of comparators contained in a given layer, while the global one looks at all comparators in the network.

With all the definitions of units the comparator network can be expressed as a composition of mappings in subsequent layers:

\[
\mu_{\text{net}}^{ref_{\text{out}}}(x) = \mu_{\text{layer-out}}^{ref_{\text{out}}} \circ \mu_{\text{layer-1}}^{ref_{f_{\text{layer-1}}}} \circ \cdots \circ \mu_{\text{layer-1}}^{ref_{f_{\text{layer-1}}}}(x) .
\]

where \( ref_{fi} \) stands for the reference set corresponding to layer \( i \) and \( ref_{fo} \) is the reference set for the network as a whole.

The general scheme of the comparator network is shown in figure 3.

\textbf{V. SELECTED APPLICATIONS OF COMPARATOR NETWORKS}

Two examples of successful application of the comparator network methodology are presented. The two applications presented originate from rather unrelated areas. The purpose of showing them here is to highlight the versatility of comparator networks as a tool for dealing with real-life challenges. The first of the examples presented is associated with recognition and classification of texts in (quasi-)natural language. The second example relates to risk management in CBR systems [1]. The two examples presented are just a selection from a range of applications that were reported. For more examples refer to [2]–[5].

\textbf{A. Classification of References in Scientific Articles}

This application was conceived as an answer to a need defined in the course of the SYNAT project\(^2\). The overall goal of this project was to construct an integrated network platform for the storage, retrieval, management and delivery of digital information in areas of science and technology [14].

One of the tasks within the scope of SYNAT was to design and implement a sub-system for searching within repositories of scientific information (articles, biographical notes, etc.) using their semantic content (SONCA). The information contained in documents is by nature compound and relations discovered between their parts and other entities in data are crucial to preserve. One of the compound parts is the reference part in form of unstructured texts. The task is to identify the part of text that is a reference and recognise (name, classify) its parts, so that they can be given a semantical context which can greatly improve information retrieval and management. The result should be expressed by means of (sub-)objects classified to the already known classes such as authors, titles, journals, the publication date, and so on. For example, the following text found in the document: “Sosnowski, L., Slezak, D.: Networks of Compound Object Comparators. In: Proc. of FUZZ-IEEE 2013 (2013)” might be resolved by assigning the pattern ATRY to its parts, where: A stands for authors, T – title, R – reference volume (pProceedings), and Y – the publication date (year).

\begin{table}[h]
\begin{tabular}{|c|c|}
\hline
Measure & Value \\
\hline
Max & 1.00 \\
Min & 0.30 \\
Average & 0.85 \\
Median & 0.87 \\
Standard deviation & 0.12 \\
Variance & 0.02 \\
\hline
\end{tabular}
\end{table}

The whole process is divided into several stages: preprocessing, parsing and classification. The first stage is responsible for cleaning the data, sifting unnecessary data from the text.

\(^2\)SYNAT (www.synat.pl) was a major national R&D project financed by NCBiR as a part of the strategic research initiative.
structure and making it clear (e.g. lowercase, trimmed, etc.). It contains the prefix cleaning procedure, which eliminates unwanted prefixes e.g. “[12] D., E., Willard, New trie data structures which support very fast search operations, Journal of Computer and System Sciences, v.28 n.3, p.379-394, June 1984 u00A0doi:10.1016/0022-0002(84)90020-5” is an input text. The mentioned procedure cuts the part “[12]”. The main idea of this stage is to dispose of all signs which can interrupt the further parsing or comparing process. The second operation is to replace all quotation marks which are not necessary but often interfere with the results.

The results reported below were obtained from two numerical experiments. For these experiments 400 examples of references (pieces of text) were drawn randomly from the corpus of scientific texts. The first experiment (Experiment 1) involved generating patterns for sub-objects (fragments of reference text) and composing (concatenating) them into a pattern for the whole reference. In the second experiment (Experiment 2) the pattern resulting from Experiment 1 was additionally compared with a reference set consisting of all possible patterns. The reference sets used were taken from the collection of already processed and classified articles in the SONCA subsystem [14]. Each of these reference objects had a clearly defined pattern it belonged to.

The experimental data were split into the training and testing parts containing 132 and 268 cases, respectively. The training sample was used to build the (local and global) reference set for the comparator network and for tuning of network’s parameters. The test sample was used to assess the quality of classification (pattern identification). The experiment involved two main steps: (i) generation of reference patterns using similarities between sub-objects and (ii) comparison of generated patterns with the reference set of known (certain) patterns of bibliographic references.

Both experiments involved the use of a comparator network designed for this purpose. The network used local similarities to build (infer) the overall result. The particular network used had the most of the local similarity values at a relatively high level, within the [0.8, 0.85] range. The other parameters of the network were set to default values. In particular, the threshold parameter p was set to middle (0.5) and the results were aggregated using simple averaging, i.e., assigning the same weights to all considered attributes. Table I presents certain statistics regarding the similarity calculated by the network.

The quality assessment was done with use of measures typical for classification applications such as precision, recall and F1-score. The solution (network) constructed achieved a global F1-score of 0.86 for Experiment 1 and 0.78 for Experiment 2. Both of these results can be considered sufficient for practical application. Table II contains a more detailed presentation of the best and worst results obtained during Experiments 1 and 2.

Patterns assigned to objects and patterns in the reference set were frequently quite complicated, which is a direct consequence of the almost non-existent format requirements and use of (quasi-)natural language. The table illustrates the kinds of patterns that appeared as a reference and were used to obtain results presented in table II. The table lists the types of elements of patterns corresponding to comparators in the network: Book (B), Country (C), DOI (D), Journal (J), Pages (P), Proceedings (R), Series (S), Title (T), Volume (V), Year (Y), Authors (A).

The experimental results presented show that the method used in Experiment 1 was more effective than the one used in Experiment 2. A closer look at the level of particular cases (objects) revealed that the reference set used in the second layer of the comparator network during Experiment 2 was

<table>
<thead>
<tr>
<th>Pattern</th>
<th>P1</th>
<th>R1</th>
<th>P1</th>
<th>P2</th>
<th>R2</th>
<th>F1</th>
<th>R2</th>
<th>F1</th>
<th>P2</th>
<th>R2</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKR</td>
<td>0.86</td>
<td>0.90</td>
<td>1.00</td>
<td>0.86</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATJVY</td>
<td>1.00</td>
<td>0.90</td>
<td>1.00</td>
<td>0.90</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATRJPY</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATVPY</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATJVPY</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATVY</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATVYD</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATJYR</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATPAR</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>ATJY</td>
<td>0.88</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>

The above table presents the results of the best and worst experiments in terms of precision and recall. The table also includes the F1-score, which is a harmonic mean of precision and recall. The results are presented in terms of Precision (P), Recall (R), and F1-score (F). The best results are highlighted in bold, and the worst results are italicized.

The quality assessment was done with use of measures typical for classification applications such as precision, recall and F1-score. The solution (network) constructed achieved a global F1-score of 0.86 for Experiment 1 and 0.78 for Experiment 2. Both of these results can be considered sufficient for practical application. Table II contains a more detailed presentation of the best and worst results obtained during Experiments 1 and 2.
TABLE III
EXAMPLES OF OBJECTS IN NETWORK’S REFERENCE SETS.

<table>
<thead>
<tr>
<th>Year</th>
<th>Pages</th>
<th>Authors</th>
<th>Volume</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 20XX</td>
<td>C013-09-001</td>
<td>A. A. Atitou</td>
<td>v(\delta+d)</td>
<td>A comparison between conceptual clustering and conventional clustering</td>
</tr>
<tr>
<td>Dec 20XX</td>
<td>C013-09-002</td>
<td>A. A. Abnamah</td>
<td>v(d+)</td>
<td>A Kalman-filter approach to equalization of CDMA downlink channels</td>
</tr>
<tr>
<td>Jan 20XX</td>
<td>C013-09-003</td>
<td>C. W. Lin</td>
<td>v(\delta+)</td>
<td>A KDD System for the Discovery of Quantified Exception Rules</td>
</tr>
</tbody>
</table>

TABLE IV
RISK MATRIX REFLECTING OCCURRENCE OF THREATS WITH RESPECT TO THREAT TYPE AND POSSIBLE threat subjects. NOTATION: A1 - fear, A2 - toxic smoke, A3 - radiation, A4 - burn-out, C - dangerous chemical agent, E1 - collapse, E2 - electrocution threat, E3 - disease or injury, E4 - explosion

<table>
<thead>
<tr>
<th>Subject/Threat</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>C</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
</tr>
</thead>
<tbody>
<tr>
<td>People (MB)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Animals (T)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Environment (U)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Property (N)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rescuers (MA)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Equipment (G)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The experiments presented below were aimed at assessing the level of potential risks associated with the current operation through comparison (measuring similarity) with the previous, already fully described and classified cases retrieved from the repository. The underlying assumption of this approach is that the similarity between (circumstances of) two operations is an indicator of the similar types and levels of risks (threats) involved. In the operation scenario the IC would be informed that the current evolution of the situation shows similarities with a certain historical events and that some risks factors are more likely to emerge. As part of implementation of this experimental approach representation of an F&R operation as a vector of values have been devised.

B. Risk Assessment During Fire and Rescue Operations

1) Problem description: A Fire and Rescue (F&R) action is considered to be one of the most challenging environments for modeling and decision support. To date, there have been very few attempts to automate the decision making process in this area [15], [16], at least partially. One such attempt is the R&D project called ICRA (http://www.icra-project.org). The main goal of ICRA is to build a modern AI-based, risk-informed decision support system for the Incident Commander (IC), which improves situational awareness of the IC during F&R action, thus increasing the safety of firefighters. The basic ramifications and goals of the project can be found in [17].

One of the techniques introduced is the course of ICRA project is the Threat Matrix. The threat matrix groups the major types of threats with possible threat subjects. The threat matrix designed in the ICRA project is a significant extension of the model used currently by the German Fire Service. The new matrix is enriched with the possibility to define the degree (level) of the current threat which improves the representation of the current level of risks in the course of F&R operation. The extended version of the threat matrix is referred to as the Risk Matrix. The example of threats considered during the action using the ICRA version of the risk matrix is shown in table IV.

The experiments presented below were aimed at assessing the level of potential risks associated with the current operation through comparison (measuring similarity) with the previous, already fully described and classified cases retrieved from the repository. The underlying assumption of this approach is that the similarity between (circumstances of) two operations is an indicator of the similar types and levels of risks (threats) involved. In the operation scenario the IC would be informed
fair comparison of results obtained with methods used in [18] and those based on the comparator network.

The second experiment used data retrieved from the EWID as well. In this case the set contained 3736 reports. In both experiments the leave-one-out scheme was adopted resulting in, respectively, 164430 and 13053960 pairs of objects (reports) being considered in the calculation of similarities. It should be mentioned that the numbers of pairs that were actually used is lower than the cardinality of the respective cartesian products. This is due to filtering out those pairs that displayed very low similarity value, i.e. the pairs of very dissimilar reports.

The central tendency for results of both experiments is presented in table V. The distributions of similarity values obtained in V are shown in Fig. 4.

### TABLE V

**Selected measures for central tendency for pairs of objects:**

- * - results for 406 cases, ** - results for 3736 cases. **notation:
  - all - all pairs of objects considered, tesp - best similarity for
    input pair, wwp - worst similarity for input pair.

<table>
<thead>
<tr>
<th>Factor</th>
<th>*-all</th>
<th>*-tesp</th>
<th>*-wwp</th>
<th>**-all</th>
<th>**-tesp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>0.985</td>
<td>0.985</td>
<td>0.690</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Min</td>
<td>0.530</td>
<td>0.791</td>
<td>0.300</td>
<td>0.477</td>
<td>0.797</td>
</tr>
<tr>
<td>Average</td>
<td>0.813</td>
<td>0.940</td>
<td>0.427</td>
<td>0.831</td>
<td>0.956</td>
</tr>
<tr>
<td>Median</td>
<td>0.820</td>
<td>0.926</td>
<td>0.300</td>
<td>0.824</td>
<td>0.961</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.061</td>
<td>0.028</td>
<td>0.001</td>
<td>0.062</td>
<td>0.023</td>
</tr>
<tr>
<td>Variance</td>
<td>0.004</td>
<td>0.001</td>
<td>0.001</td>
<td>0.004</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The results presented here for methods NoC WA and NoC WA were obtained with the default value of the threshold parameter $p = 0.5$. The weights for global aggregation used by NoC WA were calculated by means of the evolutionary algorithm. The best result was achieved for weights $2_{NN}$, $6_9$, $26_9$, associated with, respectively, comparators for activities (sub-processes): notifications, disposals, recognitions, actions. These weights were obtained with the use of 33% of data (136 cases).

### TABLE VI

**Comparison of various methods for recognition of risks.**

**Notation:** ESA - Explicit Semantic Analysis, k-NN Canberra - k

<table>
<thead>
<tr>
<th>Method</th>
<th>Naive Bayes</th>
<th>ESA</th>
<th>k-NN Canberra</th>
<th>NoC</th>
<th>NoC WA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.76</td>
<td>0.70</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.70</td>
<td>0.76</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1-score</td>
<td>0.54</td>
<td>0.69</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The final results for comparator networks were assessed in two steps. As part of the first step, the values of precision, recall and F1-score were calculated for every case of F&R operation in the data set and then averaged. These results are shown in table VI in comparison with the alternative classification methods applied to the same data. The second steps involved the analysis of the effectiveness of the method with respect to particular risks as identified in the risk matrix developed for the ICRA project. These results are presented in table VII.

### 3) Interpretation of results:

As shown in tables VI and VII, the best results were obtained for the NoC WA (Network of Comparators with Weighted Average) approach. In both experiments these assessments were reflected by values of standard quality measures [20], such as precision, recall and F1-score. The average value of precision for comparator-based approach was equal to 0.79 and by 0.05 higher than the average for the next best solution. A similar difference was observed for other measures (recall, F1-score) when comparing NoC WA with other classification methods. Detailed examination of the results w.r.t. particular types of risks, as shown in table VII, also favours the approach based on comparator networks. Overall, the NoC WA method proved to be a very promising approach to automation of decision support process for F&R operations [15], [16].

### VI. SUMMARY OF THE POSITION

In the paper we put forward a novel methodology for reasoning as regards compound objects on the basis of their similarity to elements of knowledge base. This methodology offers a systematization of the process of constructing a system that identifies and classifies a compound object by comparing it to reference objects at various levels of abstraction. The proposed comparator networks complement and extend the existing gamut of similarity-based approaches to identification, management and classification of compound data entities.

An important advantage of the methodology presented in this paper is the availability of implementation. The implementation was done with domain experts in mind. For a user who understands the nature of the problem the materialization
of a solution in form of a comparator network comes quite naturally. The library comparators-lib that contains algorithms is implemented in JAVA [6]. It provides a collection of base classes and interfaces corresponding to constructs in the underlying methodology, such as a class for comparator network, class for layer, class for comparator, etc. The classes seamlessly facilitate data flow and parameter setting, so that the user can concentrate on designing the architecture of the solution and defining basic elements that lead to the final computational system. In this way, the whole process of building the comparator network for a given application becomes easier.

The current status of the technology based on the concept of comparators and comparator networks is presented in this paper. The functions and operation of underlying concepts and definitions were illustrated with examples of real-life applications. The next step for the development of this technology could be the creation of a networked platform providing access to methods and algorithms for comparator network architecture. Equipped with a well-designed graphical interface such a platform would greatly simplify the construction of network models for new applications. The platform would also provide a collection of templates that could be used for fast prototyping of the solution and finding optimal model parameters more efficiently. This can make it a useful tool for many different types of approaches based on similarity, i.e. semantic similarity [21], similarity-based reasoning, mereological similarity and approximate reasoning [22] as well as many others. All of them can be implemented by means of compound objects comparators.
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“ This study focuses on the proposal of a recommender system for daily touristic plans. In order to construct such a system it is further examined that there is a need of text mining applications. Moreover, Sentiment Analysis and Keyword Extraction techniques are evaluated by developing and testing different approaches. Sentiment Analysis approaches are examined step-by-step in order to pick the best among them to score restaurant data. Similarly, Keyword Extraction is evaluated from various Perspectives of statistics, visualization and machine learning. By the end of the paper the structure and the flow of the proposed system is illustrated upon the chosen approaches which were tested throughout this paper.”

I. INTRODUCTION

The main aim of this study is to create a dynamic environment that enables users to find the best activities and dining options on real time around a desired travel destination. The project tackles certain problems that many travelers face in a day-to-day basis such as wasting unnecessary amount of time planning what to do in a touristic area and struggling with the difficulty of finding activities or dining places which suits them best. Inadequacy of conventional travel websites, blogs, reviews and their lack of simplicity due to large amount of data makes such decisions time consuming.

In order to create such a system which allows users to pick their interests from a text cloud and later allows them to choose from the recommendations of auto-generated day plans considering their needs, desires and budgets, one can make use of two major text mining techniques: Sentiment Analysis and Keyword Extraction.

The scope of this idea of creating a smart online travel day recommendation system is considerably wide as there are thousands of travel destinations worldwide. For simplicity and testing matters, only the restaurants in Amsterdam area are considered at the modeling stage, but it should be noted that each and every step of this study can be applied to any touristic attraction in every travel destination as long as there is available data online. All datasets are generated by collecting user reviews from TripAdvisor due its simplicity of API integration and cost efficiency. Additionally, later during the product development stage of the proposed recommender system, many other review sources will be combined to elaborate the findings [1].

II. TEXT MINING

The “Text Mining” is often generalized as processing structured or unstructured but information holding data for the sake of generating patterns of information [12]. Natural Language Text is the major study and analysis source of Text Mining, thus exponentially growing web-based textual information makes it more attractive every passing year. There are various ways of analyzing textual documents via text mining, as well as many types of information gathered by using its techniques.

For both data and text mining it is primarily important to analyze or process a data which potentially holds information. In other words the actions taken by data and text mining tools should be in a way that it illustrates or generates an information from a given data. Aside from this mutual need of having and analyzing potentially useful data; text and data mining differ substantially when it comes to type of data that is used. Data mining deals with incomprehensible data with binary, nominal, ordinal and interval features which only deploy a meaning when certain algorithms are used or statistical interpretations are made. On the other hand, text mining data is already comprehensible and gives a textual information even without processing it. This uniqueness of explicit information bearing puts text mining one step ahead [12]. Nonetheless, for both cases detecting an informative pattern is equally tricky since both data mining features and text mining data are incomprehensible to computers or machines which tries to interpret them.

This uniqueness of text mining is the reasons that it is adopted at the core of this project. Many traveling sites and other sources offer direct information about restaurants or touristic attractions but this information generally does not go beyond cost, address, opening-closing hours and other type of strict data. Most of the time what real travelers seek during their explorations are fast recommendations which suits them best usually from their close network of friends and families. Our aim goes beyond the limited circle of friends and families, considers millions of available reviews.

III. SENTIMENT ANALYSIS

Sentiment analysis or opinion mining is the task of identifying the subjectivity of a document and later determining its class as being; neutral, positive or negative.
Sentiment analysis is widely used in business related domains such as; marketing, customer satisfaction and benchmarking, as well as in political science, law, sociology and psychology [18].

Statistics or machine learning algorithms are used to classify the documents’ sentiment. Even though state-of-art methods and algorithms tend to give satisfying results, sentiment analysis is a difficult task when the complexity of people expression, unrelated lexical content, negations and rhetorical devices as irony and sarcasm is considered [18].

Deciding positivity and negativity of a text may come out differently with errors even when it is done manually by 2 different human candidates. This shows the complexity of human expressions and perceptions. As the complexity of the domain and opinion increases the more difficult the task becomes. Relatively sentiment analysis on a product is easier to a political opinion [18]. Moreover in this paper sentiment analysis on restaurants is studied, using machine learning methods and probabilistic approaches.

Particularly in this paper, the main objective had been to help tourists to be able to have the optimal day plan with significant amount of time saving. In order to guarantee them to have the best possible experience: each restaurant and touristic attraction should be scored. Different modeling approaches are studied and evaluated step-by-step. Moreover, tourist reviews are collected from TripAdvisor and processed by applying sentiment analysis using different methods and later picking the dominating method to score each restaurant and activity.

IV. SENTIMENT ANALYSIS APPLICATION

A. TF-IDF Approach I

First part of the sentiment analysis is data collection. As mentioned earlier, the whole data (training and test together) is collected from TripAdvisor website under Amsterdam search. In the first model, only the 50 top-ranked restaurant reviews are used. The whole data consists of 11688 reviews in total, which are scraped by using Kimono API creator [11]. The features that are collected to be used in modeling are: title of the review, review text, number of stars out of 5, total number of previous reviews made by the same user and the total number of helpful reviews that are made by the same user so far. The last two features are not directly related with the sentiment analysis; in fact, they are not used in application, but they might be helpful to assign weights on each review once they are tagged as a positive or a negative review and may have an effect on the overall score of a restaurant. In total, there are 11027 positive and 661 negative reviews combined.

In this part, supervised learning techniques are employed and in order to apply these techniques effectively, labels are assigned as 1 for a positive review and 0 for a negative review. Many studies in the related literature suggest the use of an additional and a priori labeling which conditions on subjectivity or objectivity of the text. However, since we are dealing with customer reviews, we are almost certain that all the reviews are subjective at some point and does not state facts as in news articles or product descriptions. Hence, it would be convenient to bypass subjectivity analysis part assuming all the reviews are subjective and only use a binary labeling for the supervised learning. To do so, a simple code was written to automatically separate the reviews with less than 4 stars as negative reviews, from the positive reviews (those with 4 or higher stars). The title and review text were then concatenated as a single string. Finalizing the data set into two features as full text which has the text and as sentiment which contains the class labels 1 for a positive review and 0 for a negative review. Tail of the structured data is shown in Table 1.

<table>
<thead>
<tr>
<th>Full Text</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>11683 Worth every cent!. Went a little out of</td>
<td>1</td>
</tr>
<tr>
<td>the ce...</td>
<td></td>
</tr>
<tr>
<td>11684 Very good experience.. We had a amazing</td>
<td>1</td>
</tr>
<tr>
<td>night ...</td>
<td></td>
</tr>
<tr>
<td>11685 EXCELLENT MEAL. Have been here before</td>
<td>1</td>
</tr>
<tr>
<td>two year...</td>
<td></td>
</tr>
<tr>
<td>11686 Amazing. Went to this restaurant for</td>
<td>1</td>
</tr>
<tr>
<td>boyfriend...</td>
<td></td>
</tr>
<tr>
<td>11687 Absolutely stunning throughout. Restaurant</td>
<td>1</td>
</tr>
<tr>
<td>was...</td>
<td></td>
</tr>
</tbody>
</table>

In the next step before training the data set the text is preprocessed in order to get rid of punctuation marks, to get rid of html markups, to deal with emoticons and with lowercase letters [7]. Even though punctuation marks address significance about the sentiment class identification it may lead the classifier into an unwanted direction, in which case ‘!” may be a negative or positive claimer [7]. In almost every NLP (Natural Language Processing) tasks tokenization is necessary and for this study each individual sentence is broken into words for further processing [6]. In the next step the reviews are converted into a feature matrix consisting rows for reviews and columns for each tokenized words. In this study features are single words - unigrams, but different n-grams could be chosen for different processing purposes [6].

After tokenization step, term frequencies of each single unigram-feature under each document is denoted by tf(t, d). An illustrative example 3 different document sentences is given in Figure 1.

{This: 1, restaurant: 2, is: 3, good: 4, bad: 5, ok: 6}

D1: [1, 1, 1, 0, 0]
D2: [1, 1, 0, 1, 0]
D3: [1, 1, 0, 0, 1]

Fig 1. Each document is given with its feature matrix tf(t, d).
The sentences in Figure 1 are read in this order: “This restaurant is good”, “This restaurant is bad” and “This restaurant is ok”.

Unimportant English words are overly weighted when dealing with term frequencies. In order to tackle this problem and give each feature a weight corresponding to its importance, a special form of feature vectorizer called term frequency – inverse document frequency tf-idf \( (t, d) \) is used [7, 8].

\[
\text{tf} - \text{idf} (t, d) = \text{tf} (t, d) \times \text{idf} (t, d)
\]

The inverse document frequency is calculated as follows:

\[
\text{idf} (t, d) = \log \frac{n_d}{1 + \text{df}(d, t)}
\]

In the last equation, \( n_d \) is the total number of documents and \( \text{df}(d, t) \) is the number of documents that contain term \( t \). Addition of term 1 in the denominator allows smoothing and deals with log expression [9].

Before further processing, the data is split into training and test sets with 0.67 to 0.33 ratio. Later, in Python a pipeline is constructed including a tf-idf vectorizer and a Logistic Regression classifier with L2 regularization and parameter \( C = 10 \) [7]. It should be noted that once the documents are converted into a feature matrix, any classifier might have been used. SVM, MaxEnt, Random Forests are commonly used classifiers for this purpose [2].

There are various machine learning metrics used to analyze how well a model performs: accuracy, precision, recall, and F measures [10]. Since the test set is pre-labeled as in every supervised machine learning model, a comparison between true classification labels and predictions could be made. To provide a better understanding, a confusion matrix is given in Table II and related metric functions are provided.

**Table II. Confusion Matrix**

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>YES</td>
</tr>
<tr>
<td>YES</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>YES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{TN} + \text{TP} / (\text{TN} + \text{TP} + \text{FP} + \text{FN}) )</td>
<td>( \text{TP} / (\text{TP} + \text{FP}) )</td>
<td>( \text{TP} / (\text{TP} + \text{FN}) )</td>
<td>( 2 \times (\text{Precision} \times \text{Recall}) / (\text{Precision} + \text{Recall}) )</td>
</tr>
</tbody>
</table>

The predictive value negative, which can be given by:

**B. TF-IDF Approach II**

After additional data collection, the number of negative sentiment reviews increased by 2100 and the model trained with the same parameters but with a larger data set.

Predictive value negative metric increased by more than 0.40 points as we anticipated and obtained as 0.7452. Nonetheless, this increment is not a pure improvement since the newly generated test data is different from the previous dataset both in scale and observations. Thus, in order to evaluate the performance in an unbiased way, the same splits from the old data were created and tested with the new model.

The performance of tf-idf model is increased by collecting more negative reviews, especially significantly in the power of predicting negative reviews with a point difference more than 0.30.

**C. Boolean Multinomial Naive Bayes Approach I**

According to many studies in the related literature, when it comes to sentiment analysis, Naive Bayes tends to give promising results. This approach has Bayes Theorem in its core and naive term comes from its simplicity due to the avoidance of the dependency of occurrence of each word. It is assumed that each word is independent [3 4 5]. The theorem basically argues that the class or the sentiment of a document is the maximum probability it gets, given such a document: sequence of words. The documents we are referring throughout this part are individual tourist reviews. To briefly illustrate steps of Naive Bayes mathematically [3 4 6]:

1) Objective Function: \( \text{argmax} \{P(C|D) \} \forall C \)

2) Expand \( P(C|D) \):

\[
P(D) \text{ is a global constant. So, the numerator part is enough.}
\]

3) \( P(C) \): Proportion of class C upon all documents.

4) Expand \( P(D|C) \):
D: documents composed of unigram tokens. Represented as:

\[ P(w_1, w_2, \ldots, w_n | C) \]

\( w_n \): nth word in document

Word occurrences are considered independent:

\[ P(w_1 | C) \cdot P(w_2 | C) \cdot \ldots \cdot P(w_n | C) \]

5) Final estimator:

\[ P(C) \cdot \prod_i P(w_i | C) \]

Log scaling is used in order to prevent floating points and to prevent excessive weights on frequently used words.

argmax[log(P(C)) + \sum_i log(P(w_i | C))]

Boolean Multinomial Naive Bayes is a special case of Naive Bayes with steps:
1) Preprocess text.
2) Remove all duplicate words in each document.
3) Do Naive Bayes.
   \[ P(w_i, C) = (\text{count}(w_i, C) + 1) / (\sum \text{count}(C) + |V|) \]

|V|: vocabulary size
+1 and +|V| is for Laplace smoothing in order to avoid none observations.

Another problem that this method faces is the biased weighting due to count differences of each word in each class. To get over this mighty problem, likelihood approach is defined [6]:

\[ P(w | C) = f(w, C) / \sum_C f(w, C) \]

f: frequency of word w in class C.

Again the same dataset from TFIDF Part 2 is used but with a different sample size. In order to balance weights of each class and their effects on prediction, negative and positive review sample sizes are selected equally.

As a new data set; 2100 negative and 2100 positive reviews were merged. First the “stop words” in English language are removed. Then it is split into train and test data by 80% to 20%. Further for better validation of the model, stratified k-fold cross validation is used where k = 5. By using cross validation training data is split into 5 different train and validation parts for best selection, while the bad/good ratio is preserved [7].

Using a data set composed of 1341 negative reviews and 7517 positive reviews was not enough explanatory when it comes to predict negative reviews. Previous part of this model outperformed this case. Equal sized samples with good/bad = 1 ratios tend to fit negative reviews better where this case with large positive dataset and low negative dataset performed only as good as fair coin toss. Here, the major problem is the convergence of the predicted sentiment of the reviews to a single class due to its higher weight and feature scale compared to the other class. As positive training samples dominate in size and negative samples lack to describe an unseen test sample; the minority class tend to converge into the dominating class. Since it does not represent all the features or word tokens.

An Out-of-Vocabulary (OOV) word is considered to appear equally likely on both class such as words like “restaurant”, “food”, etc. Thus, assigning a 50% likelihood to those unseen words when dealing with smoothing is important in order to avoid undefined operations like 0/0, log (0) or to avoid smashing all the chain probabilities to 0. This modification allows the algorithm to deal with unfamiliar and unrelated words equally [6].

Smoothing may be changed and tested accordingly to evaluations of the study. It is decided to assign 0.5 to likelihood for OOV words and to assign a very small number close to 0 such as 1e-15 for log (0) cases. Basically; given a word if that word is not in the given class but in the other class: assign 1e-15. If the given word is not appearing on both classes then assign 0.5.

Collective frequencies are simply the sum of the frequencies in both classes. Taking a word token into account. If it is not found in the negative class then it is set and labeled as “no found”; in smoothing step that expression is replaced with the minimum value 1e-15.

Naive Bayes has improved the previous model’s power of predicting sentiment for class 0 (negative) reviews. It used be around 0.6460 and after Naive Bayes Classifier it increased to 0.7845 boosting it up almost 0.15 points.

In general, Naive Bayes gives high hopes on both predicting positive and negative sentiment equally. Performance evaluations can be improved by collecting more data, improving preprocessing steps and applying fine tuning by using stratified k-fold [7].

D. Boolean Multinomial Naive Bayes Approach II

In this part of the Boolean Multinomial Naive Bayes, rather than using equal sized samples for both classes all of the data is used for better fitting. Bad/Good Ratio for all data is around 0.1788. Train and Test data is split by 80% to 20%. Further for better validation of the model, stratified k-fold cross validation is used where k = 5. By using cross validation training data is split into 5 different train and validation parts for best selection, while the bad/good ratio is preserved [7].

Using a data set composed of 1341 negative reviews and 7517 positive reviews was not enough explanatory when it comes to predict negative reviews. Previous part of this model outperformed this case. Equal sized samples with good/bad = 1 ratios tend to fit negative reviews better where this case with large positive dataset and low negative dataset performed only as good as fair coin toss. Here, the major problem is the convergence of the predicted sentiment of the reviews to a single class due to its higher weight and feature scale compared to the other class. As positive training samples dominate in size and negative samples lack to describe an unseen test sample; the minority class tend to converge into the dominating class. Since it does not represent all the features or word tokens.
In literature and from the previous parts of study more data collection can be considered as a better approach. But, at the same time enough descriptive information for each class should be collected in order to perform equally good in each case.

One might argue that Naive Bayes Algorithm can deal with unequal sized class samples by having P(C) class probabilities inside the formula [3, 4, 6]. Even though this is the case sometimes P(C) ratios can weight more than word frequency ratios.

For example, a sample review is examined:

Word “great” is a feature which should be considered as a positive identifier according to human logic and English language. But the following frequency values pulled from the model indicates the effect of “great” on prediction is not great as the class frequency itself, hence not making the impact it should have made.

Word “great”:

Negative frequency: 0.004
Positive frequency: 0.014

“great positive frequency”/ “great negative frequency” = 3.5

“positive class frequency”/ “negative class frequency” = 5.6

Having 5.6 > 3.5 and also seen from this example, in some cases class ratios have more weights on the predictive algorithm than the actual descriptive words. So to finalize, for cases like restaurant review sentiment analysis with 2 classes it can be considered as a better approach to have balanced class samples. Additionally even if equal size samples are not favorable in some cases, there should be a threshold value to prevent overweight of a class frequency rather than the actual words.

Table below represents the model evaluations for each approach used in sentiment analysis case.

### Table III

**PERFORMANCE METRICS**

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>Predictive Value Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF I</td>
<td>0.9567</td>
<td>0.9799</td>
<td>0.9953</td>
<td>0.9774</td>
<td>0.3363</td>
</tr>
<tr>
<td>TF-IDF II</td>
<td>0.945</td>
<td>0.9766</td>
<td>0.9802</td>
<td>0.9681</td>
<td>0.7452</td>
</tr>
<tr>
<td>(More Data)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-IDF II</td>
<td>0.9653</td>
<td>0.9886</td>
<td>0.9851</td>
<td>0.9816</td>
<td>0.646</td>
</tr>
<tr>
<td>(Same Old Test Data)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bool. Multi.</td>
<td>0.8155</td>
<td>0.8308</td>
<td>0.7845</td>
<td>0.807</td>
<td>0.7845</td>
</tr>
<tr>
<td>Naïve Bayes I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bool. Multi.</td>
<td>0.8985</td>
<td>0.9188</td>
<td>0.9655</td>
<td>0.9465</td>
<td>0.5283</td>
</tr>
<tr>
<td>Naïve Bayes II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. RESTAURANT SENTIMENT SCORING

In overall, Multinomial Naïve Bayes Part 1 results outperformed other methods and in this section each individual restaurant review is predicted by that same classifier. Later positive and negative reviews of each restaurant are used in order to score them to create a ranked list of restaurants. Percentage of positive reviews are given to assign a score to restaurants. A short sample list of scored restaurants are given in Table IV as an illustration. The scores will allow the proposed recommender system to recommend top restaurants which are related with the user’s interests.

### Table IV

**RESTAURANT SCORES**

<table>
<thead>
<tr>
<th>Restaurant</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arentsnest Dutch Beer Bar</td>
<td>0.8419</td>
</tr>
<tr>
<td>Bakers &amp; Roasters</td>
<td>0.7663</td>
</tr>
<tr>
<td>Biercafe Gollem</td>
<td>0.8424</td>
</tr>
<tr>
<td>Bird Thai Snackbar</td>
<td>0.8242</td>
</tr>
<tr>
<td>Bord’Eau</td>
<td>0.9427</td>
</tr>
<tr>
<td>Brasserie Ambassad</td>
<td>0.8533</td>
</tr>
<tr>
<td>Brasserie SenT</td>
<td>0.7642</td>
</tr>
<tr>
<td>Brasserie Vlaming - Amsterdam</td>
<td>0.84</td>
</tr>
<tr>
<td>Braziliaans Grill Restaurant Rodizio.nl</td>
<td>0.2241</td>
</tr>
<tr>
<td>Broodje Bert</td>
<td>0.7895</td>
</tr>
</tbody>
</table>

VI. KEYWORD EXTRACTION

Information Extraction (IE) is widely used in order to get a smaller structured information from a document by using statistical analysis, machine learning and NLP (Natural Language Processing) techniques. IE also contains sub-tasks as NER (Named Entity Recognition), Semi-Structured IE, Terminology Extraction, Keyword Extraction and Audio Extraction. Interestingly, IE is not only used to extract from textual data but also involves studies in multimedia extraction. There are mainly three widely accepted methods to extract information from a document, which are Hand Written Regular Expressions, Classifiers as Naive Bayes and MaxEnt and finally Sequence Models as Markov Models or Conditional Random Fields. [23].

In this paper, keyword extraction plays a vital role on determining the characteristics of a particular restaurant and in the future implementations to determine the characteristics of a touristic activity. The main objective of extracting keywords or information from a particular domain is to find out which attributes describes that entity best in an optimal and efficient manner. Later these extracted keywords will be clustered into groups according their similarity in order to generate a word cloud. This word cloud or network of descriptive words will be represented to the users allowing them to pick words according to their interests. Word selection phase will later lead to generate an...
optimal day plan by co-working with the scores we obtained in the sentiment analysis phase.

Three different approaches are tested during keyword extraction task. These approaches are Rake Algorithm, KeyGraph Algorithm and machine learning approach by Random Forests respectively. Again, for this part the same restaurant data set from TripAdvisor is used for test and evaluation purposes. Additionally, following applications are modeled and tested by datasets generated from Arendsnest Dutch Beer Bar only.

VII. KEYWORD EXTRACTION APPLICATION

A. RAKE Algorithm

Rapid Automatic Keyword Extraction (RAKE) Algorithm is the first approach adopted. Its good statistical interpretation and computational effectiveness due to its fast nature makes it a desirable candidate.

RAKE involves the following steps:
1. Data Preparation and Processing
2. Candidate Keywords Generation
3. Keywords Selection

In data preparation step, tourist reviews of Arendsnest Dutch Beer Bar are concatenated in order to form a single document. This document holds the latest 215 reviews that are made recently. Later, in the preprocessing step regular expressions, stop words, html markups and emoticons are removed from the document, also all words are lowered.

Candidate keywords are the tokens we would like algorithm to statistically evaluate and later assign a desirable amount of them as true keywords. So, a smart interpretation should be made while generating candidate keywords from a document. Also, one must have a good prior knowledge about the domain which of the document which will be processed. Here, we are dealing with restaurants and in contrast to a news article or a scientific paper keywords would not be longer than three words. Most of the time a restaurant would be described by its cuisine or atmosphere. Hence, candidate keywords are appended to a list by generating 1, 2 and 3 – gram tokens. Each n-gram group later evaluated separately in order to avoid cross dominations across groups.

In the final step, two different methods are employed in order to select keywords from n-grams. Each method use a statistical interpretation in order to score candidates and later outputs the desired amount of keywords or the ones that are above a given threshold.

First method is Best Match (BM):

\[
score(D, Q) = \sum_{q=1}^{k} IDF(q) \left( \frac{f(q, D) + \log(N/n_t)}{f(q, D) + \log(N/n_t)} \right)\]

| Document length in tokens | Average document length in tokens | Frequency of candidate q in document D |

Second method is TF-IDF:

\[
score = \left( 0.5 + 0.5 \frac{f(t, d)}{\max_f(t, d)} \right) \times \log \left( \frac{N}{n_t} \right)
\]

Logarithmic part of the score equation represents the IDF and it is neglected since we are processing a single document. As a result after applying TF-IDF method, the same top 5 keywords obtained for every n-gram group as in BM method. Both TF-IDF and BM gave identical results with one documents case. Our conclusion here is that term frequencies of keyword tokens are highly correlated with the fact of being a keyword. Term frequency is later adopted as an important feature in machine learning model approach. RAKE is an incomplex and fast algorithm which yields satisfying results.

B. Key-Graph Algorithm

Key-Graph Algorithm is a visual indexing tool that is used to represent the characteristics of a single document. The algorithm creates a visual map containing clusters of words according their frequencies and co-occurrences [24].

Key-Graph involves the steps below:

1. Data Preparation and Preprocessing.
2. Extracting Foundations.
3. Extracting Columns.
4. Extracting Roofs.

In the first step, same preparation and preprocessing is applied and additionally each word is stemmed by Porter Stemmer algorithm. Different from grouping keyword candidates as n-grams in Key-Graph the aim is to find long keywords. So a candidate keyword list is created by deriving 2 and 1- gram tokens from 3-grams. Later, candidate phrase list is sorted by their frequencies in decreasing order. As it is mentioned above a relatively longer keyword is more
favorable to others in this algorithm. So, if 1 or 2-gram phrases have the same frequency as their parent 3-gram phrase, the algorithm automatically eliminates lower gram phrases from the candidate list. After this elimination step the sorted candidate phrase list is finalized. Top 50 candidates is chosen empirically for further steps.

Next, the association or co-occurrence scores of word pairs from the top 50 list is computed in order to cluster them by their scores.

\[
assoc(w_i, w_j) = \sum_{s \in D} \min(|w_i|, |w_j|)
\]

|w| = word count.
s = Sentence, a single tourist review in our case.
D = Document, collection of reviews of a restaurant.

Below is the pair association scores of pairs from our top 50 list. The pairs which are not included here have 0 association scores.

Words are clustered according to their scores as shown in figure 1 below. This is a multiply connected graph with two clusters, top group has association score of 2 and the other has score of 1. Dashed line connects two groups. Since each group has equal level of connection within themselves, 2!*3! = 12 different combinations can be maintained.

Next, in order to extract columns to be added to foundation two functions are defined:

\[
based(w, g) = \sum_{s \in D} |w_s| * |g - w_s|
\]

\[
neighbors(w, g) = \sum_{s \in D} \sum_{w \in s} |w_s| * |g - w_s|
\]

w = words in top 50 list excluding the words in clusters.
g_i = graph including words in ith cluster

By based and neighbor scores key values of each word w is to be calculated as follows:

\[
key(w) = 1 - \prod_{g \in G} \left(1 - \frac{based(w, g)}{neighbors(w, g)}\right)
\]

Later top 5 ranking words w selected empirically according to their key scores. This key score represents the closeness to a cluster and to a specific word in that cluster. Words selected to be added to clusters as columns: [u‘great’, u’select’, u’staff’, u’place’, u’trip’]

These words are paired with words in graph clusters and scored according to column scoring function:

\[
column(w_i, w_j) = \sum_{e \in g} \min(|w_i|, |w_j|)
\]

Each column pair score resulted in 0 indicating no new term to be added next words in any of the clusters. Our final graph is the one we obtained in previous steps shown in fig 1.

C. Machine Learning Approach by Random Forests

The final approach used for keyword extraction is the machine learning classification task which intuitively modeled with the findings in the previous steps. For this classification task we define features which illustrates a keyword candidate [25]. Again, keyword candidates are constructed by forming 1, 2 and 3-gram word tokens. Features are described in table VI. Here each tourist review of a restaurant is considered as a single document and again Arendsnest Dutch Beer Bar dataset is used to make computations. As it is discussed in the beginning of the paper, each tourist review (document) has a title and a review text.

Since this is a supervised classification task the keywords for this sample is picked by volunteers and later used in the labeling stage. Categorical data is dealt by hot-encoding in order to be ready for training model. After necessary manipulation in data frame, it is decided that the keyword occurrence is a very rare event with a class ratio of 7:10000. Over sampling and under sampling may be applied in order to overcome the imbalance. Besides, decision tree classifiers tend to give promising results by generating rule based algorithms. Next, the data is split having 2000 observations of test data and around 9000 training data. They have 5 and 3 keywords in their samples respectively.

CART Decision Tree Algorithm is used in training. Testing the model gave 100% results in all the following metrics: accuracy, precision, recall and F1 score. All the keywords are predicted correctly.

<table>
<thead>
<tr>
<th>FEATURES OF A KEYWORD CANDIDATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Name</td>
</tr>
<tr>
<td>TF (Term Frequency)</td>
</tr>
<tr>
<td>IDF (Inverse Document Freq.)</td>
</tr>
<tr>
<td>TOR (Title Occurrence Ratio)</td>
</tr>
<tr>
<td>ROR (Review Occurrence Ratio)</td>
</tr>
<tr>
<td>POSS (Part-Of-Speech Sequence)</td>
</tr>
<tr>
<td>Ngram (N-gram Tag)</td>
</tr>
<tr>
<td>Keyword (Target Value 1-0)</td>
</tr>
</tbody>
</table>
VIII. RESULTS & DISCUSSIONS

All of the approaches in keyword extraction part has their own advantages and disadvantages. RAKE is very fast and easy but does not go beyond picking frequent words and does not take other features into account. Key-Graph is a strong visualizer which allowed us to see relationships between words but its expertise is not a primary concern for case since restaurants are described by relatively shorter independent sequence of words. Our final approach, machine learning by decision trees is the most promising one due to its high performance scores. In contrast, it is cost expensive in the terms of computing features of large candidate set and labeling data.

The flow of the proposed system:
1. Online data is collected from multiple sources.
2. Each entity; restaurants and touristic events are scored based on sentiment scoring.
3. Each entity’s keywords are generated by the machine learning approach. Later all of these keywords are gathered to form a text cloud.
4. Users will be asked to pick n desired keywords from that text cloud. These keywords will be the core inputs of the system, additional inputs such as desired money to be spent or the hourly time range that the user would like to be spending can also be added.
5. By taking primarily the keywords input and additionally other extra inputs, the system will generate an optimal automated day plan by using the sentiment scores that are stored and constraints that are defined by the user.
6. The system will also output the overall satisfaction score and the average estimated cost of that plan.
7. Users may discard an entity on the recommended day plan with an option of with or without replacement. They can even discard the whole optimally recommended day plan to go with the next optimal one.

IX. CONCLUSION

Among used methods Naïve Bayes gave satisfied results with a balanced training data set, whereas TF-IDF approach failed to perform well at predicting negative reviews. Later three different approaches are tested on a sample restaurant data for keyword extraction. The extracted keywords will be the descriptive tags of each restaurant and touristic event, hence it plays an important role in recommender system development. It should be noted that each and every step of this study can be applied to any touristic destination as long as there is available data online. Additionally, the proposed recommender system will be developed to combine a variety of review sources.
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Abstract—This paper deals with algorithms for image classification, which aim to guess “what is on the picture” using human-readable labels or categories. A supervised learning approach with Convolutional Neural Networks (CNNs) is studied as an effective solution to different computer vision problems, including image classification. Main contribution of this paper is a set of practical guidelines to tackle the image classification problem using publicly available tools and typical hardware platforms.

I. INTRODUCTION

MACHINE learning is an area of computer science, which assumes that a computer program may “learn” by experience. In other words, the performance of a program to do its job may improve thanks to observation and analysis of actual data samples. As an example, carefully crafted artificial neural network may learn to classify images (name an object on a photo), after it has been trained with sufficiently large number of labeled image examples.

A. Computer vision

The ultimate goal of computer vision research is to teach computers to see and understand images, in a similar way as humans do. Remark that normally the images (photographs, sketches, figures) are represented in computer memory as sets of pixels, and more precisely as bytes with value depending on color intensity of particular pixel. The computer representation of an image does not normally hold any semantic information, unless the user has explicitly provided some semantic context metadata. Thus, it is very difficult for traditional computer algorithm to guess what is the semantic content of a picture.

Machine learning approach has recently been successfully used for solving numerous problems related with understanding of images:

- **Image classification.** A basic problem of computer vision, with goal of characterizing given image by assigning it a human-understandable text label (what is on the picture – is it a person? or a dog? or a building?). The label is usually chosen from a known set of categories, thus this problem is of “classification” type.

- **Classification with localization.** Instead of assigning a single label as in basic image classification, multiple labels may be more appropriate if an image displays not one, but several objects. Additionally, the localization function provides coordinates (bounding boxes) of objects detected on a photo.

- **Object detection.** Quite similar to the previous one, but it rather assumes that we would like to detect presence of a limited set of objects. For example, an object detection algorithm implemented in an autonomous car control system may localize pedestrians (persons) on the side of the road. In this case, there is a single type of object (“person”) to be detected.

- **Instance segmentation.** The result of classification with localization is typically a set of identified objects with their approximate bounding boxes (rectangles). Sometimes a more detailed approach would be preferred, being able to assign particular pixels of the image to detected objects. For example, if we detect three persons on a photo, we would have also a precise boundary of each person’s shape.

In this paper we focus specifically on the basic problem of image classification.

II. CONVOLUTIONAL NEURAL NETWORKS: STATE OF THE ART

A. Artificial neural networks

Artificial neural network is a biologically-inspired machine-learning model for solving classification problems [1][2]. A simple model of an artificial neuron is presented in Fig.1. A neuron takes a set of inputs \(x_i\) and produces output value \(y\), applying a non-linear activation function on a weighted sum of inputs. A neural network consists of multiple neurons, connected to each other to form multi-layer structures. If the output is calculated as linear combination of all inputs, such neuron is sometimes called a “fully-connected” unit.

Before being able to actually solve a classification problem, a neural network must be “trained”. It means that its parameters (weights) are tuned by a special algorithm, which takes as input a large set of training data. Training data consist of input values together with “ground truth”...
result, that is a result, which we know is correct for given input.

\[
\begin{align*}
\text{output} = \sum_{j} w_j \cdot x_j + b
\end{align*}
\]

Fig. 1 Model of a simple artificial neuron

A special family of artificial neural networks, called “convolutional”, is especially successful for image classification [2]. Let us assume that input to the model consists of certain number of pixels, with value corresponding to color intensity (see Fig.2).

\[
\text{Convolution filter} \rightarrow \text{Output}
\]

Fig. 2 Model of a convolutional unit

Instead of calculating the output value by taking a combination of all inputs, the output value of convolutional unit is based on a locally constrained region of several pixels (e.g. 3x3, 5x5, 7x7). Moreover, the output is calculated for each local area on the image, like a filter which is slid all over it. The idea is to take into account the structure of computer image and analyze in more detail pixels in a local neighborhood, in order to detect basic shapes, edges and other small characteristic graphical features. Then, a multi-layer hierarchy of convolutional units is applied, being able to detect more high-level shapes and structures of an image.

As a final layer of neural network model, fully-connected neurons are always used. In particular, the last layer consists of \(k\) neurons, where \(k\) is the number of image classes that the model is able to distinguish. After passing an image (represented as pixels intensity values) through all layers of neural network, the value outputted by \(k_{th}\) neuron of the final layer will correspond to estimated probability that the image belongs to the \(k_{th}\) class. Thus, this final layer is sometimes called a “classification layer” because it is aware of set of classes of a given model, and is trained to recognize the class of the image based on features that are spotted by internal layers.

B. State-of-the-art models for image classification

The basic artificial neuron structures as depicted on Fig.1. and Fig.2 constitute main building blocks of modern neural networks. But to really appreciate its power for solving classification tasks, we need much more complex structures with thousands, or even millions of such small basic units. Multi-layer structures appear to be more effective, which led to a concept “deep learning”, which denotes artificial neural networks consisting of many layers of connected units [1][2].

Looking back into history of research work in this area, a model published in 1998, named “LeNet” [3], is considered as pioneering work in applying convolutional neural networks to computer imaging problems. It had 8 layers (convolutional and fully-connected), with around 1mln parameters in total. LeNet primary application was to recognize handwritten digits in banking information systems.

A new wave of research in neural networks came few years ago thanks to several breakthrough advances: invention of deep networks, more efficient training algorithms, availability of more powerful hardware for computationally intensive calculations, and availability of large data sets for training. In 2012, so-called “AlexNet” model was proposed [14], with 14 layers and about 60mln parameters. In the trend of building deeper networks, the “GoogleNet Inception” model [4] has been proposed in 2014, with 22 layers (Fig.3). It consists of convolutional (blue boxes on Fig.3) and fully-connected units (yellow), together with pooling units (red) and joining units (green). Thanks to more efficient use of convolutional units it had only 5mln parameters, which made it easier to train and run on less powerful hardware, while being more effective than the older models. A newer version of “GoogleNet” architecture will be used in experiments presented later in this paper.

C. Imagenet image corpus

The neural network models described in previous section could never work well without being trained on a very big sets of learning data. A publicly available ImageNet database [5] is a widely used repository of properly labelled photos (i.e. photos with text label correctly describing its content). The ImageNet corpus contains 21841 classes of images. Each class is described by a label, which is called a “synset” by referring to the WordNet taxonomy of concepts. With an ultimate goal of collecting around 1000 images for each class, the ImageNet repository has now about 14mln human-annotated images.

Once a year the ImageNet team organizes a competition for computer vision researchers to propose world-best models for solving image classification problem. For the purpose of this competition, a subset of 1000 basic ImageNet classes has been selected as a reference corpus. This image corpus with 1000 classes has been used in experiments presented in this paper.
III. TRANSFER LEARNING

The “deep learning” approach adopts artificial neural network models with large number of hidden layers and millions of parameters. For training such models, the backpropagation method seems to work well [2]. Basically, it assumes minimization of cost function (also called loss function), which describes overall difference between the predicted and actual (ground truth) classification results, for a given set of training examples. Several methods are typically used for the optimization algorithm, usually being variations of Stochastic Gradient Descent [2].

The computational cost of the backpropagation method is noticeable, especially that the training sets should be huge, with tens of millions of training examples. Despite of recent advances in hardware processing, distributed computing and Graphical Processing Units (GPUs), which greatly accelerate computations, it may take weeks to train a model until it reaches sufficient accuracy [4].

To avoid the lengthy learning process and allow for training with smaller amount of training examples, so-called Transfer Learning method has been proposed [6]. Transfer Learning is a machine learning method, which is improved thanks to transfer of knowledge from a related task, that has already been learned. In other words, new image classification models may be trained much faster, thanks to using parameters of a previously trained model. The process for practical usage of Transfer Learning is the following (see Fig.4):

1. Get a previously trained model. Pre-trained models published by other researchers are available e.g. from [8][9].
2. Split the old model architecture into two parts:
   a. All hidden layers of the neural network, with their structure (connections) and previously learned weights, will be copied into the new model.
   b. The last layer of neural network, which performs actual classification into one of the classes, is strictly related with the old model and will be disregarded in the new model.
3. Prepare a new set of training examples (images labelled with appropriate class name, as required for the new model).
4. For a new set of training images, calculate the output values after passing through the first part of neural network (the one that is transferred into the new model). The numerical value calculated as output of given image, at the next-to-last layer of original model, will be called a “bottleneck”.
5. Add a new final fully-connected layer, which will now constitute the last layer of new neural network model. This new final layer will calculate the probability of given image belonging to a given class.
6. Train the new final layer with previously calculated “bottlenecks” as input, and a set of new “ground truth” labels that denote true classes of training images.

Remark that in this method only the last layer of artificial neural network model has to be trained from scratch, while for all previous layers (and remind that for example the GoogleNet model has 22 of them) the weight values are copied from the previously pre-trained model. Thanks to that, we can create a new image classification model, with our own classes and labels, within several hours instead of weeks, on standard hardware.

![Illustration of “Transfer Learning” method](image)

IV. DEPLOYMENT SCENARIO

Running Machine Learning algorithms and neural networks especially requires certain amount of computing resources, not only processing power, but also storage and access to big repositories of training data. Thus, a practical deployment approach may assume a networked environment, with computational resources deployed in cloud data center, with Web Services API developed for client applications to upload images and receive results over the web. An example deployment scenario is presented in Fig.5.

![Networked deployment scenario](image)

V. EXPERIMENTAL SETUP

A. Tensorflow: open source tool for neural networks

For our experiments we have used Tensorflow [9] library for numerical computation. Tensorflow has been created by Google and made available as open source. It supports various types of numerical computations, including complex neural network models, on various types of hardware, CPU and GPU. It supports the Transfer Learning method.
B. Lab infrastructure

It is well known that GPU hardware greatly improves performance of machine learning computations. Having a goal to find optimal hardware setup for our machine learning task (minimize platform cost, assuming satisfactory training and testing time) we have evaluated performance of several typical medium-level hardware platforms.

We wanted to simulate a home or small company environment, in addition to large expensive data center.

1) PC computer: a typical desktop with 4 CPU cores and 8GB RAM. It had a GPU card NVIDIA GeForce GTX 960. Tensorflow computations may or may not use GPU depending on software configuration, so both hardware settings were tested (PC-CPU and PC-GPU).

2) ODROID: „mini” home computer of SBC (Single Board Computer) type [12]. It is a fully-fledged computer with a very small size, low power consumption and low price (see Fig. 6). It is not as powerful as a desktop PC, but has sufficient capabilities for simple home tasks.

- ARM architecture
- SOC: Samsung Exynos
- 32bit architecture
- 2GB RAM
- Flash disk
- USB, Eth, HDMI
- Linux
- Price: ~70$

Fig. 6. ODROID: exemplary SBC device (Single Board Computer)

VI. EXPERIMENTAL VERIFICATION OF TRANSFER LEARNING METHOD

The goal of experiments was to verify if the Transfer Learning method, applied to training image classification models, allows for achieving results that are as good as full-fledged training, in much quicker time and with less computational resources. The GoogleNet model [10] trained with ImageNet-1000 corpus has been used as basis for re-training. The ImageNet database of basic 1000 classes has been downloaded and used as re-training examples, following the Transfer Learning concept.

Remark that we have decided to use in re-trained model the same 1000 ImageNet classes as in the original model. At first look it may be counterintuitive: why would we re-train the model to have the same result at the end? Of course, in a target scenario the re-training procedure would assume completely different target set of classes, with different set of training images than the original model. But remind that the goal of experiments presented in this paper was to evaluate the correctness of Transfer Learning and so it seems methodologically correct to compare the re-trained model with the original one, that was created with the same initial assumptions and target set of classes.

A. Testing the image recognition capability

First, let us discuss what is the expected result of image classification. Say, we have a photo, and we would like to tag it automatically with a text label. The result of image classification algorithm should thus be a word, or a few words, matching with certain level of confidence semantic contents of the photo. Strictly speaking, the result of passing the image through neural network model trained with 1000 classes will be a vector of 1000 numbers, corresponding to the “score” associated to each class. The “scores” are conceptually related to a likelihood that given result is a correct one. The distribution of score values for all classes should form a proper probability distribution, so the scores will sum up to 1.0.

An exemplary photo with classification result is presented in Fig. 7 (the result has been calculated with one of the models trained in the scope of this study, but this is not important at this moment, as it is presented merely as illustration of intended goal of the algorithm). More precisely, this is a “Top-5” result, that is five class names with the highest values of scores. In our example, the score associated with class “palace” is 0.97, which means that the algorithm thinks with very high confidence that there is a “palace” on the photo, which is actually true.

Fig. 7. Result of re-trained classification algorithm on a real-life photo example

This simple example shows that image classification algorithm put in the realistic setting produces quite accurate results. However, we need more rigorous and repetitive method to evaluate objectively the correctness of the method, as applied to a larger set of images.

Assume that we have a test set of \( N \) images, drawn from the ImageNet corpus and thus human-annotated in controlled way with a “ground truth” label. Remark that according to Machine Learning established practice, the examples from the test set must not be previously used as training data, since that would bias the test result towards positive outcome. For all images of the test set, the test result is produced by the evaluated algorithm, in the form of 5 classes with maximum associated scores among the all the \( k \) classes.
The metric “Top-1 accuracy” will be defined as ratio of correct classification results in the entire test set (where positive result means: “the label with maximum score is equal to ground truth”). The Top-1 accuracy metric may be too restrictive in realistic scenarios. Take an example in Fig 1 – “palace” is a true object on the image indeed, but if you just look at the photo, without prior knowledge of what it actually is, it may appear that “castle” could also be a possible name for an object on photograph. Thus, another metric, “Top-5 accuracy” has been defined to take into account that sometimes the ground truth label may be among the best recognized, but not necessarily at the first place. Top-5 accuracy is also defined as ratio of correct classification results in the test set, but the positive result is now: “the ground truth label is among the 5 maximum-score labels assigned by the classification algorithm”.

We have validated the studied model re-trained with Transfer Learning method on a test set of 50000 random images from the ImageNet corpus. The obtained Top-1 and Top-5 accuracy metric results are presented in Table 1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Test result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-1 accuracy</td>
<td>88.2 %</td>
</tr>
<tr>
<td>Top-5 accuracy</td>
<td>98.0 %</td>
</tr>
</tbody>
</table>

These results for re-trained model are impressively good. In fact, for 88% of ImageNet photos the algorithm is able to classify correctly the true label, while for 98% the true label is among top 5 assigned ones. Surprisingly, the achieved accuracy appears even better than the accuracy of original model, reported in [10] (top-5 accuracy equal to 93.33%). We think that the reason for this misleading result is that for testing the re-trained model we have used the ImageNet images that belonged to the training set of original model. Thus, the test result is higher than expected, because in some sense the artificial neural network is tested with images that it has already seen before. Unfortunately, the test set that was used by authors of the original model in [10] is not publicly available, so we were not able to make a truly relevant comparison. Nevertheless, we think that the conclusion that can be drawn from our study is that re-training the artificial neural network using Transfer Learning method may give us a model that is as good as the original one, in relatively short time on typical modern computers (see later in the paper).

### B. Finding a parameter setup for transfer learning method

There are several parameters that we can shuffle in order to obtain a satisfying model within reasonable training time. Our goal was to achieve well trained model (not over fitted, nor under fitted) with the test accuracy around 90% for Top-1 accuracy metric and close to 100% for Top-5 accuracy metric. The intended time for re-training a model on our infrastructure was max 12h, which meant running experiments taking 32000 training steps which is around 3 epochs for our training data set.

The main parameters that we tuned were: type of the optimizer and value of learning rate. The optimizer takes the loss computed in forward propagation part (in our case, it is the loss function for softmax classifier [1], called cross-entropy loss), calculates the gradients in backward propagation and then changes the weights of the model trying to minimize the loss. In case of Transfer Learning algorithm, the optimization process concerns only one layer – the last one. The learning rate value is a hyper-parameter which tells how fast the optimizer should converge to minimal loss. When the learning rate is too low, the process of training may last very long to achieve optimal values or never achieve it but on the other hand when the learning rate is too high, the average loss may increase which is opposite to our goal. Hence, the choice of learning rate and appropriate optimizer is crucial.

We have chosen two optimizers for our experiments: Stochastic Gradient Descent Optimizer (SGD) [13] and Adam Optimizer (Adam) [11] and used them in training process with various values of hyper-parameter learning rate \( \alpha = 0.01, \alpha = 0.05 \) and \( \alpha = 0.1 \). To choose the best configuration of these parameters, we were observing how the cross-entropy loss, training Top-1 accuracy and validation Top-1 accuracy behave during the training process (Fig 8-11).

When we look on the graph of cross-entropy loss in function of training steps (Fig. 8), three potential configurations seem the most promising: the Stochastic Gradient Descent Optimizer with learning rate \( \alpha = 0.1 \), Adam Optimizer with \( \alpha = 0.05 \) and Adam Optimizer with \( \alpha = 0.01 \). The cross-entropy loss in these cases constantly goes down and within 3 epochs reaches the value of around 0.36. The cross-entropy loss for Stochastic Gradient Descent Optimizer with learning rate \( \alpha = 0.01 \) also goes down but much slower than in previous three configurations. The cross-entropy loss for Adam Optimizer with learning rate \( \alpha = 0.1 \) after 2000 training steps goes up, which is undesirable behavior and may suggest too large learning rate.

![Cross-entropy loss in function of training steps (log scale) for Stochastic Gradient Descent Optimizer (SGD), Adam Optimizer (Adam) and various learning rates (α)](image-url)
The Top-5 Validation accuracy for all three chosen configurations achieve very quickly a desirable value of around 97% so we will focus on training accuracy and Top-1 validation accuracy when comparing the pointed solutions.

For Stochastic Gradient Descent Optimizer with learning rate $\alpha = 0.1$ (Fig. 9), we can observe a big gap between the training accuracy and Top-1 validation accuracy.

For Adam Optimizer with learning rate $\alpha = 0.05$ (Fig. 10), the situation is a bit worse: the gap between training accuracy and Top-1 validation accuracy is not only big but it is even increasing.

The big gaps between training accuracy and Top-1 Validation accuracy for both configurations: Stochastic Gradient Descent Optimizer with learning rate $\alpha = 0.1$ and Adam Optimizer with learning rate $\alpha = 0.05$ suggest that the models might be over fitted.

The last candidate: Adam Optimizer with learning rate $\alpha = 0.01$ (Fig. 11) gives both acceptable values for Top-1 validation accuracy of around 0.87 and acceptable gap between the training accuracy and Top-1 validation accuracy. What is more, the figure of cross-entropy loss in this case also seem the best: it reaches the lowest values after 10000 training steps and constantly goes down. Hence, this configuration has been chosen as a final setup for Transfer Learning method.

Summarizing, chosen configuration of parameters for Transfer Learning method is as follows: training steps=10000, Adam Optimizer with learning rate $\alpha = 0.01$ and epsilon=0.1 (a small constant for numerical stability), train batch size=100.

VII. PERFORMANCE BENCHMARKING

Next, we have performed a series of experiments to benchmark hardware configurations available in our lab (see section V B) as platforms for re-training image classifier models. As discussed in section III, we can distinguish several phases in the process of Transfer Learning method and so the performance benchmarks were performed separately for each one of them.

A. “Bottleneck” pre-calculation phase

First computationally intensive step is to determine the “bottleneck” values, that is an output of pre-last layer of neural network, given a single image at the input. Measured time of performing that operation, averaged over 50 test runs for different images, is presented on Fig. 12. Not surprisingly, the Odroid platform is the slowest one, with 2s to calculate a single bottleneck. The PC platform with GPU card is a clear winner, with 0.08s time. Remark that the bottleneck calculation time includes the time to read the image file from disk. On all studied platforms this time was below 0.004s, so we consider it negligible.
The bottleneck calculation operation has to be done once for every image in the training corpus. The result can be saved in a file, for quick access during the re-training phase later. Taking that into account, Table II presents estimated total time to calculate bottlenecks for all images in the training set, for different number of target classes, and assuming approximately 1000 images per class. We can see that for a 1000-class model, it takes about 1 day on our fastest platform to prepare “bottleneck” values for entire image corpus. Fortunately, this operation is done just once, with results saved on disk for quick access during re-training phase.

### Table II. Estimated bottleneck calculation time for whole image corpus

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>ODROID</th>
<th>PC-CPU</th>
<th>PC-GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>56h</td>
<td>15.3h</td>
<td>2.2h</td>
</tr>
<tr>
<td>250</td>
<td>140h</td>
<td>38.3h</td>
<td>5.7h</td>
</tr>
<tr>
<td>1000</td>
<td>23d 8h</td>
<td>6d 9h</td>
<td>22.7h</td>
</tr>
</tbody>
</table>

# B. Re-training phase

Now, the final classification layer of neural network is being trained with training images. The process follows a Stochastic Gradient Descent algorithm [2] with “mini-batch”. In each step, the values of loss function, gradients and weight updates are calculated for a batch of images, in our tests equal to 100, 1000 and 10000. Measured average time of training step, normalized for 1 training image (i.e. divided by batch size) is presented in Fig.13. We can distinguish the following time components:

- **File access time** is the time to read the “bottleneck” value from an a-priori saved file, as discussed in section VIIA. Remark that this time component is highly related with performance of disk file system, rather than processor computing power. It is a little bit surprising that it has the biggest impact on total training time. Remark that at each training step, a large number of small files (equal to batch size: 100, 1000, 10000) is read from disk and then processed in-memory. We may presume that optimization of disk access, e.g. by using faster disks, or pre-caching all training data in memory could bring significant reduction of this phase (a single “bottleneck” file has about 18kB size, which means that for entire image corpus we need about 18GB - unfortunately for current experiments we didn’t have a machine with sufficient amount of RAM).

Still, we can see that the time to access pre-cached bottleneck data is still much smaller than the time to produce the data by doing full calculations, as measured previously (about 0.015s to read from disk, vs. 0.08s of calculations on fastest machine). This result confirms that it indeed makes sense to pre-calculate and save “bottleneck” data for later usage multiple times in re-training.

- **Training time** is the actual time to perform all mathematical calculations related with completing the training steps. This time appears to be negligible comparing with the time of accessing training data from disk.

- **Validation time.** Once every 500 batches, the validation step is performed, i.e. the value of top-1 and top-5 accuracy metric is calculated for a given validation set. This operation is done for the purpose of monitoring and logging the learning process, and has no impact on final result. But since it is usually done, we report it also in time benchmarks.

The results presented in Fig.13 correspond to processing a single training image. For completeness, Table III presents measured total time of re-training with a corpus of images appropriate for a given number of classes (recall that we have around 1000 images per class). The reported time corresponds to 1 “epoch”, that is training once with a full set of training data. Due to the fact that file access time has greatest impact on training time in this phase, the differences
between hardware platforms are not so big. Surprisingly, the less powerful device (Odroid) performs best for this task. The explanation is that this device has a fast flash disk which beats in terms of file access time (which, as we saw has great impact on performance) the magnetic disc of our lab PC.

### Table III. Measured training time of 1 epoch (average and standard deviation)

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>ODROID</th>
<th>PC-CPU</th>
<th>PC-GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8.57 ± 0.57 m</td>
<td>14.24 ± 0.08 m</td>
<td>14.57 ± 0.57 m</td>
</tr>
<tr>
<td>250</td>
<td>22.91 ± 0.69 m</td>
<td>36.55 ± 1.58 m</td>
<td>36.66 ± 1.53 m</td>
</tr>
<tr>
<td>1000</td>
<td>2h7m ± 3.18 m</td>
<td>3h39m ± 16.35 m</td>
<td>3h30m ± 8.14 m</td>
</tr>
</tbody>
</table>

### C. Test phase

Finally, test phase is when we want to actually obtain a classification result for an arbitrary photo. Fig.13 presents averaged measurement of time to calculate a final result. The following phases are distinguished:

- **Session run time**: actual time of running the calculations with image pixel values as input, and scores assigned to each class (there were 1000 classes in tested model), as output.

- **Result processing time**: time needed to prepare the result, i.e. sort the result table to extract 5 best scores, lookup the labels table to retrieve human-readable names of classes, and prepare the final result as json structure.

As expected, total test time is longest on the Odroid (session run time is around 6s). On the other hand, on a PC with GPU this processing is time is reduced to less than 2s.

![Fig. 14 Analysis of inference time (image testing) on different hardware platforms](image)

**VIII. Summary and future work**

Transfer Learning method has been studied as efficient approach to training neural network models for image classification. Practical guidelines for setting configuration parameters of re-training process were given in the paper, which includes: number of training steps for achieving sufficient accuracy of re-trained model, type of optimization algorithm, and value of learning rate. Performance benchmarks for training image classification models on typical low- and middle-level hardware platforms were given. The measurements show significant advantage of using GPU card for computationally demanding operations, and, a little surprisingly, advantage of low capacity device equipped with ultra-fast disk, in the case of training phases where lots of training data must be accessed in short time. In future work we plan to extend the benchmarking experiments to cover wider range of hardware platforms, including machines with different CPUs, RAM size, and different GPU types.

It was shown that a good quality image classification model with our own set of classes can be obtained in several hours instead of weeks, by applying Transfer Learning method, that is re-training an existing neural network model downloaded from publicly available source and re-using most of the parameter values of original model. In future work we plan to study transfer learning with different sets of images than basic ImageNet-1000 corpus, with a goal to improve realism of our scenarios and transferring learned features to completely different classification task.

### References


Abstract—Visual identification of complex images (e.g. images of food) remains a challenging problem. In particular, content-based visual information retrieval (CBVIR) methods, which seem a natural choice for such tasks, are often constrained by specific characteristics of the images of interest and (possibly) other practical requirements. In this paper, a novel CBVIR approach to automatic food identification is proposed, taking into account characteristics of solutions currently existing in this area. Based on limitations of those solutions, we present a scheme in which a co-occurrence of MSER features extracted from three color channels is employed to build a bag-of-words histogram. Subsequently, food images are matched by detecting similarities between those histograms. Preliminary tests on a recently published benchmark dataset UNICT-FD889 reveal certain advantages of the scheme and highlight its limitations. In particular, a need of a novel methodology for segmentation of food images has been identified.

I. INTRODUCTION

Unstoppable (and sometimes excessive) presence of mobile devices in everyday activities is understandably followed by development of IT tools which can meaningfully analyze and interpret data collected during those activities. The analysis of visual data is particularly important because such data can be easily an unobtrusively captured (almost) everywhere and (almost) continuously in large quantities. Therefore, there is a growing interest in development of applications for the analysis of diversified categories of everyday-life images and videos. Not surprinsing, one of attractive and prospectively popular categories is food.

Although it cannot be claimed that automatic recognition of food images/photos becomes a research area of very high importance, growing numbers of publications on this topic can be noticed, e.g. [1], [2], [3], [4], [5], [6], which confirms a certain level of interest.

Some of the presented results (e.g. [2], [7], [8]) target specific health-related applications, i.e. diet assessment, preventing obesity, monitoring food allergies, etc., while others (e.g. [3], [4], [5], [6]) just evaluate applicability of diversified machine vision techniques and algorithms to this particular area.

There are also some works proposing benchmark datasets of food images to evaluate various approaches on those datasets and to stimulate research in the area (e.g. [1], [9]).

With the universal availability of smartphones (and more advanced wearable cameras expected in the near future) other practical applications of automatic visual food recognition and identification can prospectively emerge, including quality assessment (serving quality or conformity with presentation standards), search for restaurants serving previously seen dishes, etc.

In this paper, we first (in Section II) briefly overview the most typical approaches to visual food recognition, appraise their advantages, and highlight limitations. In particular, we focus on techniques exploiting the most typical mechanisms of content-based visual information retrieval (CBVIR), i.e. local feature (keypoint) detection, description and matching, combined (sometimes)with other algorithms. However, the reported results cannot be considered fully satisfactory. Thus, we attempt to investigate an improved low-level mechanism to enhance reliability of such systems. In Section III, a CBVIR-based approach employing neighborhood dependencies between keypoints extracted from three channels of color images is proposed and preliminarily verified. Unfortunately, the conclusions obtained from the experimental results are not too encouraging either. It seems that food recognition based only on currently existing machine vision techniques cannot reach the level of performances already achieved in other areas of visual data analysis. Apparently, identification of food items using only vision is not as straightforward as expected; some suggestions regarding the future works are discussed in the final Section IV.

II. VISION-BASED TECHNIQUES FOR FOOD RECOGNITION

The earliest attempts to identify food items from their pictorial representations were rather restricted to relatively narrow categories of food represented by individual items, and sometimes discussed from the robotic perspective. For example, a survey of techniques for detecting individual fruits on complicated backgrounds (for machines automatically harvesting fruits) was discussed in [10]. Another example of such a system, i.e. a vision systems for the identification of broken biscuits on a production line was presented in [11].

Those early techniques are typically based on a preliminary detection of predefined shapes (mostly circles or ellipses) followed by the analysis of color and/or texture properties within those extracted shapes. In many cases, the usage of a supplementary range sensors was additionally assumed (driven by the robotic needs). Usually, the realistic scenarios of
natural conditions were taken into account, including shadows, unusually bright areas, and object overlapping.

In the following years, more attention was paid to algorithms based on local features and their descriptors (instead of just shape and texture/color characteristics) sometimes supplemented by other, more or less sophisticated image processing tools. One of the best known works based on local features was presented in [9]. The authors combined three algorithms. First, SIFT keypoints, [12], were detected and converted into visual words. Then the whole image was represented by a bag of visual words (BoW) histogram, [13], and by another histogram of color distribution. Nevertheless, reliability of this approach was rather unsatisfactory. Even though only a few major ingredients of various fast-food items were considered, accuracy of recognition was below 20% on the dataset of fast-food images defined in the same paper.

The works on the identification of fast-foods were continued in [5] and [6]. In both cases, the same dataset of fast-food images were used. However, the authors of [5] rejected the concept of using SIFT local features or color histograms. Instead, they focused on features characterizing local texture properties of images. The features were build over pairs of pixels (with the feature significance inversely proportional to the distance between pixels). Then, a histogram of pairwise features was the major tool for food detection of eight basic fast-food components (e.g. cheese, bread, egg or beef). Based on detection of those components (and their relative localizations) images were classified into 61 categories, for which the reported accuracy reached 28.2% (for the most successful algorithm of relative localization which supported the basic component identification). When only identification of the seven broader categories (e.g. sandwiches or salads) was considered, the accuracy varied between 69% and 78%.

In [6], the concept of using keypoints and the corresponding visual words was revived. However, instead of SIFT keypoints local binary patterns (LBP, [14]), which were considered more suitable for texture characterization than SIFTs, were used. The accuracy for the seven broad categories of fast-foods varied from 56% to 90%. The authors also found that for some categories performances of the method based on SIFT keypoints were superior to LBP.

Altogether, even for a narrow category of fast-food items there is only a clear picture regarding the recommended techniques for visual identification of food. The situation is more complicated if a wider range of food items is to be considered. For example, in [4], 85 diversified items of Japanese food were analyzed. The author used a fusion of several image features, i.e. SIFT-based BoWs, Gabor features and color histograms, and applied multiple-kernel learning techniques to achieve accuracy exceeding 60%.

In [3], a wider dataset of 100 Japanese dishes was considered, in which each dish may contain two or more food items (e.g. fish and chips with salad). The food images were preliminarily segmented into individual items using trained classifiers to detect and evaluate segmentation regions, and each detected region was recognized by a multiple-kernel learning technique. Again, usefulness of SIFT features and color histograms was acknowledged there, but they were combined with HoG and (similarly to [4], Gabor texture features.

Currently, it seems the most comprehensive (in terms of the number of food items) study was presented in [1]. UNICT-FD889 dataset of almost 900 diversified dishes (see examples in Fig. 1) have been collected and used to compare and benchmark performances of food recognition algorithms based on various representation models.

![Exemplary images of UNICT-FD889 dataset (from [1])](image)

The major conclusion was that CBVIR approaches (i.e. methods based on keypoint-like feature detection and image matching) are, in general, applicable to food images. Three types of feature-based representations were eventually selected, namely SIFT, Bag of Textons ( [15]) and pairwise rotation invariant co-occurrence linear binary patterns ( [16]).

Bag of Textons was preliminarily found superior, but the other two representations were not far behind (especially if applied in the variants intended for color images). Nevertheless, the authors did not apply any trained classifier. Therefore, the results were generally inferior to those reported in the previously discussed papers. However, such an approach seems more practical since it would be impossible to have a classifier for each newly encountered food category (e.g. dishes seen the first time).

### III. Matching Food Images

#### A. Methodological principles

In this paper we propose a novel method for matching food images, that is conceptually more similar to [1] rather than to the other papers discussed in Section II. Therefore, no classifiers have been built for the known food categories, and the method is open to unknown types of food without any modification or retraining. In general, we assume that:

1. Images are represented by collections of local features which are subsequently converted (through quantization of their descriptors into *visual words*) to *bags of words* (BoW) histograms.
2) The features represent images in a wider visual context, i.e., feature descriptors characterize features in conjunction with a number of neighboring features. Moreover, the features are separately extracted from individual color channels so that those semi-local characteristics incorporate the color properties as well.

3) At the current level of development, images are compared using only BoW histograms, but the future developments may incorporate more sophisticated usage of the features and their descriptors.

Actually, the selected features are MSER keypoints (see [17]) which have low complexity and good performances. They are usually represented by elliptic approximations so that features of elongated shapes (which are frequently present in images of food) can be more accurately handled (compared, for example, to shapes represented by SIFT keypoints).

MSER features are separately found in three color channels (i.e., R, G and B images) and, subsequently, they are analyzed semi-locally using the method similar to the approach preliminarily outlined in [18] and applied in a more sophisticated version in a number of later works (e.g. [19], [20]).

Thus, for any MSER feature of C color (where \( C = R, G \) or B) represented by \( E_C \) ellipse we define its S-color neighborhood as a collection of S-color MSERs (where \( S = R, G \) or B, and \( S \neq C \)) as follows:

An S-color MSER represented by \( E_S \) ellipse belongs to S-color neighborhood of \( E_C \) ellipse if:

1) The distance \( d(E_C,E_S) \) between origins of \( E_C \) between \( K \) and \( E_S \) satisfies:

\[
\frac{1}{2} \times r_{norm} \leq d(E_C,E_S) \leq 2 \times r_{norm},
\]

where

\[
r_{norm} = \sqrt{\text{area}(E_C)/\pi}.
\]

2) The areas of \( E_C \) and \( E_S \) ellipses are similar but \( E_C \) is larger (i.e. the ratio is between 0.5 and 1).

Using a large collection of images (including a significant percentage of food images) we have found that the average size of such neighborhoods is between 8 and 10.

In each color channel, individual MSER features (i.e. their ellipses) are represented by SIFT descriptors in RootSIFT variant which has been found superior (see [21]). Subsequently, RootSIFT descriptors of the keypoint ellipses \( E \) are quantized into visual words \( w(E) \) from a vocabulary of either 128 or 1024 (two variants have been implemented) words.

Then, for each keypoint with \( E_C \) ellipse we take into account its two S-color neighborhoods (containing a number of \( E_S \) ellipses). For example, if \( C = R \) the neighborhoods will be built using MSER keypoints from green and blue channels.

Eventually, pairs of visual words \( w(E_C) \) and \( w(E_S) \) are formed, and each such a pair is described by a word from a vocabulary of either \( 128 \times 128 = 64K \) or \( 1024 \times 1024 = 1M \) words. Thus (because the average size of neighborhoods is between 8 and 10) each keypoint of C-color contributes, in average, 16 – 20 visual words to the bag-of-words (BoW) histogram of the image.

Finally, similarities between images are estimated by the similarities between their BoW histograms built according to the above principles.

Because our approach is not restricted to images of known and predictable food items, BoW normalization techniques requiring database statistics (e.g. \( td-idf \), [13]) cannot be applied, and we use histograms of absolute word frequencies in images.

Numerous measures of histogram similarities exist (e.g. [22]) but not all of them are applicable to BoW matching. Because of the assumptions applied in this work during BoW building, we eventually selected a simple histogram intersection measure (proposed in [23]), where the distance between two histograms \( H_A \) and \( H_B \) over \( Voc \) vocabulary is defined by

\[
d(H_A,H_B) = \sum_{w \in Voc} \min(H_A(w),H_B(w)).
\]

Such a measure nicely corresponds to the intuitive notion of similarity between both full images and sub-images (including textured images).

B. Preliminary experimental results

The proposed approach was verified on UNICT-FD889 dataset discussed earlier. Not all dishes were fully tested, but we focused primarily on two most typical cases of food images. First, plates filled by uniformly looking dishes were considered (see examples in Fig. 2). Secondly, dishes represented by images with a number visually different regions of various food components (see Fig. 3) were taken into account.

The retrieval performances for both categories of dishes have been found very different. For uniform dishes, the top retrievals are usually highly relevant images. Images most similar to query images from Fig. 2 are shown in Figs 4 and 5, correspondingly. They highly correspond to the human perception, even though in Fig. 4 two categories of foods are mixed up.

For dishes consisting of several non-uniformly distributed items, performances are rather miserable. A spectacularly incorrect example is given in Fig. 6.

However, there are also cases (an example given in Fig. 7) when search results are quite good for multiple-item dishes.

IV. CONCLUDING REMARKS

The paper proposes a novel CBVIR-based scheme for visual identification of food. Using the (apparently) largest publicly available dataset, we have tested a method based on BoW histograms which actually represent semi-local co-occurrences of features (MSER keypoints are selected as examples) extracted from three color channels of RGB images. Similar image retrieval is based on the similarities between such histograms.

Because of its low complexity, the scheme could be considered an attractive option for limited-performance mobile devices equipped with a camera.

Unfortunately, the experimental verification has been found only partially successful. The results are satisfactorily accurate...
Fig. 2. Examples of dishes uniformly filling plates with similarly looking contents (from UNICT-FD889 dataset).

Fig. 3. Examples of dishes consisting of diversified components (from UNICT-FD889 dataset).

only for dishes looking uniformly over the whole plate. For mixtures of diversified foods shown on the same plate,

Fig. 4. Top retrievals for the image from Fig. 2a. Note that (a,b) and (c,d) are actually considered different dishes.

Fig. 5. Top retrievals for the image from Fig. 2b.

Fig. 6. Top retrievals for the image from Fig. 3a.
performances are unacceptably low (although in some cases performances are acceptable). Therefore, it can be preliminarily concluded that the approaches presented in some of the previous works, which require image segmentation into uniform regions (e.g. [3]) have been validated (in terms of the proposed methodologies).

However, those segmentation techniques proposed in the published works only partially correspond to needs identified in our experiments. For example, dishes shown in Fig. 2 should be considered uniform regions, but the existing segmentation technique (even if incorporating texture-based approaches) would apparently not segment them in the required way.

Altogether, we can conclude that fully automatic vision-based food identification still remains a challenging problem. The main challenge is apparently segmentation of multiple-item dishes into uniform region, which can be prospectively recognized using keypoint-based approaches. Nevertheless the satisfactory solutions for such segmentation have not been identified yet. Keypoint-based co-segmentation (e.g. [24]) is one of the most promising approaches.
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Fig. 7. Top retrievals for the image from Fig. 3b.
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Abstract—Diabetic polyneuropathy is a major complication of diabetes mellitus, causing severe alterations of the neural circuits between spinal nerves and spinal cord. The analysis of 3D confocal images of dorsal root ganglia in diabetic mice, where different fluorescent markers are used to identify different types of nociceptors, can help understand the unknown mechanisms of this pathology. Nevertheless, due to the inherent challenges of 3D confocal imaging, a thorough and comprehensive visual investigation is very difficult. In this work we introduce a tool, 3D RG, that provides a fully-automated segmentation and 3D rendering of positively labeled nociceptors in a dorsal root ganglion, as well a quantitative characterisation of its immunopositivity to each fluorescent marker. Our preliminary experiments on 3D confocal images of entire dorsal root ganglia from healthy and diabetic mice provided very interesting insights about the effects of the pathology on two different types of nociceptors.

I. INTRODUCTION

DIABETIC polyneuropathy (DPN) is one of the most common and serious complications of diabetes mellitus, which includes several types of nerve damaging disorders [1]. High glycemic levels associated with diabetes create injuries to the small vessels supplying the nerves, with symptoms that can range from pain and numbness in the extremities to problems with the digestive system, urinary tract, blood vessels and heart. Such symptoms in minor cases can be extremely disabling and even fatal.

While literature had traditionally focused only on injuries of the peripheral nerves (mainly legs and feet), early works have now unveiled possible implications of DPN at all levels of the nervous system, with special regards to the neural circuits between the spinal nerves and the spinal cord [2]. Most recent studies are especially focusing on the Dorsal Root Ganglia (DRGs), clusters of sensory neurons in the dorsal root of spinal nerves (see Figure 1), whose underlying mechanisms in relation to DPN are at the moment poorly understood. In particular, the role of nociceptive sensory cells in the DRGs (i.e. neurons specialised in conveying pain information to the higher centers) is now one of the main topics of investigation [3], [4]. The analysis of immunofluorescence images via 3D confocal microscopy has a major role in such investigations. In particular, entire DRGs of mice can be dissected out and stained with multiple fluorescent markers, each targeting a specific type of nociceptor. The result is a complex multi-coloured stack of images, where different nociceptors are labelled by fluorochromes emitting signal of a known spectral range, hence they can be imaged in separate color channels (see left part of Figure 2). Typically used markers include biotin-conjugated Isolectin B4 (IB4) and the antibody for Calcitonin Gene-Related Peptide (CGRP), which identify the unmyelinated non-peptidergic and the small peptidergic neurons in the DRGs, respectively [3].

While the imaging technology per se is widely acknowledged for being a valuable support to this type of study, the analysis of 3D images of DRGs remains a challenging task. First, because distinguishing the positively stained neural cells is made difficult by the presence of noise and artefacts (e.g. spurious fluorescence, black spots, etc.), which are intrinsic limitations of immunofluorescence. Second, because the 3D nature of the images makes manual analysis unfeasible. To the best of our knowledge, there is no availability of a completely automated tool able to support this type of analysis. Hence, the data presented by most of the published works in this context are obtained with semi-automated procedures.

Figure 1. Cross-section of spinal cord.
where the positive cells in few significant slices of the stack are distinguished from the background based on user-defined thresholds or standard 2D thresholding techniques. Then, the immunopositivity of the sample is quantified based on the number and average intensity of such cells [5], [3]. This process has two evident limitations: (i) it lacks reproducibility, due to the inherent subjectivity of user-interaction; (ii) by counting positive cells only on selected slices, it does take the 3D nature of the images into proper account. For example, a single neuron may span more consecutive slices of the stack, hence it should be counted only once.

As a solution to these problems, we propose 3D RG, a tool for the immunofluorescence analysis of DRG samples. The main contribution of this work is two-fold. First, a fully automated 3D segmentation and 3D rendering of the positively labeled DRG neurons, based on a 3D spatial filtering technique. Second, a more accurate analysis of immunopositivity, which quantifies the number of positive cells and amount of fluorescent signal in the whole DRG stack.

Besides improving the feasibility and objectivity of DRG image analysis, 3D RG allows the analysis of the spatial relations between cells marked by different types of antibodies. This opens up new perspectives in the investigation of the role and interaction of different types of nociceptor in the context of DPN alterations.

This paper is structured as follows. In Section II we provide the technical details of the three modules of our proposed tool. In Section III we characterise the DRG samples used in our preliminary experiments. In Section IV we report and discuss the obtained results. Finally, in Section V we draw conclusions and provide future perspectives of our work.

II. PROPOSED METHOD

As reported in Figure 2, our proposed tool 3D RG receives as input the digitalised z-confocal stacks of the immunolabelled DRG samples, as returned by the confocal microscope. Separate modules of the tool provide the following output:

1) Segmentation of positive cells.
2) 3D multichannel rendering.
3) 3D quantitative analysis.

In the following, we describe the three modules in detail.

A. Segmentation of positive cells

The immunolabelled DRG cells are automatically detected in the 3D volume, discarding noise, spurious objects and artefacts. This is obtained by a 3D cell segmentation technique whose main steps are reported in the flow-charts of Figure 3.

1) Preprocessing: First, some preprocessing is performed on the 2D slices of the stacks, in order to ease the segmentation process by generally improving the image quality. The contrast between cells and background is enhanced by a combination of Contrast Limited Adaptive Histogram Equalisation technique [6] and background subtraction, where a simple model
of background computed by average filtering is subtracted to the original image. Following contrast enhancement, median filtering is performed to reduce high frequency noise preserving significant details of the image such as the borders of DRG cells.

2) Rough segmentation of objects with positive fluorescence: After preprocessing, fluorescent objects are roughly distinguished from the dark background by a 2D segmentation technique applied to each slice of the stack. This step implements a spatial fuzzy c-means algorithm (SFCM). Standard fuzzy c-means (FCM) is a widely used clustering technique that partitions the data into a number of groups working towards the minimisation of the distance of points within the same cluster. The fuzziness of such process lies in assigning to the data points a \([0, 1]\) membership level to each of the clusters (the so-called membership functions).

In order to decrease sensitivity to noise and reduce the spurious blobs, which are recurring problems in fluorescent image segmentation, 3D\(\text{RG}\) uses a variant of conventional FCM that incorporates local spatial information into its implementation, by summing up the membership functions in the neighbourhood of each pixel [7]. After clustering, the shapes of the foreground objects are regularised by means of standard morphological operations such as opening and holes filling.

3) Separation of clusters: The foreground regions returned by SFCM algorithm may either contain one individual cell or multiple touching cells, which need to be separated into individual objects. Based on the assumption that individual cells are approximately circular, 3D\(\text{RG}\) implements a Circle Hough transform (CHT), with the purpose of decomposing the input regions into a minimal number of circular components [8].

4) Refinement of cell segmentation: As ultimate step, the cell segmentation obtained by SFCM and CHT is refined by taking into account 3D spatial information (see 3D spatial filtering flow-chart in Figure 3). More specifically, per each foreground object, the filter generates a 3D neighbourhood by projecting such object onto \(N\) consecutive slices of the z-stack (see Figure 4). \(N\) is set to be roughly equal to the expected length of DRG cells. Hence, its value depends on slice thickness.

If the 3D neighbourhood does not contain a significant portion (at least 50\%) of positive regions, the corresponding object is interpreted as a spurious fluorescent spike, hence it is discarded. Otherwise, it is interpreted as part of a positive cell. In the latter case, the intensity values of consecutive slices in the 3D neighbourhood are interpolated along the z-axes,
order to remove black spots and ensure the 3D continuity of the cell.

More specifically, the pixels of the 3D neighbourhood in the slices above and below the positive object are replaced by the arithmetic mean of their corresponding pixels in the two closest slices, as follows:

\[
slice(i) = \frac{\text{slice}(i-1) + \text{slice}(i+1)}{2},
\]

where \( i \) is the z-coordinate of the slice.

The final output of this step is a 3D volume where only the positive DRG cells have non-zero intensity values, proportional to the level of expression of the fluorescent marker.

**B. 3D multichannel rendering**

3DRG generates a volume rendering of the DRG-positive stack as returned by the cell segmentation module, with the possibility of displaying one channel at a time or more channels together (as in the example of Figure 2).

The user can interactively rotate the volume and visualise ortho-slices (i.e. three orthogonal slices through the volume). This allows to analyse spatial relations between different markers (e.g. cell clusters, recurring patterns, etc.) that are otherwise impossible to appreciate.

**C. 3D quantitative analysis**

The 3D sample is automatically characterized in terms of positive expression of each immunofluorescent marker.

This module allows the calculation of the following parameters:

- **Number of positive cells** \((P)\), as automatically identified by the 3D cell segmentation algorithm.
- **3D Density** calculated as \(P/V_s\), where \( P \) is the number of positive cells and \( V_s \) is the fraction of the sample volume with a non-zero fluorescent signal strength.
- **Integrated Optical Density (IOD)** calculated as the sum of mean intensity values (MIV) of the foreground (i.e. the positive cells) in each slice of the volume. More specifically:

\[
\text{IOD} = \sum_{i=1}^{\#\text{Slices}} MIV_i,
\]

where \( MIV_i \) is computed as the sum of the intensities of the foreground pixels in \( i \)-th slice, divided by the total number of foreground pixels.

- **Related Optical Density (ROD)** calculated as:

\[
\text{ROD} = \text{IOD}_F - \text{IOD}_B,
\]

where \( \text{IOD}_F \) and \( \text{IOD}_B \) are the IOD values of the foreground and of the background, respectively.

**III. MATERIALS**

In this work we performed experiments on DRG samples belonging to two populations of mice, respectively diabetic and healthy subjects (here referred as controls). Such samples were obtained as follows.

Four weeks old CD-1 male mice were made diabetic after a single intraperitoneal injection of streptozotocin (150 mg/Kg), while controls received only the vehicle. Glucose levels of all the subjects were weekly monitored, in order to ensure the correct categorization of diabetics and controls. All animals were sacrificed at eight weeks of postnatal age. Then, DRGs were acutely excised and the connective tissue was dissolved by incubation in 5-10 mg/mL collagenase. The entire DRGs were then used for immunofluorescence.

DRGs were stained for two classical phenotypic markers of nociceptors, i.e. the calcitonin gene-related peptide (CGRP) and the isolectin B4 (IB4) by a rabbit antibody and a biotin-conjugate, respectively. Whole DRGs z-stacks were then collected using confocal microscopy.

**IV. PRELIMINARY RESULTS**

We run 3DRG on a total number of 90 DRG samples. Of the 90 samples, 45 belonged to diabetic subjects and 45 to controls. Hence, the two populations were perfectly balanced.

Positive DRG cells were automatically detected as explained in Section II-A, and volume rendering of the segmented cells was generated (see the example of Figure 5).

IB4 and CGRP markers were automatically quantified in all the 90 samples, as reported in Section II-C.

The obtained results are summarised by the box-plots of Figure 6, grouping the data into diabetic and control subjects, respectively.

On each box-plot, the central red line is the median value, and the box has edges corresponding to the 25th and 75th percentiles (the so-called inter-quartile range IQR). The whiskers extend to the most extreme data points not considering outliers, while outliers are plotted individually using a red cross-shaped marker. As in previous works, all the values are normalised by the median of controls [3].
In order to facilitate statistical comparisons between different groups, each box is displayed with a notch defining the confidence interval $C.I.$ around the median, computed as:

$$CI = \text{median value} \pm 1.57 \frac{IQR}{\sqrt{N}},$$  \hspace{1cm} (4)

where $N$ is the number of observations and the constant 1.57 is an empirical value that is set to approximate a 95% confidence interval around the median [9].

Hence, when the notches of two groups of data points do not overlap, it is interpreted as strong evidence that the medians of the two samples are significantly different.

From the analysis of the box-plots in Figure 6, the following considerations can be drawn:

1) 3D quantitative analysis revealed relevant differences between control and diabetic groups. In particular, the plots show a decrease of both IB4 and CGRP in the diabetic subjects.

2) The highest discrimination between controls and diabetics is obtained with IB4 marker. All four plots related to IB4 show non-overlapping notches between control and diabetic boxes, suggesting that the median values of the corresponding populations are different with a 95% confidence level. The same happens with CGRP, but only when considering IOD and ROD values.

The experimental results automatically obtained with $3\text{DRG}$ are in line with the assumptions made by literature on neuroscience.

As reported by [3], [10], nonpeptidergic unmyelinated IB4-labeled afferents may have a higher susceptibility to diabetes, and their decrease might be a reason for the early sensory dysfunctions associated with this pathology.

On the other hand, CGRP-labeled peptidergic fibers are also to a lesser extent involved in the deficit.

V. CONCLUSIONS AND FUTURE PERSPECTIVES

In this paper we presented an automated tool, $3\text{DRG}$, that is able to

1) perform a segmentation of positively labeled DRG neurons;

2) provide a multichannel 3D rendering of the labeled neurons;

3) characterise the immunopositivity of the sample to the DRG markers.

Our proposed tool allows to obtain better insights into the analysis of immunofluorescence DRG images applied to the study of diabetic neuropathies, for two main reasons.

First, differently from previous works, where counting of positive cells was performed in a semi-automated way and on only few slices of the 3D stack, $3\text{DRG}$ is able to characterise the sample in a fully-automated way, and by taking into account the whole 3D volume. This improves the repeatability and objectivity of the results, and allows to fasten and ease the analysis of large amount of image data.

Second, the 3D reconstruction and rendering of the segmented cells allows to visualise the 3D distribution of the different markers and to highlight spatial relations between different types of DRG afferents. This analysis cannot be performed on the original 3D stack due to noise and spurious fluorescence.

Results obtained in our preliminary experiments by running $3\text{DRG}$ on DRG samples of healthy and diabetic mice were very interesting, in that they support the hypothesis that the alterations of the neural circuits between spinal nerve and spinal cord via the DRG might be involved in DPN, which is also confirmed by recent literature.

Indeed, fully-automated analysis of DRG images offers potential for huge improvements in the study of neural alterations related to diabetes. In our future work, we plan to extend $3\text{DRG}$ to support a quantitative analysis of the 3D spatial...
distribution of the different markers. This would allow to study the pathology-driven alterations of the relations between different DRG afferents, which is a type of analysis that was never performed before with immunofluorescence.
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Figure 6. 3D quantitative immunofluorescence results on control and diabetic mice (values expressed as % of controls).
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Abstract—The correlation clustering is an NP-hard problem, hence its solving methods do not scale well. The contraction method and its improvement enable us to construct a divide and conquer algorithm, which could help us to clustering bigger sets. In this article we present the contraction method and compare the effectiveness of this new new and our old methods.

I. INTRODUCTION

CLUSTERING is an important tool of unsupervised learning. Its task is to group objects in such a way, that the objects in one group (cluster) are similar, and the objects from different groups are dissimilar. It generates an equivalence relation: the objects being in the same cluster. The similarity of objects are mostly determined by their distances, and the clustering methods are based on distance.

Correlation clustering is an exception, it uses a tolerance (reflexive and symmetric) relation. Moreover it assigns to each partition (equivalence relation) a cost, i.e. number of pairs of similar objects that are in different clusters plus number of pairs of dissimilar objects that are in the same cluster. Our task to find the partition with the minimal cost. Zahn proposed this problem in 1965, but using a very different approach [1]. The main question is the following: which equivalence relation is the closest to a given tolerance (reflexive and symmetric) relation? Many years later Bansal at al. published a paper, proving several of its properties, and gave a fast, but not quite optimal algorithm to solve the problem [2]. Bansal have shown, that this is an NP-hard problem.

The number of equivalence relations of \( n \) objects, i.e. the number of partitions of a set containing \( n \) elements is given by Bell numbers \( B_n \), where \( B_1 = 1 \), \( B_n = \sum_{k=1}^{n-1} \binom{n-1}{k} B_k \). It can be easily checked that the Bell numbers grow exponentially. Therefore if \( n > 15 \), in a general case we cannot achieve the optimal partition by exhaustive search. Thus we need to use some optimization methods, which do not give optimal solutions, but help us achieve a near-optimal one.

If the correlation clustering is expressed as an optimization problem, the traditional optimization methods (hill-climbing, genetic algorithm, simulated annealing, etc.) could be used in order to solve it. We have implemented and compared the results in [3].

This kind of clustering has many applications: image segmentation [4], identification of biologically relevant groups of genes [5], examination of social coalitions [6], improvement of recommendation systems [7] reduction of energy consumption [8], modeling physical processes [9], (soft) classification [10], [11], etc.

In a previous paper [12] we presented the contraction method with many different interpretations, and later we constructed an improvement for the contraction method [13]. In this paper we introduce a new method which is based on the contraction method and its improvement, and this new method is a divide and conquer algorithm. By the measurements the new method is not much worse than the old one, therefore the new method could help us to solve concrete problems with thousands of objects.

The structure of the paper is the following:

In Section 2 we define correlation clustering mathematically and shortly present the contraction method and its improvement. Section 3 describes the divide and conquer algorithms. Next, we show the results of the measurements, and in Section 5 the recursive variant of the method. Later we present the results according to Barabási-Albert random graphs. In Section 7 we give our plans and discuss the technical details. Finally we conclude the results.

II. CORRELATION CLUSTERING

In the paper we use the following notations: \( V \) denotes the set of the objects, and \( T \subset V \times V \) the tolerance relation defined on \( V \). We handle a partition as a function \( p : V \rightarrow \{1, \ldots, n\} \).

The objects \( x \) and \( y \) are in a common cluster, if \( p(x) = p(y) \).

We say that objects \( x \) and \( y \) are in conflict at given tolerance relation and partition iff value of \( c_T^p(x, y) = 1 \) in (1).

\[
c_T^p(x, y) = \begin{cases} 
1 & \text{if } (x, y) \in T \text{ and } p(x) \neq p(y) \\
1 & \text{if } (x, y) \notin T \text{ and } p(x) = p(y) \\
0 & \text{otherwise}
\end{cases}
\]  

(1)

We are ready to define the cost function of relation \( T \) according to partition \( p \):

\[
c_T(p) = \frac{1}{2} \sum_{x < y} c_T^p(x, y) = \sum_{x < y} c_T^p(x, y)
\]  

(2)
Our task is to determine the value of $\min_p c_T(p)$, and a partition $p$ for which $c_T(p)$ is minimal. Unfortunately this exact value cannot be determined in practical cases, except for some very special tolerance relations. Hence we can only get approximative, near optimal solutions.

We can define the attraction between two objects: if they are similar then the attraction between them is $1$ (they repulse each other); otherwise—which can occur at a partial tolerance relation—the attraction is $0$.

$$a(x, y) \left\{ \begin{array}{ll} 1, & \text{if } (x, y) \in T \\ -1, & \text{if } (x, y) \notin T \\ 0, & \text{otherwise} \end{array} \right. \quad (3)$$

We can generalize (3) for object $i$ and for clusters $g$ and $h$:

$$a(x, g) = \sum_{y \in g} a(x, y) \text{ and } a(g, h) = \sum_{y \in h} a(y, g).$$

We leave it to the reader to check, that if these sums are positive and we join these element and clusters—by getting a partition $p'$ containing the clusters $g \cup \{x\}$ or $g \cup h$—then $c_T(p) \geq c_T(p')$. This means that by joining attractive clusters, the cost decreases.

The contraction method starts with a partition where each cluster is a singleton. Next it selects clusters $g$ and $h$ for which $a(g, h)$ is maximal (and positive), and joins these clusters. It continues until there are no attractive clusters left. This contraction is presented on part $a$ of Fig. 1 as a diagonally painted rectangle.

At dense Erdős-Rényi random graphs (ER in the following) each decision could have a vast impact, at the pure contraction method we cannot correct previous decisions—we just join, and not slit—, therefore we need something else in order to make a decision. This is the place, where the attraction between a node and a cluster is taken into consideration: we take every combination of nodes and clusters. If we find that a node is attracted much harder by any other cluster than by its clusters, then we put that node into the other cluster. Moreover if some node is repulsed by all the clusters, we construct an extra cluster for this node and we move it into this new cluster. This is the improvement of the contraction, that corrects the faults of the contraction. This correction step on part $b$ of Fig. 1 denoted as a vertically painted rectangle. This correction step follows the contraction step. Here we apply both steps for the whole $V$ i.e. for all objects together.

We discussed the properties of the contraction and this improvement in [13].

### III. Divide and Conquer Algorithms

The divide-and-conquer strategy solves a problem by:

- breaking it into sub-problems that are themselves smaller instances of the same type of problem—divide
- recursively solving these sub-problems—conquer
- appropriately combining their answers—combine

One may think that only the second step (conquer) could be hard, in general each step needs some work: remember the splitting of the array at quick-sort for the divide step, and the merging of the ordered sequences for the combine step of the merge sort.

As practice has shown, we can amend the outcome of the contraction with its improvement, so we treat the contraction and its improvement as a unit. This is the reason why part $c$ and $d$ of Fig. 1 are built from units (of contraction and correction) of part $b$.

At a correlation clustering problem we have a set $V$ of $n$ objects, so the division is simple: split the whole set into two subsets of $n/2$ objects (or three subsets of $n/3$ objects, and so on).

The subsets are similar to the original sets, so at the conquer step we only need to apply the unit for each subset independently, as first half of part $c$ of Fig. 1 presents.

The outcome of correlation clustering is a partition, so the outcome of the correlation clustering of the subsets are independent partitions as Fig. 2 shows. At the combine step of the algorithm we need to check whether the clusters of the partitions of the subsets could be parts of a cluster, which is member of the partition of the whole set. Fortunately we have a tool to answer this question, the contraction does exactly this: checks whether two cluster could be joined. Hence we need to apply the unit of contraction and correction for the whole set $V$, as the second half of part $c$ of Fig. 1 presents.

Based on the algorithm of the contraction (contract) and its improvement (correct) we can easily implement in Python this divide and conquer algorithm, as Alg. 1 shows.

Here `uf` is the UnionFind data structure that handles the data of the partition. `self.size` stores the number of objects in $V$, and `no_parts` denotes the number of subsets. The contraction and its improvement were implemented in such a way, that they get the subsets of the objects with their (lower and upper) bounds. Whilst they only use one data structure to store attraction between clusters and objects, they handle these data independently for different subsets of objects.
Algorithm 1 Corrected contraction

```python
def contract_in_pieces(self, uf, no_parts):
    sub_size = math.ceil(self.size/no_parts)
    for lower in range(0, self.size, sub_size):
        upper = min(lower + sub_size, self.size)
        self.correct(uf, lower, upper)
        self.contract(uf, lower, upper)
    self.contract(uf, 0, self.size)
    self.contract(uf, 0, self.size)
```

In the last two lines of Alg. 1, we combine the clusters of the subsets by applying the contraction to the whole set of objects. (We note that Python starts indexing with 0, and at defining intervals, the upper limit is exclusive.)

The implemented methods and the testing environment is available at https://github.com/aszalosl/DC-CC.

IV. Effectiveness of the New Method

At the first measurements we use traditional tolerance relations, i.e. the signed graph of the problem is total. The structure of the relation—or the structure of the graph—determines the cost $c_T(p)$, e.g. despite that two graphs have the same number of negative and positive edges, one graph belongs to an equivalence relation—so its cost is 0—while the cost of the other graph is a large number. It is extremely unlikely that we will obtain an equivalence relation by randomly generating a tolerance relation, and by our former experiments related to total graphs the deviation of the costs is small.

Although the number of positive and negative edges does not precisely describe the graph (and hence the relation), it helps us to understand the processes. We will use the rate calculated by the number of positive edges and the number of all edges, and denote this ratio by $q$. On Fig. 3 we present rates of different $c_T(p)$’s as a function of $q$ (of $T$), where the $p$ is the partition that the algorithm generates from $T$. We used 100 random relations with the same $q$, and we display the mean here. The base is the contraction method without any improvement/correction, this belongs to the level 1.0. The solid line denotes the contraction with its improvement. As the solid line does not exceed the level 1.0, it really is an improvement.

The dashed line denotes the outcome of the divide and conquer algorithm when we split the original problem into ten sub-problems. As it is slightly above the solid line, it almost reaches the level of the improved algorithm.

Fig. 4 goes into details. The solid line below shows the result of the corrected contraction, where we applied both process for the whole set $V$. On the other hand at the fist stage of the piecewise contraction we need to execute the contraction (in parallel) for the subsets of $V$. As the graph of the problem is a total graph, i.e. everything is connected, the attraction of the objects in different subsets suffers from cost function, so its dashed line is at the top. The piecewise correction (second stage) is an improvement, so its dotted line is below the previous line. The clusters of the partitions of the subsets could be joined at the next stage, which a total contraction—we apply it for the whole set $V$—and with this we reach the level 1.0 somewhere. And the last stage—the total correction—get below this level, and approaches the improved contraction.

A huge sample could smooth the lines, but we do not believe that using big samples gives clearly answer which parameter is the best for Fig. 5. Here we compare the results of dividing the original set into different number of subsets. The lines intersect each-other several times on the graph, therefore we cannot announce the absolute winner, maybe the biggest parameter gives the best (smallest) result.
Fig. 5. Comparison of the divide and conquer method with different number of subsets.

Fig. 6. Comparison of the divide and conquer method with different number of subsets.

**Algorithm 2** Recursive contraction

```python
def rec_c(self, uf, l, lower, upper):
    if lower + l < upper:
        mid = (lower + upper)/2
        self.rec_c(uf, l, lower, mid)
        self.rec_c(uf, l, mid, upper)
        self.contract(uf, lower, upper)
        self.correct(uf, lower, upper)
```

V. RECURSIVE ALGORITHM

If we want to cluster $10^6$ objects, it does not help us to cluster ten set of objects with $10^5$ members in each, although previous experiments suggest that less subsets are better. Most of the divide and conquer algorithm uses recursion, let us apply it for this problem! Alg. 2 receives an UnionFind structure to store the clustering, the maximal length $l$ of a primitive cluster—that will not be divided further—and the bounds of the subset. If the size of the cluster is bigger then $l$, we divide it into half, and recursively call both parts. Next, we apply the contraction, and later the correction for the whole subset.

Last part of Fig. 1 shows, that we apply the contraction and corrections for quarter sets, next on the half sets, and finally the whole set. The parameter $l$ enables us to try several values, as Fig. 8 shows. It may be hard to read from the picture, but we believe that smaller values give smaller cost, hence are better. We have calculated the sum of the rates for a big sample and this sum is less for smaller $l$s, so we get closer to the result of the improved contraction from above. Taking a look at the last part of Fig. 1, we can say, that is contains numerous corrections. Can we omit all of them but the last? (We need to delete Line 7 from Alg. 2, and put it into the main program.) Yes, we can, but the result is poor as Fig. 8 shows.

The difference between piecewise and recursive contraction is small, hence further research is needed to decide which one could help us to cluster large sets.

VI. SPARSE RANDOM GRAPHS

Until now we examined ER graphs. In nature, this kind of graph is not common, so we take a look at other types of graphs. The other well-known random graph type is the Barabási-Albert (BA in the following). At generating this type of graphs we use preference attachment. Here each new node is connected to existing nodes with a probability that is proportional to the number of links that the existing nodes already have. This means, that the oldest nodes construct a relatively dense graph, and the young nodes connect them.
weakly. By slicing the set of objects into subsets based on their (serial) numbers, we put the oldest nodes into the same subset. Applying our methods to these kind of subsets we get very similar results as before. To discover the real tendencies, we mixed up the numbers of the objects, and used the simplest slicing.

Our previous research had shown that the clustering of ER type and BA type random graphs gives different results and different tendencies [13]. Therefore we repeated our previous tests for these graphs, too. As sparse graphs have only a few edges, here we used 500 objects and 3/2 type BA graphs. Fig. 9 shows that strange finding, that the cost for five subset is minimal, meaning that for two or ten subsets the cost is higher. We have used different samples in this tests, hence we need test the same graphs to get more reliable results. Fig. 10 shows that smaller primitive subsets give better result, but we tested this on different samples too. The variance is big at BA graphs, so it is better to use the same graphs here.

Some tendencies are the same as at ER types, but the rate of the improved contraction and piecewise/recursive contraction is the opposite. At ER graphs the improved contraction is slightly better, but at BA graphs the latter methods produce significantly better results.

VII. TECHNICAL DETAILS

We have not yet mentioned the speed of the methods. Of course, the parameter $q$ influences the speed. If $q$ is low, then there is little chance of contraction, so at the combine step of the algorithm we have almost the same number of clusters as at the beginning. This means, that we do the same task twice. If $q$ is high, then most of the objects are contracted into few clusters, and contracting them does not take much time. At the clustering of the subsets we need to cope with smaller complexity, therefore we hope that at high $q$-s the divide and conquer algorithm could run faster than originally.

We did not perform very detailed analysis for each value of $q$, but we calculated the mean of the running time with different parameters. Even this shows the tendencies, and determines the future research directions.

Table I shows the rates of running times of the different divide and conquer algorithms. The base is the running time of the improved contraction method, and if the number is less than 1.0, then the divide and conquer algorithm is faster. At the two different kinds of random graphs the algorithms behave differently. At ER graphs as we divide the original set into more and more parts, the running time decreases. At BA graphs more and more parts require extra overhead, and eventually its running time becomes higher than the original method’s.

If we use a recursive method, the calculations speed up at ER graphs with smaller sets. At two hundred nodes, we can reduce the running time to its third. We hope, that at bigger sets we can save even more time. At BA graphs we can reduce
the running time too. Unfortunately, it does not speed up as much as the ER graphs. Here the more level of recursion does not help, moreover it has some overhead, so the running time is longer than at smaller level of recursions.

Do not forget, that BA graphs have $O(n)$ edges, while ER graphs have $O(n^2)$ edges, and this property holds for its subgraphs. To work with $k \cdot c \cdot \left(\frac{n}{k}\right)^2$ instead of $c \cdot n^2$ is better, while there is no real difference $k \cdot c \cdot \left(\frac{n}{k}\right)$ and $c \cdot n$.

The former property holds for ER graphs with probability $p \neq 1.0$, hence the rate running time of divide and conquer clusterings is very close to the numbers in the table.

For UnionFind data structures there is an excellent implementation: disjoint-set forests. Unfortunately this implementation does not contain the replace operator, which is necessary to correct the errors of the contractions. There are algorithms which enable the deletion [14], but this is a logical deletion and not a physical one, which would be needed to replace the old value with a new one.

Our implementation currently uses an array assigning the identifier of a cluster to each object, and an associative array for old value with a new one.

Our implementation caches values $a(x, g)$ and $a(h, g)$ for every valid $x$, $g$ and $h$. As these values change at contraction and at correction; we need to update the stored values. This requires many small tricks, but it is much faster than the version calculating these values again and again.

VIII. CONCLUSION AND FURTHER WORK

Based on our contraction method and its improvement we constructed a divide and conquer algorithm. Our hypothesis was that it gives poor results, because it uses less information, than the original method, but in some cases runs faster than the original algorithm. Surprisingly, the new method generates result close the improved variant of the former method at ER graphs, and gives better result for BA graphs. The former data structures and its methods are not usable for us, so we applied less sophisticated algorithms. The similar results and a faster calculation suggests, that this could be a fruitful direction. We need a more detailed comparison of methods, to discover the limits of this algorithm; and extra work to implement the parallel version, which uses the advantages of the divide and conquer method.
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Abstract—In this paper we describe computer experiments while testing a family of parallel and hybrid metaheuristics against a small set of graph partitioning problems like clustering, partitioning into cliques and coloring. In all cases the search space is composed of vertex partitions satisfying specific problem requirements. The solver application contains two sequential and nine parallel/hybrid algorithms developed on the basis of SA and TS metaheuristics. A number of tests are reported and conclusions resulting from the testing experiments are derived.

Index Terms—simulated annealing, tabu search, parallel metaheuristic, hybrid metaheuristic, graph partitioning problem

I. INTRODUCTION

Computational optimization attracts for years researchers and practitioners interested in solving combinatorial problems by means of various computational methods and tools. In particular, many NPO problems require new versatile tools in order to find approximate solutions [1], [8]. Parallel and hybrid metaheuristics are among the most promising methods to be developed in the nearest time [2], [16]. Many new algorithms have been already designed and compared with existing methodologies [7], [11], but there is still a room for significant progress in this area.

In this paper we focus on a class of partitioning problems that appears in many application areas like data clustering [3], column-oriented database partitioning optimization [15], design of digital circuits, decomposition of large digital systems into a number of subsystems (moduls) for multi-chip implementation, task scheduling, timetabling, assignment of frequencies in telecommunication networks, etc. Partitioning problems are in general simpler than permutation problems but their search spaces are too huge for exhaustive search or extensive search methods [6], [9], [10], [17], [18].

The rest of the paper is organized as follows. In the next section the graph partitioning problems are defined and characterized. Then, in section 3, SA and TS algorithms as well as their parallelization and hybridization methods are presented. The design assumptions and features of the developed solver are described in section 4. Testing methodology and experimental results are shown in section 5. The final conclusions point out the directions of future research in this area.

II. GRAPH PARTITIONING PROBLEMS

In this section formulations of several partitioning problems are given that are to be solved by a collection of algorithms used in the experimental part of the paper.

We assume that $G = (V, E)$ is a connected, undirected graph. Let $|V| = n$, $|E| = m$.

A. Cluster partitioning problem (CPP)

A partition $C = (C_1, . . . , C_k)$ of $V$ is called a clustering of $G$ and $C_i$ clusters. $C$ is called trivial if either $k = 1$, or all clusters $C_i$ contain only one element. We will identify a cluster $C_i$ with the induced subgraph of $G$, i.e. the graph $G_i = (C_i, E(C_i))$, where $E(C_i) = \{u, v\} \in E : u, v \in C_i \}$. Hence, $E(C) = \sum_{i=1}^{k} E(C_i)$ is the set of intra-cluster edges and $E \setminus E(C)$ the set of inter-cluster edges. [3]

The number intra-cluster edges is denoted by $m(C)$ and the number of inter-cluster edges by $M(C)$.

The coverage $(C)$ of a graph clustering $C$ is a fraction of intra-cluster edges within the complete set of edges $E$: coverage$(C) = m(C)/m$. The larger the value of coverage$(C)$ does not necessarily mean the better quality of a clustering $C$.

Constructing a $k$-clustering with a fixed number of $k$, $k \geq 3$ of clusters is NP-hard [1].

In this paper we will consider $k$-clustering problems for weighted graphs, where the total weight of the set $E \setminus E(C)$ shall be minimized.

B. Clique partitioning problems (CPP)

A partition $C = (C_1, . . . , C_k)$ of $V$ is called a partition of $G$ into cliques iff every subgraph $G_i = (C_i, E(C_i))$ induced by a cluster $C_i$ is a clique, i.e. all vertices in $C_i$ are pairwise connected. The goal is to find the minimal $k$, for which a partition into at most $k$ cliques exists.

The clique partitioning problem is NP-complete [14]. The dual problem to CPP is graph partitioning into independent sets (ISs). It is equivalent to the CPP for $G(V, E')$, where $E'$ is a complement of the set $E$.

C. Clique partitioning problems with minimum clique size (CPP)

In the present paper a solution of clique partitioning problem is also searched for given clique size at least $s$: is there a
graph partition into $k$ cliques satisfying a condition related to the minimum clique size $s$? For given $n$ and $k$ the minimum size of cliques in $G$ is $s = \lfloor n/k \rfloor$. Weighted version of the problem are also known, with additional conditions related to cliques’ weights [9].

D. Graph coloring problem (GCP)

Classical vertex coloring problem in a graphs is another formulation of graph partitioning into independent sets. Such ISs can be assigned different colors, satisfying the property that all pairs of adjacent vertices in $G$ are assigned nonconflicting colors. Formally:

For given graph $G(V, E)$, the optimization problem GCP is formulated as follows: find the minimum positive integer $k$, $k \leq n$, and a function $c : V \rightarrow \{1, \ldots, k\}$, such that $c(u) \neq c(v)$ whenever $(u, v) \in E$. The obtained value of $k$ is referred to as graph chromatic number $\chi(G)$.

GCP belongs to the class of NP-complete problems [8].

E. Restricted coloring problem (RCP)

In practical applications a conflict-free vertex/edge coloring is searched, often satisfying additional requirements. Therefore, a large number of particular coloring problems arised and has been investigated [12].

One well known example is vertex coloring with some restrictions set on available colors for the given graph vertex. In RCP each vertex is assigned a list of forbidden colors and a proper solution meeting such set of constraints is searched [13].

III. SEQUENTIAL AND PARALLEL METAHEURISTICS

The reported research is based on two sequential and nine parallel algorithms. The sequential metaheuristics include classical simulated annealing (SA) and tabu search (TS) that belong to the class of iterative methods [16]. Parallel algorithms can be splitted into three categories: parallel metaheuristics derived from SA, parallel metaheuristics derived from TS and hybrid methods.

A. Simulated annealing (SA)

Classical simulated annealing [16] is a well known technique widely used in optimization and present in most of the textbooks. It can be easily parallelized in various ways. Parallel moves enable single Markov chain to be evaluated by multiple processing units calculating possible moves from one state to another. Multiple threads compute independent chains of solutions and periodically exchange the obtained results. The key question in parallel implementation remains setting of algorithm’s parameters like initial temperature, and a cooling schedule. For the problem at hand it is necessary to define an appropriate solution representation, cost function and a neighborhood generation scheme.

B. Tabu search (TS)

Tabu search [16] is an improvement of local search method in which so called tabu list contains a number of recent moves that must not be considered as candidates in the present iteration. This feature helps the method to escape from local minima what is impossible in local search. The question is to define the solution representation, cost function, neighborhood and a single move, the size of the neighborhood and the number of candidate moves, aspiration level which decides on the possibility to accept forbidden moves if it leads to a solution improvement etc.

C. MIR model of parallelization

Multiple independent runs (MIR) model is a very popular way of parallelization of iterative algorithms. A number of algorithm instances with different input data are executed simultaneously. All computational processes run independently and do not exchange data during computation. At the end, the best solution from all processes is selected. This simple model can be made more sophisticated by introducing an information exchange scheme, exchange rate etc.

D. MS model of parallelization

In Master-Slave (MS) model the master executes the sequential part of an algorithm, distributes computational tasks among slaves, collects results from slaves, process and aggregates this results. In certain versions of MS model the master splits the whole search space among slaves, synchronizes their work, checks the termination condition and collects the best solution from subspaces.

E. PA model of parallelization

Parallel asynchronous (PA) model provides maximum flexibility: various algorithms with different initial data search the whole search space in an asynchronous manner. Usually an efficient update scheme for the best solution must be implemented as well as occasional distribution of best solutions to asynchronous computational processes. One possibility is to employ a communication process. In some cases shared memory (SM) can be used for information updates and exchange. The second solution helps to avoid generation of interrupts in asynchronous processes. The processes communicate the SM in predictable moments of time.

F. Hybrid models

Hybrids models include : 1. two-phase algorithms, when each phase - restriction of the search space and solution refinement - is performed by a different method; 2. combined algorithms, when known elements of existing methods are composed in a single algorithm; 3. combined algorithms consisting original components like problem-oriented operations or heuristics; and 4. concurrent algorithm which is parallel execution of known methods with data exchange patterns.

In this paper three heuristic algorithms are used.

Parallel hybrid asynchronous (PA) algorithm splits computational processes into "even" performing SA and "odd"
performing TS. Best solutions are updated via shared memory SM, where are immediately made available for all processes.

Hybrid serial-parallel algorithm (H-SP) process in parallel p threads in which SA and TS sections are performed alternatively starting from SA section. SA section modifies tabu list while TS section modifies current temperature for the next section, respectively. Switching conditions are related to the progress achieved in improving best solution.

Parallel hybrid algorithm (H-P) is developed on the basis MIR method. Single step combines properties of both SA and TS; if new solution satisfies aspiration criterion (AC) it is always accepted, otherwise, it is accepted according to SA rules. This means that probability of acceptance of worst solution decreases in time.

IV. THE SOLVER

For all tests it is used the “Partitioning problems solver” application. It is written in C++ (Visual Studio), while .NET Framework 3.5 provides necessary libraries and runtime environment.

The main program window contains three tabs: Program, Generator and Help. In appropriate fields of Program tab it is possible to select one of five basic problems (GPP, CPP, CPP-MIN, GCP, RGCP) and one of eleven algorithms. After that one can select the input file format and read input data. A numerous algorithm parameters and problem constrains must be filled in the forms including multiple runs, enabling statistics and write options. The cost of best solution and the total computation time are also displayed in this tab.

The Generator tab opens possibilities to generate input graphs or weighted input graphs after setting its parameters and lists of forbidden colors. The unweighted graphs are kept in .col format, weighted graphs are in .ecl format, which is extension of .col by adding edge weights as well as edge weight range (in the header). The type .rcp contains lists of forbidden colors for all vertices, if any. File formats .xpp and .xcp are used for preserving input graph and the partition being the best solution for the given problem together with its cost, respectively. Output data in CSV format are written to the .txt file and enable easy import of data into a spreadsheet.

V. COMPUTATIONAL EXPERIMENTS

For experiments the Intel Pentium T2300 machine was used with two 1.66 GHz cores and 4GB RAM, running under Windows XP Pro SP2 and .NET Framework 3.5 platform.

All five problems were tested against all eleven algorithms with eight basic settings (stop criterion, no of iterations in a single step, initial temperature for SA, size of the tabu list). The specific setting that were selected in the initial phase of the experiment are shown in Table I.

Other parameters are: coefficient of cost function = 1, no of parallel processes (if any) = 20, communication parameter = 20, no of algorithm repetitions = 20, no of clique extention trials = 5, no of repetitions for H-SP algorithm = 5.

In Tables II-XI computational data are presented. All experiments were conducted for random graph instances generated for each class of the graph partitioning problems in .ecl format. Relatively small graph instances were used with 20, 50 and 100 vertices and graph densities 10%, 20% and 30%. Cost functions from 20 trials are collected in Tables II-VI while the corresponding computation times in Tables VII-XI, respectively.

Average (Avg.) values for settings 1-8 in Tables II-XI are computed for parallel and hybrid methods only, serial methods SA i TS are excluded. Analysis of the results obtained for the five partitioning problems justifies several conclusions.

The shortest processing times are obtained by pure TS and SA methods. However, their solutions are not satisfactory. Parallelization and hybridization require additional computational work, and their aim is to improve search for a better suboptimal solution rather then providing significant speedup.

For GPP the fastest parallel algorithms are PTS metaheuristics. PSA and hybrid methods are less timeefficient. The slowest algorithm is H-SP, which is very time consuming. On the other hand H-SP finds the best solutions for all eight available settings. Average results of PSA-MIR and H-P algorithms are also outstanding and obtained approximately five times faster than by H-SP. The best setting in average is no 6 (minimum cost for six methods), but the best result for GPP is obtained with setting no 5. In terms of the computation time settings no 2 and 1 obviously win, and the fastest method is the PTS-A algorithm with moderate success in optimization.

For CPP the fastest parallel algorithms are PSA metaheuristics. Five other methods, except H-PS are also timeefficient. Among the parallel algorithm PSA-A is the fastest one with minimum time obtained for four settings. The slowest algorithm is again H-SP, which finds the best solutions for all eight parameter settings. The second result provides PTS-MIR which is eight times faster than H-SP. Setting no 8 provides the best solution quality for 7 parallel algorithms. In terms of the computation time settings no 2 and 1 win.

For CPP-MIN the fastest parallel algorithms is one hybrid and all PSA metaheuristics. The winner is PTS-MS algorithm with setting no 1. The slowest algorithm is H-SP, which wins the quality competition for all eight parameter settings. PSA-MIR and H-P have been the most prospective challengers. Setting no 8 provides the best solution quality for eight algorithms.

In terms of the computation time settings no 2 and 1 are the winners.
For GCP the fastest parallel methods are H-PA and all PSAs which provide also best approximate solutions (PSA-MIR wins for six out of eight settings). The fastest parallel algorithm is H-PA, the best setting for six algorithms is no 2. The slowest algorithm is H-SP, which is 5th in terms of solution quality. The best setting for cost-optimality is no 4 in average.

The final problem - RCP - brings also interesting results. The fastest parallel algorithms are H-P six winning settings and PSAs. The best settings for all methods are 1 and 2. The best solution in average is found by PSA-MIR (the winner for seven out of eight settings), the runner-up is H-SP which was about eight time s lower, the next positions are occupied by PSA-MS and PSA-A. Most good results (8) were obtained for the setting no 8.

VI. CONCLUSIONS

In this paper some research results related to parallel metaheuristics and their applications were reported. The conducted experiments gave certain limited insight to computational behaviour of parallel metaheuristics developed on the basis of SA and TS, and applied to a class of popular partitioning problems in graphs. Some algorithms were better then others for solving particular problems. We were focused mostly on solution quality, but computation time was the second factor in comparison. Many results were not obvious and difficult to predict without verification. We believe that the presented initial results justify further experiments with our solver for more elaborated input instances. For this purpose to chose and modify DIMACS graph coloring instances, which were used for generation of instances of such partitioning problems like sum coloring, robust coloring etc. In time we will improve the algorithms to obtain more accurate solutions.
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### Table II
**Graph Partitioning Problem (GPP): Cost Functions (11 Algorithms, 8 Settings, 20 Runs)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>PTS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>295</td>
<td>238</td>
<td>255</td>
<td>251</td>
<td>338</td>
</tr>
<tr>
<td>2</td>
<td>296</td>
<td>237</td>
<td>254</td>
<td>253</td>
<td>330</td>
</tr>
<tr>
<td>3</td>
<td>293</td>
<td>243</td>
<td>257</td>
<td>259</td>
<td>338</td>
</tr>
<tr>
<td>4</td>
<td>293</td>
<td>238</td>
<td>257</td>
<td>257</td>
<td>331</td>
</tr>
<tr>
<td>5</td>
<td>292</td>
<td>234</td>
<td>249</td>
<td>247</td>
<td>341</td>
</tr>
<tr>
<td>6</td>
<td>286</td>
<td>235</td>
<td>245</td>
<td>244</td>
<td>338</td>
</tr>
<tr>
<td>7</td>
<td>289</td>
<td>242</td>
<td>252</td>
<td>256</td>
<td>332</td>
</tr>
<tr>
<td>8</td>
<td>289</td>
<td>240</td>
<td>252</td>
<td>252</td>
<td>329</td>
</tr>
<tr>
<td></td>
<td>292</td>
<td>238</td>
<td>253</td>
<td>252</td>
<td>335</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>280</td>
</tr>
</tbody>
</table>

### Table III
**Clique Partitioning Problem (CPP): Cost Functions (11 Algorithms, 8 Settings, 20 Runs)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>PTS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>26</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>24.6</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.3</td>
</tr>
</tbody>
</table>

### Table IV
**CPP with Min. Clique Size (CPP-MIN): Cost Functions x10^3 (11 Algorithms, 8 Settings, 20 Runs)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>PTS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>114</td>
<td>107</td>
<td>109</td>
<td>108</td>
<td>147</td>
</tr>
<tr>
<td>2</td>
<td>115</td>
<td>108</td>
<td>109</td>
<td>109</td>
<td>145</td>
</tr>
<tr>
<td>3</td>
<td>112</td>
<td>105</td>
<td>106</td>
<td>105</td>
<td>138</td>
</tr>
<tr>
<td>4</td>
<td>113</td>
<td>106</td>
<td>106</td>
<td>106</td>
<td>137</td>
</tr>
<tr>
<td>5</td>
<td>113</td>
<td>106</td>
<td>106</td>
<td>106</td>
<td>140</td>
</tr>
<tr>
<td>6</td>
<td>114</td>
<td>106</td>
<td>107</td>
<td>106</td>
<td>140</td>
</tr>
<tr>
<td>7</td>
<td>113</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>134</td>
</tr>
<tr>
<td>8</td>
<td>112</td>
<td>106</td>
<td>105</td>
<td>105</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>113</td>
<td>106</td>
<td>107</td>
<td>106</td>
<td>139</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>119</td>
</tr>
</tbody>
</table>

### Table V
**Graph Coloring Problem (GCP): Cost Functions (11 Algorithms, 8 Settings, 20 Runs)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>PTS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>86</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>84</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>52</td>
<td>52</td>
<td>52</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>85</td>
<td>52</td>
<td>51</td>
<td>52</td>
<td>83</td>
</tr>
<tr>
<td>4</td>
<td>86</td>
<td>51</td>
<td>52</td>
<td>51</td>
<td>78</td>
</tr>
<tr>
<td>5</td>
<td>82</td>
<td>52</td>
<td>52</td>
<td>52</td>
<td>86</td>
</tr>
<tr>
<td>6</td>
<td>87</td>
<td>52</td>
<td>52</td>
<td>52</td>
<td>86</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>83</td>
</tr>
<tr>
<td>8</td>
<td>86</td>
<td>52</td>
<td>51</td>
<td>52</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>84.5</td>
<td>51.5</td>
<td>51.6</td>
<td>52</td>
<td>83.8</td>
</tr>
</tbody>
</table>
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### TABLE VI
**RESTRICTED GCP (RGCP). COST FUNCTIONS (11 ALGORITHMS, 8 SETTINGS, 20 RUNS)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIR</td>
<td>MS</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>36</td>
<td>26</td>
<td>27</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>26</td>
<td>26</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>26</td>
<td>27</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>27</td>
<td>27</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>26</td>
<td>26</td>
<td>38</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>26</td>
<td>27</td>
<td>37</td>
</tr>
<tr>
<td>7</td>
<td>36</td>
<td>26</td>
<td>27</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>36</td>
<td>26</td>
<td>27</td>
<td>36</td>
</tr>
<tr>
<td>Avg.</td>
<td>36.3</td>
<td>26.1</td>
<td>26.6</td>
<td>37.5</td>
</tr>
</tbody>
</table>

### TABLE VII
**GRAPH PARTITIONING PROBLEM (GPP). COMPUTATION TIMES (11 ALGORITHMS, 8 SETTINGS, 20 RUNS)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIR</td>
<td>MS</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.70</td>
<td>19.4</td>
<td>14.6</td>
<td>15.3</td>
</tr>
<tr>
<td>2</td>
<td>1.76</td>
<td>18.3</td>
<td>13.4</td>
<td>14.2</td>
</tr>
<tr>
<td>3</td>
<td>6.28</td>
<td>64.2</td>
<td>48.4</td>
<td>49.8</td>
</tr>
<tr>
<td>4</td>
<td>5.71</td>
<td>58.3</td>
<td>42.8</td>
<td>41.5</td>
</tr>
<tr>
<td>5</td>
<td>3.77</td>
<td>35.0</td>
<td>32.2</td>
<td>30.4</td>
</tr>
<tr>
<td>6</td>
<td>3.33</td>
<td>34.4</td>
<td>31.3</td>
<td>32.4</td>
</tr>
<tr>
<td>7</td>
<td>10.7</td>
<td>106.0</td>
<td>97.7</td>
<td>98.1</td>
</tr>
<tr>
<td>8</td>
<td>10.2</td>
<td>101.0</td>
<td>91.7</td>
<td>92.5</td>
</tr>
<tr>
<td>Avg.</td>
<td>5.44</td>
<td>54.8</td>
<td>46.5</td>
<td>46.8</td>
</tr>
</tbody>
</table>

### TABLE VIII
**CLIQUE PARTITIONING PROBLEM (CPP). COMPUTATION TIMES (11 ALGORITHMS, 8 SETTINGS, 20 RUNS)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIR</td>
<td>MS</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.03</td>
<td>9.86</td>
<td>10.0</td>
<td>9.82</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>9.46</td>
<td>9.59</td>
<td>9.40</td>
</tr>
<tr>
<td>3</td>
<td>3.45</td>
<td>33.9</td>
<td>33.3</td>
<td>32.7</td>
</tr>
<tr>
<td>4</td>
<td>3.09</td>
<td>30.9</td>
<td>30.5</td>
<td>30.8</td>
</tr>
<tr>
<td>5</td>
<td>1.89</td>
<td>18.2</td>
<td>18.3</td>
<td>18.4</td>
</tr>
<tr>
<td>6</td>
<td>1.78</td>
<td>17.6</td>
<td>17.9</td>
<td>17.9</td>
</tr>
<tr>
<td>7</td>
<td>6.50</td>
<td>63.8</td>
<td>63.8</td>
<td>63.5</td>
</tr>
<tr>
<td>8</td>
<td>6.10</td>
<td>61.8</td>
<td>60.9</td>
<td>60.9</td>
</tr>
<tr>
<td>Avg.</td>
<td>3.10</td>
<td>30.7</td>
<td>30.5</td>
<td>30.4</td>
</tr>
</tbody>
</table>

### TABLE IX
**CPP WITH MIN. CLIQUE SIZE (CPP-MIN). COMPUTATION TIMES (11 ALGORITHMS, 8 SETTINGS, 20 RUNS)**

<table>
<thead>
<tr>
<th>SA</th>
<th>PSA</th>
<th>TS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIR</td>
<td>MS</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.74</td>
<td>17.6</td>
<td>16.3</td>
<td>17.2</td>
</tr>
<tr>
<td>2</td>
<td>1.76</td>
<td>17.0</td>
<td>16.7</td>
<td>17.3</td>
</tr>
<tr>
<td>3</td>
<td>3.89</td>
<td>39.9</td>
<td>39.6</td>
<td>39.4</td>
</tr>
<tr>
<td>4</td>
<td>3.90</td>
<td>38.4</td>
<td>38.2</td>
<td>39.2</td>
</tr>
<tr>
<td>5</td>
<td>2.93</td>
<td>27.6</td>
<td>29.6</td>
<td>29.3</td>
</tr>
<tr>
<td>6</td>
<td>2.85</td>
<td>27.4</td>
<td>29.9</td>
<td>29.3</td>
</tr>
<tr>
<td>7</td>
<td>7.24</td>
<td>72.3</td>
<td>72.1</td>
<td>73.4</td>
</tr>
<tr>
<td>8</td>
<td>7.33</td>
<td>71.9</td>
<td>73.1</td>
<td>71.8</td>
</tr>
<tr>
<td>Avg.</td>
<td>3.96</td>
<td>39.0</td>
<td>39.4</td>
<td>39.6</td>
</tr>
<tr>
<td>SA</td>
<td>MIR</td>
<td>MS</td>
<td>A</td>
<td>PSA</td>
</tr>
<tr>
<td>----</td>
<td>-----</td>
<td>----</td>
<td>----</td>
<td>-----</td>
</tr>
<tr>
<td>1</td>
<td>0.62</td>
<td>7.09</td>
<td>7.14</td>
<td>6.97</td>
</tr>
<tr>
<td>2</td>
<td>0.60</td>
<td>6.56</td>
<td>6.57</td>
<td>6.63</td>
</tr>
<tr>
<td>3</td>
<td>2.36</td>
<td>26.9</td>
<td>26.2</td>
<td>26.2</td>
</tr>
<tr>
<td>4</td>
<td>2.24</td>
<td>25.1</td>
<td>24.6</td>
<td>24.9</td>
</tr>
<tr>
<td>5</td>
<td>1.37</td>
<td>14.4</td>
<td>14.4</td>
<td>14.3</td>
</tr>
<tr>
<td>6</td>
<td>1.31</td>
<td>13.9</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>7</td>
<td>5.35</td>
<td>56.9</td>
<td>56.4</td>
<td>56.1</td>
</tr>
<tr>
<td>8</td>
<td>5.24</td>
<td>54.5</td>
<td>55.3</td>
<td>54.7</td>
</tr>
<tr>
<td>Avg.</td>
<td>2.39</td>
<td>25.7</td>
<td>25.6</td>
<td>25.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SA</th>
<th>MIR</th>
<th>MS</th>
<th>A</th>
<th>PSA</th>
<th>MIR</th>
<th>MS</th>
<th>A</th>
<th>TS</th>
<th>MIR</th>
<th>MS</th>
<th>A</th>
<th>PTS</th>
<th>Hybrid</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>7.73</td>
<td>7.38</td>
<td>7.92</td>
<td>0.66</td>
<td>7.38</td>
<td>6.56</td>
<td>6.61</td>
<td>6.59</td>
<td>49.0</td>
<td>7.35</td>
<td>11.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.72</td>
<td>7.15</td>
<td>7.25</td>
<td>7.07</td>
<td>0.71</td>
<td>7.80</td>
<td>7.35</td>
<td>7.24</td>
<td>6.20</td>
<td>49.1</td>
<td>8.01</td>
<td>11.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.78</td>
<td>28.7</td>
<td>28.9</td>
<td>29.4</td>
<td>2.51</td>
<td>27.1</td>
<td>25.7</td>
<td>25.2</td>
<td>23.1</td>
<td>199</td>
<td>37.8</td>
<td>46.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.64</td>
<td>26.9</td>
<td>26.7</td>
<td>26.7</td>
<td>2.57</td>
<td>28.7</td>
<td>26.9</td>
<td>26.2</td>
<td>22.9</td>
<td>199</td>
<td>37.8</td>
<td>46.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.51</td>
<td>14.9</td>
<td>15.2</td>
<td>15.3</td>
<td>1.58</td>
<td>18.3</td>
<td>15.6</td>
<td>16.1</td>
<td>14.1</td>
<td>121</td>
<td>37.8</td>
<td>27.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.45</td>
<td>14.3</td>
<td>14.5</td>
<td>14.6</td>
<td>1.68</td>
<td>19.2</td>
<td>17.5</td>
<td>16.5</td>
<td>14.6</td>
<td>121</td>
<td>37.8</td>
<td>27.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5.84</td>
<td>57.9</td>
<td>58.6</td>
<td>58.7</td>
<td>6.26</td>
<td>72.3</td>
<td>63.6</td>
<td>62.7</td>
<td>55.0</td>
<td>497</td>
<td>72.4</td>
<td>111</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5.61</td>
<td>56.4</td>
<td>56.1</td>
<td>56.7</td>
<td>5.79</td>
<td>66.0</td>
<td>63.6</td>
<td>61.9</td>
<td>55.3</td>
<td>496</td>
<td>66.6</td>
<td>109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>2.66</td>
<td>26.8</td>
<td>26.9</td>
<td>27.1</td>
<td>2.72</td>
<td>30.9</td>
<td>28.3</td>
<td>27.8</td>
<td>24.7</td>
<td>217</td>
<td>31.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table X**

Graph coloring problem (GCP). Computation times (11 algorithms, 8 settings, 20 runs)

**Table XI**

Restricted GCP (RGCP). Computation times (11 algorithms, 8 settings, 20 runs)
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Abstract—Verifying the correctness of parallel algorithms is not trivial, and it is usually omitted in the works from the parallel computation field. In this paper, we discuss in detail how to show that a certain parallel algorithm is correct. This process involves proving its safety and liveness. We perform the in-depth analysis of our parallel guided ejection search (P–GES) for the pickup and delivery problem with time windows, which serves as an excellent case study. P–GES was implemented as a distributed algorithm using the Message Passing Interface library with asynchronous communications, and was validated using the well-known Li and Lim’s benchmark containing demanding test instances. We already proved the efficacy of this algorithm and showed that it can retrieve very high-quality (quite often better than the world’s best at that time) routing schedules.

I. INTRODUCTION

Designing and implementing parallel algorithms attracted attention of researchers from various fields, including the computational biology, genomics, text processing, pattern recognition, machine learning, optimization, and many others, due to the availability of various parallel architectures. Such approaches allow for solving extremely complex tasks in short time, assuming that: the parallel algorithms are correct and scalable. Proving the correctness of parallel techniques is not trivial (it is much more difficult compared with serial algorithms), and it is omitted in a majority of works belonging to the parallel computation field.

In this paper, we show how to investigate the correctness of a given parallel algorithm. Our parallel guided ejection search technique (P–GES) for minimizing the number of trucks in the NP-hard pickup and delivery problem with time windows, serves as the case study—we analyze its correctness, and show how to accomplish that in a step-by-step manner. In our previous works [1], [2], we experimentally evaluated the Message Passing Interface implementation of P–GES. The extensive experimental study revealed that this algorithm is quite efficient, and it is able to extract very high-quality feasible schedules (often better than the world’s best known solutions at that time). The analysis of its correctness presented in this paper therefore complements our previous efforts and theoretically proves that P–GES is correct indeed.

This paper is structured as follows. Section II gives the formulation of the pickup and delivery problem with time windows (PDPTW). Section III reviews the state of the art on solving the PDPTW, and on parallel heuristic algorithms, in order to better contextualize our parallel guided ejection search within the literature. In Section IV, we present the background on verifying the correctness of parallel algorithms, and the correctness of our parallel guided search is proven in Section V. The paper is concluded in Section VI, which also serves as the outlook to our future work.

II. PICKUP AND DELIVERY WITH TIME WINDOWS

The PDPTW is a problem of serving a number of transportation requests, each being a pair of the pickup and delivery requests. The PDPTW is therefore defined on a directed graph \( G = (V, E) \), with a set \( V \) of \( C + 1 \) vertices. The vertices \( v_i, i \in \{1, ..., C\} \), represent the travel points, whereas \( v_0 \) denotes the depot (the start and the finish point of each route). A set of edges \( E = \{(v_i, v_{i+1}) | v_i, v_{i+1} \in V, v_i \neq v_{i+1}\} \) are the travel connections between each pair of travel points. The travel costs \( c_{ij}, i, j \in \{0, 1, ..., C\}, i \neq j \), are equal to the distances (in the Euclidean metric) between the travel points. Each request \( h_i, i \in \{0, 1, ..., N\} \), where \( N = C/2 \), is a coupled pair of pickup (\( P \)) and delivery (\( D \)) customers—these customers are given as \( p_{hi} \) and \( d_{hi} \), respectively, where \( P \cap D = \emptyset \), and \( P \cup D = V \setminus \{v_0\} \) (a customer cannot request both delivery and pickup operations). For each request \( h_i \), the amount of delivered (\( q^d(h_i) \)) and picked up (\( q^p(h_i) \)) goods is defined, where \( q^d(h_i) = -q^p(h_i) \). Hence, each customer \( v_i \) defines its own demand (this is either the delivery or the pickup demand), service time \( s_i \) (note that “serving” the depot does not take time, and \( s_0 = 0 \)), and time window \( [t_i, t_i] \) within which the service of this customer should be started (however, it can be finished after closing this time slot). Since the fleet is homogenous (let \( K \) denote its size), the capacity of each truck is equal (it is given as \( Q \)). Each route \( r \), given as \( r = (v_0, v_1, ..., v_{n+1}) \) in the solution \( \sigma \) (being a set of routes), starts and finishes at the depot, thus \( v_0 = v_{n+1} \), and it is an ordered list of visited travel points.

An exemplary PDPTW solution (\( \sigma \)) is rendered in Fig. 1—22 customers (they are divided into the pickup and delivery ones, hence there are 11 pickup-delivery requests) are served in the following three routes: \( r_1 = (v_0, v_6, v_2, v_1, v_3, v_5, v_4, v_0) \) (3 requests are handled), \( r_2 = (v_0, v_8, v_{10}, v_{13}, v_{11}, v_{12}, v_{17}, v_0) \) (3 requests), \( r_3 = (v_0, v_{14}, v_{15}, v_{19}, v_{22}, v_{21}, v_{20}, v_{18}, v_{16}, v_9, v_7, v_0) \) (5 requests). Assuming that (i) the vehicle capacity \( Q \) is not
exceeded for any vehicle (capacity constraint is satisfied),
(ii) the service of every customer starts within its time window
(time window constraint), (iii) every customer is served in
exactly one route, (iv) every vehicle starts at and returns
to the depot within the time window of the depot ([e0, l0]),
and (v) each pickup is performed before the corresponding
delivery for each request (precedence constraint), then this
solution is feasible.

\[ A = \{p\} \cup \{q\}, \]

where \( A \) denotes the algorithm (a set of statements), \( p \)
is the pre-condition, and \( q \) represents the post-condition. Here,
the pre-condition specifies which conditions must hold for
the input data, and the post-condition reflects what should be

The PDPTW is a two-objective NP-hard discrete optimization
problem. Its primary objective is to minimize the fleet size
\( K \), whereas the second objective is to minimize the distance
\( T = \sum_{i=1}^{K} T_i \), where \( T_i \) is the distance traveled in the \( i \)-th
route. Let \( \sigma_A \) and \( \sigma_B \) denote two feasible PDPTW solutions.
\( \sigma_A \) is then of a higher quality compared with \( \sigma_B \), if \( K(\sigma_A) < K(\sigma_B) \) or \( K(\sigma_A) = K(\sigma_B) \) and \( T(\sigma_A) < T(\sigma_B) \). Hence,
the solution is of a higher quality if it consists of a lower
number of routes, or—if the number of trucks is equal for
both solutions—if the total travel distance is shorter.

III. RELATED LITERATURE

A. Solving the Pickup and Delivery with Time Windows

State-of-the-art algorithms for rich routing problems en-
compass exact and approximate methods [3]. The former
algorithms deliver the exact solutions [4], [5], [6], [7], however
they are very difficult to apply in practice, because of their
unacceptably large execution times (especially in the case of
massively large, real-life problem instances). Also, handling
the dynamic changes which are very common in many circum-
stances (e.g., updating the traffic networks to avoid congestion)
are not trivial to incorporate in such algorithms [8]. The exact
techniques were discussed in several works [9], [10].

Approximation algorithms include construction and im-
provement heuristics and metaheuristics [11], [12]. The con-
struction (insertion-based) techniques create solutions from
scratch by inserting consecutive requests iteratively into the
partial solution [13], [14]. The partial solution encompasses a
subset of all transportation requests, therefore is not acceptable
and should be expanded to serve other requests (feasibly) as
well. On the other hand, improvement heuristics modify an

B. Parallel Heuristic Algorithms

Parallel heuristic algorithms have been explored for solving
a bunch of different optimization problems [24], including
various VRPs [21], [25]. Co-operative strategies in such par-
allel heuristic techniques have been discussed and classified
in several taxonomies, with the one presented by Crainic et al.
being the best established [26], which encompasses three
dimensions. The first dimension specifies if the global solving
procedure is controlled by a single process (1-control—1C)
or by a group of processes (p-control—pC). These processes
may co-operate (in co-operative algorithms) or not (if the
processing is batched). The second dimension reflects the
quantity and quality of the information exchanged between
the parallel processes, along with the additional knowledge
derived from these exchanges. The four classes are defined
for this dimension: Rigid (RS), Knowledge Synchronization
(KS), Collegial (C) and Knowledge Collegial (KC). The third
dimension concerns the diversity of the initial solutions and
search strategies: Same Initial Point / Population, Same Search
Strategy (SPSS), Same Initial Point / Population, Different
Search Strategies (SPDS), Multiple Initial Points / Populations,
Same Search Strategies (MPSS), Multiple Initial Points / Populations,
Different Search Strategies (MPDS).

The parallel algorithms were very intensively explored
for solving rich routing problems [25], [27], including the
PDPTW [1], [2]. The implementations of these algorithms
take advantage from the massively-parallel architectures (both
with the shared and distributed memory [28]) which are easily
accessible nowadays. These techniques deliver extremely high-
quality routing schedules in short time, even for enormously
large problem instances.

IV. VERIFICATION OF THE CORRECTNESS OF PARALLEL
ALGORITHMS

Verifying the correctness of a given sequential algorithm
encompasses showing that this algorithm: (i) will finish (thus,
the termination conditions will be finally met), and (ii) will
give a correct result for any correct set of input data. More
formally, the correctness may be stated as:

\[ \{p\} \cup \{q\}, \]
satisfied by the results retrieved using the algorithm A. The algorithm is **partially correct** if for any input data satisfying the pre-condition, it gives the correct output data (in accordance with the post-condition) [29] (thus, the input-output relation holds). On the other hand, the algorithm is **totally correct**, if it is partially correct, and—for any input data—it reaches the termination condition (this is not crucial in the case of the partial correctness), and returns the correct output. It is easy to note that proving the total correctness of a sequential algorithm may consist of proving its partial correctness, along with showing that every execution of this algorithm will result in meeting the stopping condition [30].

In the case of parallel algorithms, proving their correctness includes verifying their **safety** and **liveness**. The algorithm is safe, if it can never end up in a forbidden state. To prove that, we need to show that the algorithm is (i) partially correct, (ii) there are no deadlocks (i.e., the processes do not wait for the infinite amount of time for each other to continue the execution), and that (iii) only the processes can safely access the shared resource (**mutual exclusion**). The liveness property of a parallel algorithm is satisfied, if it can be proven that a certain desired condition will eventually happen during the execution of this algorithm [31], [32]. In the case of message-passing techniques—as shown in [30]—it is important to show that the messages are properly sent and received (no matter if the communication is synchronous or asynchronous).

If all of the above-mentioned properties of an analyzed parallel algorithm are proven, then this algorithm is **correct**.

V. **CORRECTNESS OF THE PARALLEL GUIDED EJECTION SEARCH FOR THE PDPTW**

The baseline (sequential) version of the GES was proposed in [23], and later enhanced and parallelized in our very recent works [1], [2], [22]. According to the taxonomy mentioned in Section III-B, P–GES is of the pC/C/MPSS type (p-Control, Collegial, Multiple Initial Points, Same Search Strategies).

### A. Algorithm Outline

In P–GES, which is an improvement parallel heuristic technique, \( p \) processes execute in parallel (Algorithm 1, line 1). The initial feasible solution \( \sigma \) contains the number of routes which is equal to the number of transportation requests, hence each request is feasibly served by a separate truck (line 3). Then, the number of serving vehicles in \( \sigma \) is consecutively decreased until the total computation time exceeds the imposed time limit \( \tau_M \) (lines 5-36), or the desired number of routes has been obtained.

A random route \( r \) is removed from \( \sigma \), and the excluded requests are put into the ejection pool (EP), which stores those transportation requests that have been removed from the schedule—this solution becomes partial (line 7). The penalty counters (indicated as \( p \)'s), which reflect the difficulty of reinserting a given request back into the partial solution, for all of the requests are reset (line 8).

If the EP contains unserved transportation requests (lines 9-32), then a single request \( h_{in} \) is popped from the EP at the time (line 10), and it is being re-inserted into the partial solution. If there exist any feasible insertion positions for this request (the set of such positions \( S^I_{fe}(h_{in}, \sigma) \) is not empty), then a random position is drawn (line 12). If it is not the case, then the request is inserted into \( \sigma \) infeasibly (so that it violates the constraints), and the feasibility of the (possibly partial) solution is being restored in the **squeezing** procedure (line 14). Here, the solution penalty is quantified using the penalty function given as:

\[
F_p(\sigma) = F_c(\sigma) + F_{tw}(\sigma),
\]

where \( F_c(\sigma) \) and \( F_{tw}(\sigma) \) are the sum of capacity exceeds in \( \sigma \), and the sum of the time windows violations, respectively.

The squeeze function (presented in Algorithm 2) aims at

---

**Algorithm 1** A parallel algorithm to minimize \( K \) (P–GES).

1. for \( P_i \) ← \( P_j \) to \( P_k \), do in parallel
2. \( \tau_{last} \leftarrow \tau_{curr} \);
3. Create an initial solution \( \sigma \);
4. finished ← false;
5. while not finished do
6. Save the current feasible solution;
7. Put requests from a random route \( r \) into EP;
8. Set penalty counters \( p[i] \leftarrow 1 \) \((i = 1, 2, \ldots, N)\);
9. while \((EP \neq \emptyset)\) and \((not\ finished)\) do
10. Select and remove request \( h_{in} \) from EP;
11. if \( S^I_{fe}(h_{in}, \sigma) \neq \emptyset \) then
12. \( \sigma \leftarrow \text{random} \ \sigma' \in S^I_{fe}(h_{in}, \sigma) \);
13. else
14. \( \sigma \leftarrow \text{Squeeze}(h_{in}, \sigma) \);
15. end if
16. if \( h_{in} \) is not inserted into \( \sigma \) then
17. \( p[h_{in}] \leftarrow p[h_{in}] + 1 \);
18. for \( k \leftarrow 1 \) to \( h_{in} \) do
19. Get \( S^I_{fe}(h_{in}, \sigma) \) with min. \( P_{sum} \);
20. if \( S^I_{fe}(h_{in}, \sigma) \neq \emptyset \) then
21. \( \sigma \leftarrow \text{random} \ \sigma' \in S^I_{fe}(h_{in}, \sigma) \);
22. Add \((h^{(1)}_{out}, h^{(2)}_{out}, \ldots, h^{(k)}_{out})\) to EP;
23. break;
24. end if
25. end for
26. end if
27. if \( \tau_{curr} \geq \tau_{last} + \tau_{coop} \) then
28. finished ← \text{Cooperate}(\sigma);
29. \( \tau_{last} \leftarrow \tau_{curr} \);
30. end if
31. while \( EP \neq \emptyset \) then
32. Backtrack to previous feasible solution;
33. end if
34. end while
35. Get the best solution \( \sigma_{best} \);
36. end for
decreasing the value of this function until it reaches zero (thus, the solution is feasible). This is a steepest-descent local search procedure, in which the set \( S^{inl}(h_{in}, r, \sigma_t) \) of infeasible solutions is created (considering the insertion of the analyzed transportation request), and the solution with the minimum value of the penalty function is picked up. This process continues until the feasibility is restored, or it is impossible to retrieve a feasible solution (in this case, the solution is backtracked to the initial state).

Algorithm 2 Squeezing an infeasible (possibly partial) solution \( \sigma \).

1: function SQUEEZE\((h_{in}, \sigma)\)
2: \( \sigma_t \leftarrow \sigma' \in S^{inl}(h_{in}, \sigma) \) such that \( F_p(\sigma') \) is minimum;
3: while \( (F_p(\sigma_t) \neq 0) \) do
4: Randomly choose an infeasible route \( r \) in \( \sigma_t \);
5: Find \( \sigma'' \in S^{inl}(h_{in}, r, \sigma_t) \) with min. \( F_p(\sigma'') \);
6: if \( F_p(\sigma'') < F_p(\sigma_t) \) then
7: \( \sigma_t \leftarrow \sigma'' \); end if
8: else
9: break;
10: end if
11: end while
12: if \( F_p(\sigma_t) = 0 \) then
13: return \( \sigma_t \); end if
14: else
15: return \( \sigma \); end if
16: end if
17: end function

Algorithm 3 Perturbing a feasible (possibly partial) solution \( \sigma \) for the search diversification.

1: function PERTURB(\( \sigma \))
2: \( \sigma_t \leftarrow \sigma \);
3: for \( i \leftarrow 1 \) do \( I \)
4: Find \( \sigma' \) through local search moves on \( \sigma_t \);
5: if \( \sigma' \) is feasible then
6: \( \sigma_t \leftarrow \sigma' \); end if
7: end if
8: end for
9: return \( \sigma_t \); end function

If the squeeze fails (thus the solution has been backtracked to the previous partial schedule), the penalty counter of the appropriate request (\( p[h_{in}] \)) is increased (Algorithm 1, line 17), and other requests are ejected from the solution (up to \( k_{\text{req}} \) requests; lines 18-25) to insert \( h_{in} \) (this request is of a ”high priority”). The set \( S^{inl}_c(h_{in}, \sigma) \) is formed, and it encompasses the solutions with various combinations of ejected requests (the \( h_{in} \) request is inserted to this solution on various positions). Finally, the solution \( \sigma' \)—with the minimum sum of the penalty counters is selected from \( S^{inl}_c(h_{in}, \sigma) \) (line 21). Clearly, the ejected requests are pushed to the EP, and should be re-inserted into \( \sigma \) later (line 22). The solution \( \sigma \) is finally perturbed by the local search procedures, in which \( I \) feasible (i.e., not violating the constraints) local moves (out-relocate and out-exchange) are executed for the search diversification (line 27). This procedure is visualized in Algorithm 3.

The parallel processes in P–GES co-operate periodically every \( \tau_{coop} \) seconds (Algorithm 1, line 29) using the asynchronous co-operation scheme. In our previous works [25], [2], we investigated a number of co-operation schemes (they define the co-operation topology, frequency, and the strategies for handling emigrants/immigrants) and showed, that a proper selection of such scheme has a tremendous impact on the algorithm capabilities and behavior.

In P–GES, it is the master process (\( P_1 \)) which controls the execution time of the algorithm—the signals from \( P_1 \) to either continue or stop the execution are transferred in each co-operation phase. Eventually, all solutions from all processes are gathered in the master, and the best solution \( \sigma_{\text{best}} \) is retrieved—this is the final solution delivered by P–GES (line 37).

More details on P–GES can be found in our previous works [1], [2]. These papers include the in-depth analysis of the Message Passing Interface implementation of this algorithm, and discuss the experimental results retrieved for very demanding Li and Lim’s benchmark sets (encompassing tests of various sizes and characteristics, e.g., positions of the travel points, and tightness of time windows).

B. Proving the Correctness of P–GES

The input data passed to P–GES include:

- \( p \) (\( p \geq 1 \))—the number of parallel processes. If \( p = 1 \), then P–GES becomes a sequential algorithm, and its certain components are disabled (e.g., the co-operation between the processes).
- \( K_d \geq 0 \)—the desired number of trucks serving the requests. If \( K_d = 0 \), then the best feasible solution found using P–GES is returned (i.e., there is no “desired” number of routes, however \( K \) should be as minimum as possible).
- \( T_{\text{MAX}} \)—the maximum execution time (in seconds) of P–GES.
- \( \tau_{coop} \)—the co-operation frequency (in seconds).
- \( k_{\text{req}} \) (\( k_{\text{req}} \geq 1 \))—the maximum number of requests that can be ejected from a (possibly partial) solution while inserting a request popped from the EP.
- \( I \) (\( I \geq 0 \))—the number of local search moves applied to perturb a solution.
- Test instance—the definition of the test instance at hand. It specifies the number of transportation requests, the positions of the travel points, their time windows, service times, and demands (either pickup or delivery), and the maximum capacity of trucks. It is worth noting that real-life problems may encompass travel points which are clustered, randomly scattered around the map, or combine both (i.e., there are some customer clusters, but lots of them are random). The problem instances belonging to the Li and Lim’s benchmark set perfectly reflect these
scenarios—the exemplary instance structures (with 100 travel points) are visualized in Table I.

The desired solution retrieved using P–GES must satisfy all the constraints discussed in Section II. Therefore, this solution must be feasible (otherwise, the routing schedule is incorrect).

As mentioned in Section V-A, P–GES starts with an initial feasible solution (therefore, the constraints are not violated), in which every transportation request is served in a separate route. Then, the attempts to reduce the fleet size are undertaken, until the execution reaches the termination condition (Algorithm 1, line 5)—one random route is analyzed at any time. The current (best) solution is saved (line 6). If removing this route fails, then the partial solution is backtracked to this state (line 34), hence the schedule remains feasible.

Once the ejected customers are pushed into the EP, the solution becomes a partial feasible schedule (no constraints are violated). Then, these transportation requests are put back into the partial solution—first, using the feasible insertion positions (if any). In this case, the feasibility is not violated, and the next request from the EP is popped for insertion. On the other hand, the infeasible solution (in which the request has been re-inserted back infeasibly) is processed with the squeeze procedure. This squeezing retrieves either the feasible solution (if it is possible to restore the correctness of \( \sigma \) using local search moves), or backtracks to the state before this squeezing has been called. In the latter case, other transportation requests are ejected to restore the feasibility of the partial solution, thus it finally becomes feasible. Perturbing a feasible (potentially partial) schedule can deteriorate its quality, however it cannot cause violating the constraints—after calling this procedure, the solution remains feasible. If the EP is empty, then the feasible solution—with the decreased fleet size—becomes the next solution, which is to be processed in the next algorithm iteration. Therefore, the PDPTW solution obtained using P–GES is eventually always feasible.

The co-operation of parallel processes cannot affect the feasibility of the solutions—depending on the co-operation scheme, the receiving process may e.g., replace its own solution with the immigrant (if the immigrant is of a higher quality). Clearly, this operation cannot affect the feasibility of the considered routing schedule. This analysis shows that P–GES is partially correct—assuming that the input data are correct, it always retrieves feasible PDPTW solutions.

P–GES may be terminated if either a solution of a desired quality (i.e., with the desired number of routes, \( K_d \)) is found, or if the maximum execution time elapsed. In the former case, this solution may be retrieved by the master process (which also controls the execution of other processes in the team, and may send the termination request); or any other process. If the master got this solution, then it sends the termination requests to others (thus, one co-operation phase is enough to stop the parallel algorithm execution). However, if another process ended up with the desired solution, then two co-operation phases would be necessary—first, it sends its best solution to the master, and then the master sends the termination request to other processes. In either case, P–GES finally reaches its stopping condition.

P–GES is a distributed algorithm (there are no shared resources). The co-operation is asynchronous (independently from the selected scheme), and the execution (i.e., optimization of the solution run by a given process) interleaves with the send/receive operations. The order of send/receive operations matter in this case, thus they are executed in an appropriate order depending on the process type (either the master on non-master). Additionally, receiving data is acknowledged by the receiving process during the co-operation (the status of this acknowledgement is periodically checked by the sending process). Since there are no deadlocks and shared resources in P–GES, its safety is proven. The same reasoning may be used to prove the liveness of the algorithm. Since only the master process can force other processes to stop, the situation in which a given process sends to or waits for a message from the process that has already been terminated is not possible. This shows the liveness property of P–GES.

The above investigation revealed that all of the conditions imposed on the parallel algorithms which ensured that the corresponding algorithm is correct are fulfilled by P–GES, for the correct input data (e.g., assuming that the test instance at hand is solvable). Therefore, P–GES is a correct parallel algorithm.

VI. Conclusions and Outlook

In this paper, we analyzed the correctness of our parallel guided ejection search algorithm for solving the PDPTW. We proved that the algorithm is correct—this involved showing its liveness and safety. This investigation served as an extensive case study for showing how to prove the correctness of parallel algorithms. This approach may be easily tailored for proving the correctness of other parallel algorithms, especially those tackling complex (however not only transportation) discrete optimization problems.

Our current research is focused on implementing a parallel memetic algorithm (a hybrid of a genetic algorithm and some local refinement procedures) for minimizing the travel distance in the PDPTW. Memetic algorithms were proven extremely efficient in solving a wide range of optimization and pattern recognition problems [33], [34], [35], [36], [37], [38]. Then, we will work on a parallel version of this algorithm (we already proved that our parallel memetic approach for the VRP with time windows is correct [30]). Combining the parallel guided ejection search discussed in this paper with the parallel memetic algorithm will enable us to create a full optimization framework for solving rich routing problems [39], especially the PDPTW.
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Abstract—Fuzzy cognitive map (FCM) is a universal tool for modeling dynamic decision support systems. It can be constructed by the experts or learned based on data. FCM models learned from data are denser than those created by experts. We developed an evolutionary learning approach for fuzzy cognitive maps based on density and system performance indicators. It allows to select only the most significant connections between concepts and receive the structure more similar to the FCMs initialized by experts. This paper is devoted to the application of the developed approach to model an economic decision support system. The learning and testing process was accomplished with the use of historical data.

I. INTRODUCTION

Fuzzy cognitive map (FCM) is a directed graph for representing causal reasoning [9]. Nodes are variable concepts important for the analyzed problem and links are causal connections. FCM can be used for modeling decision support systems [12], [25], [26], e.g. for political decision making [4], artificial emotions forecasting [20] or prediction of work of complex systems [24].

Fuzzy cognitive map can be initialized based on expert knowledge. Experts select the concepts of the map and determine the weights of the connections between them (connection matrix). The second way to build the FCM model are learning algorithms [15]. Supervised [8], [18] and evolutionary learning algorithms [1], [3], [6], [12], [16], [22], [27] allow to determine the connection matrix based on historical data.

The resulting matrices are much denser than the models created by the humans. The density of the FCMs developed by experts is usually in the range of 30%-40% [23]. They choose only the most significant connections between concepts. FCMs with the smaller density are more readable for humans. Developing the learning algorithms that allow to build models in a manner more similar to human reasoning is an important part of research related to the fuzzy cognitive maps. A sparse real-coded genetic algorithm was proposed to utilize the density of the FCM model [23]. In [17], [19], a structure optimization genetic algorithm was introduced. A multi-objective evolutionary algorithm for learning maps with varying densities was analyzed in [7].

In [11], we propose a new evolutionary learning approach for fuzzy cognitive maps learning based on density and system performance indicators (SPI) analysis. It allows to obtain some compromise between data, density and significance of the connections. System performance indicators introduced by Borisov [5] and Silov [21] allow to analyze reliability of the FCM model and determine the total (direct and indirect) influence between concepts. The evaluation of the candidate FCMs is based on data error, density and the total influence between concepts. The obtained results based on the synthetic and real-life data generated from the reference matrices provided by experts proved that the developed approach allows to receive structure of the FCM model more similar to the reference object keeping the similar level of data error.

This paper is devoted to the use of fuzzy cognitive map with the developed evolutionary algorithm based on SPI in modeling economic decision support system. The aim of the analysis is to approximate the historical data and determine the influence between harmonized indexes of consumer prices for Poland [28]. The comparison of the developed approach with the standard one based on data error and the approach based on density was done. The learning process was accomplished with the use of Elite Genetic Algorithm (EGA) and Individually Directional Evolutionary Algorithm (IDEA) [10].

Section II presents fuzzy cognitive maps. Section III describes system performance indicators. The developed evolutionary algorithm for fuzzy cognitive maps learning is described in Section IV. In Section V, the results of experiments based on historical economic data are presented. Section VI contains the conclusion of the paper.

II. FUZZY COGNITIVE MAPS

Fuzzy cognitive map is a directed graph in the form [9]:

\[< X, W >\]  \hspace{1cm} (1)

where \( X = [X_1, ..., X_n]^T \) is the set of the concepts, \( W \) is the connection matrix describing weights of the connections, \( w_{ij} \) is the weight of the direct influence between the \( j \)-th concept and the \( i \)-th concept, taking on the values from the
range \([-1, 1]\). A positive weight of the connection \(w_{j,i}\) means \(X_j\) causally increases \(X_i\). A negative weight of the connection \(w_{j,i}\) means \(X_j\) causally decreases \(X_i\).

Fuzzy cognitive map can be used for modeling behavior of dynamic systems. The state of the FCM model is determined by the values of the concepts at the \(t\)-th iteration. The simulation of the FCM behavior requires an initial state vector. Next, the values of the concepts can be calculated according to the selected dynamic model. Simulations show the effect of the changes in the states of the map and can be used in a what-if analysis [2]. In the paper a popular dynamic model was used [22]:

\[
X_i(t + 1) = F\left( \sum_{j=1, j \neq i}^{n} w_{j,i} \cdot X_j(t) \right)
\]

(2)

where \(X_i(t)\) is the value of the \(i\)-th concept at the \(t\)-th iteration, \(i = 1, 2, \ldots, n\), \(n\) is the number of concepts, \(t\) is discreet time, \(t = 0, 1, 2, \ldots, T\). Transformation function \(F(x)\) normalizes values of the concepts to a proper range. A logistic function is most often used [3], [22], [23]:

\[
F(x) = \frac{1}{1 + e^{-cx}}
\]

(3)

where \(c\) is a parameter, \(c > 0\).

III. SYSTEM PERFORMANCE INDICATORS

System performance indicators allow to evaluate the structure of the FCM model e.g. by analysis the influence between concepts. Connection matrix \(W\) describes direct influence between concepts. The total influence \(p_{j,i}\) between concepts means the maximum direct or indirect influence between concepts. To determine this system performance indicator the total causal effect path between concepts can be calculated [5], [21].

Algorithm for determining SPI contains the following steps [5], [21]:

1) First, connection matrix \(W\) with positive and negative direct relationships between concepts passes to matrix \(R\) size \(2n \times 2n\) with positive relationships as follows:

\[
\begin{align*}
\text{if } w_{j,i} > 0 & \quad \text{then } r_{2j-1,2i-1} = w_{j,i}, \quad r_{2j,2i} = w_{j,i} \\
\text{if } w_{j,i} < 0 & \quad \text{then } r_{2j-1,2i} = -w_{j,i}, \quad r_{2j,2i-1} = -w_{j,i}
\end{align*}
\]

(4)

2) Next, operation of transitive closure of the matrix \(R\) is used:

\[
R^* = R \lor R^2 \lor R^3 \lor \ldots
\]

(5)

where \(\lor\) means maximum operation, \(R^k\) is calculated in accordance with the max-product composition:

\[
R^k = R^{k-1} \circ R
\]

(6)

3) Elements of the matrix \(R^*\) are transformed into matrix \(V\) as follows:

\[
\begin{align*}
v_{j,i} & = \max(r_{2j-1,2i-1}, r_{2j,2i}) \\
v'_{j,i} & = \max(r_{2j-1,2i}, r_{2j,2i-1})
\end{align*}
\]

(7)

4) On the basis of the matrix \(V\) the total (direct and indirect) influence between the \(j\)-th concept and the \(i\)-th concept is calculated:

\[
p_{j,i} = \text{sign}(v_{j,i} + v'_{j,i}) \max(|v_{j,i}|, |v'_{j,i}|)
\]

(8)

where \(p_{j,i}\) takes value in the range of \([-1, 1]\).

5) The total influence between concepts can be used to determine other system performance indicators, for example the impact of the \(j\)-th concept on the system (9) and the impact of the system on the \(i\)-th concept (10):

\[
\overline{p}_{j,i} = \frac{1}{n} \sum_{i=1}^{n} p_{j,i}
\]

(9)

\[
\overline{p}_{i} = \frac{1}{n} \sum_{j=1}^{n} p_{j,i}
\]

(10)

IV. EVOLUTIONARY LEARNING ALGORITHM BASED ON SPI

Evolutionary algorithms (like RCGA or EGA) can be applied to learn the FCM model (determine the weights of the connections between concepts) based on the available historical data. Each individual in the population is represented by a floating-point vector [22]:

\[
W^p = [w_{1,2}, \ldots, w_{1,n}, w_{2,1}, w_{2,3}, \ldots, w_{2,n}, \ldots, w_{n,n-1}]^T
\]

(11)

where \(w_{j,i}\) is the weight of the connection between the \(j\)-th and the \(i\)-th concept.

The individuals are decoded into the candidate FCMS and the response of every model are calculated based on the learning initial state vectors. The aim of the standard evolutionary algorithms for fuzzy cognitive maps learning is to minimize a total difference between the normalized historical data and the model response (data error), described as follows [3], [22]:

\[
TE = \sum_{p=1}^{P} \sum_{t=1}^{T} \sum_{i=1}^{n} |Z^p_i(t) - X^p_i(t)|
\]

(12)

where \(t = 0, 1, 2, \ldots, T\), \(T\) is the learning record length, \(Z^p_i(t)\) is the reference value of the \(i\)-th concept at iteration \(t\) for the \(p\)-th learning record, \(X^p_i(t)\) is the value of the \(i\)-th concept at iteration \(t\) of the candidate FCM started from the \(p\)-th initial state vector, \(p = 1, 2, \ldots, P\), \(P\) is the number of the learning records.

Fuzzy cognitive maps learned with the use of methods based on data error properly perform the task of the input data approximation. However, the resulting connection matrices are denser than those initialized by experts [23]. Density of the FCM model can be expressed as a ratio of the number of non-zero weights and number of all possible non-zero weights according to the formula:

\[
density = \frac{w_{\text{non-zero}}}{n^2 - n}
\]

(13)

where \(w_{\text{non-zero}}\) is the number of non-zero weights \(w_{j,i}\), \(n\) is the number of the concepts.
To solve the problem of density the extensions of the standard evolutionary algorithms based on density analysis were proposed:

- sparse real-coded genetic algorithm [23],
- structure optimization genetic algorithm [17], [19],
- multi-objective evolutionary algorithm for learning FCM models with varying densities [7].

In [11], we introduced a new evolutionary approach for fuzzy cognitive maps learning that allow to determine the weights of the connections in the way similar to human reasoning. It is based on the analysis of data error, density and total influence between concepts in order to select only the most significant connections. Experiments performed with the use of synthetic and real-life data (generated from the reference FCMs) confirm that the resulting models are more similar to the reference systems.

The developed algorithm has the following objectives [11]:

1. to minimize the data error (12),
2. to minimize the FCM model density (13),
3. to maximize the ratio of the number of total significant influences between concepts to the number of all possible influences described as follows:

   \[ PChRR = \frac{P_{\text{relevant}}}{n^2} \]  

   where \( P_{\text{relevant}} \) is the number of total influences with the absolute value greater than 0.5 (\(|p_{j,i}| > 0.5\)).

To obtain some compromise between data error, density and significance of the influences between concepts, weighting method for determine the objective function was used [14]:

\[ Error = a_1 \cdot TE + a_2 \cdot \text{density} \cdot TE + a_3 \cdot (1 - PChRR) \cdot TE \]  

where \( a_1, a_2, a_3 \) are parameters that meet the following condition:

\[ \sum_{i=1}^{3} a_i = 1 \]  

Density and total influence objectives are multiplied by the total error in order to lie in the same range.

Each candidate FCM is evaluated with the use of the following fitness function:

\[ \text{fitness}(Error) = -Error \]  

The developed approach consists of the following steps [11]:

**STEP 1.** Initialize random population.

Random initial population is generated and evaluated with the use of the fitness function. Each generated individual has density greater or equal to 20% and lower or equal to 50%.

**STEP 2.** Check stop condition.

If the number of iterations is greater than \( \text{iteration}_{\text{max}} \) then stop the learning process.

**STEP 3.** Use evolutionary algorithm to generate new population.

In the simulation analysis of the proposed approach Elite Genetic Algorithm and Individually Directed Evolutionary Algorithm were used [10].

**STEP 4.** Analyze population.

The values from \([-0.05, 0.05]\) are rounded down to 0 as suggested in [22]. The total influence between concepts \( p_{j,i} \) is calculated. The weight value \( w_{j,i} \) is rounded down to 0 if the value of \( p_{j,i} \) is in the interval \([-0.2, 0.2]\). Additionally, density is checked. Go to **STEP 2**.

**STEP 5.** Choose the best individual and test it.

### A. Elite Genetic Algorithm

Elite Genetic Algorithm (EGA) [13] uses floating-point encoding as Real-Coded Genetic Algorithm (RCGA) and elite strategy. In the first step, random initial population is generated and evaluated. Next, temporary population \( T^t \) is created from current base population \( P^t \) by proportionate selection (roulette-wheel selection) with dynamic linear scaling of fitness function. Individuals of temporary population \( T^t \) are modified by Uniform Crossover operator and Non-Uniform Mutation operator [13]. The Uniform Crossover uses a fixed mixing ratio between two parents called exchange probability and usually it is equal to 0.5. Non-Uniform Mutation (NUM) operator keeps the population from stagnating in the early stages and decreases the range of mutation in later stages of evolution. In the last step, the temporary population \( T^t \) becomes new base population \( P^{t+1} \) after evaluation of the temporary population individuals.

### B. Individually Directed Evolutionary Algorithm

Individually Directional Evolutionary Algorithm (IDEA) [10] uses floating-point encoding as EGA expanded by the additional mutation direction vector (DV). The DV is used by the mutation operation and correction of mutation direction process in post-selection stage. Random initial population is generated and evaluated as for EGA. Next, the roulette-wheel selection with dynamic linear scaling of fitness function is used to create temporary population \( T^t \). Next, Directional Non-Uniform Mutation operator (DNUM) is used to create the second population \( T^{t+1} \) based on the temporary population \( T^t \) [10]. Individuals of temporary population \( T^{t+1} \) are evaluated and the next base population is created with the use of post-selection. The individual of temporary population \( T^{t+1} \) is compared to the corresponding individual from temporary population \( T^t \). Better individual is selected for the next base population. If the mutated individual is worse than the corresponding individual, the corresponding element of directional vector of the primary individual is corrected (correction of mutation direction).

### V. Experiments

To analyze the performance of the developed evolutionary algorithm for fuzzy cognitive maps learning historical data were used [28]. The aim of the experiments is to build the economic decision support systems that allows to approximate the input data and analyze the influence between harmonized indexes of consumer prices for Poland. The comparative analysis of the developed approach with the standard one based on data error and the approach based on density was done.
A. Evaluation criteria

To evaluate the resulting FCM models, two criteria were calculated:

1) similarity between the input learning data and the data generated by the FCM candidate [22]:

\[
initial_{\text{error}} = \frac{1}{P \cdot T \cdot n} \sum_{t=1}^{T} \sum_{p=1}^{P} \sum_{i=1}^{n} |Z_i^p(t) - X_i^p(t)|
\]

(18)

where \( t = 0, 1, 2, ..., T, T \) is the learning record length, \( Z_i^p(t) \) is the reference value of the \( i \)-th concept at iteration \( t \) for the \( p \)-th learning record, \( X_i^p(t) \) is the value of the \( i \)-th concept at iteration \( t \) of the candidate FCM started from the \( p \)-th initial state vector, \( p = 1, 2, ..., P, P \) is the number of the learning records.

2) generalization capabilities of the candidate FCM (similarity between the input testing data and the data generated by the FCM candidate) [22]:

\[
behavior_{\text{error}} = \frac{1}{P \cdot T \cdot n} \sum_{t=1}^{T} \sum_{p=1}^{P} \sum_{i=1}^{n} |Z_i^p(t) - X_i^p(t)|
\]

(19)

where \( t = 0, 1, 2, ..., T, T \) is the testing record length, \( Z_i^p(t) \) is the reference value of the \( i \)-th concept at iteration \( t \) for the \( p \)-th testing record, \( X_i^p(t) \) is the value of the \( i \)-th concept at iteration \( t \) of the candidate FCM started from the \( p \)-th initial state vector, \( p = 1, 2, ..., P, P \) is the number of the testing records.

B. Dataset

The analyzed dataset contains monthly harmonized indexes of consumer prices for Poland collected in the period from January, 2011 to December, 2015 [28]:

- \( X_1 \) – date,
- \( X_2 \) – overall Index Excluding Alcohol and Tobacco for Poland,
- \( X_3 \) – all Items Excluding Administered Prices for Poland,
- \( X_4 \) – all Items Excluding Fully Administered Prices for Poland,
- \( X_5 \) – all Items Excluding Mainly Administered Prices for Poland,
- \( X_6 \) – overall Index Excluding Energy for Poland,
- \( X_7 \) – overall Index Excluding Education, Health, and Social Protection for Poland,
- \( X_8 \) – overall Index Excluding Energy, Food, Alcohol, and Tobacco for Poland,
- \( X_9 \) – overall Index Excluding Energy and Seasonal Food for Poland,
- \( X_{10} \) – overall Index Excluding Liquid Fuels and Lubricants for Personal Transport Equipment for Poland
- \( X_{11} \) – overall Index Excluding Energy and Unprocessed Food for Poland,
- \( X_{12} \) – overall Index Excluding Housing, Water, Electricity, Gas, and Other Fuels for Poland,
- \( X_{13} \) – overall Index Excluding Seasonal Food for Poland,
- \( X_{14} \) – overall Index Excluding Tobacco for Poland.

Historical data were normalized according to the following equation:

\[
f(x) = \frac{x - \min}{\max - \min}.
\]

(20)

where \( x \) is an input numeric value, \( \min \) is the minimum of the dataset, \( \max \) is the maximum of the dataset.

Data were divided into sequences of 10 consecutive records. 3 sequences were used as the learning records, and 3 sequences were used as the testing records.

C. Learning parameters

The following parameters were used for the EGA algorithm:

- selection method: roulette wheel selection with linear scaling
- recombination method: uniform crossover,
- crossover probability: 0.75,
- mutation method: non-uniform mutation,
- mutation probability: 0.02,
- population size: 10,
- number of elite individuals: 2,
- maximum number of iterations: 500,

The following parameters were used for the IDEA algorithm:

- selection method: roulette wheel selection with linear scaling
- mutation method: directed non-uniform mutation,
- mutation probability: \( \frac{1}{n^2-n} \)
- population size: 10,
- maximum number of iterations: 500.

The standard approach based on data error was realized for the objective function described by the equation (12). Table I shows the parameters of the objective function (15) for the approach based on density. Table II shows the parameters of the objective function (15) for the approach based on density and SPI. 10 experiments were performed for every set of the learning parameters and the average values (Avg) and standard deviations (Std) were calculated.

D. Results

Figure 1 shows an exemplary economic decision support system based on fuzzy cognitive map with the developed evolutionary algorithm. Table III summarizes the results of the experiments with historical data obtained for the standard approach (STD), the approach based on density (DEN) and the
TABLE II
PARAMETERS OF THE OBJECTIVE FUNCTION FOR THE PROPOSED APPROACH

<table>
<thead>
<tr>
<th>L.p.</th>
<th>a_1</th>
<th>a_2</th>
<th>a_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>8</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>

The parameters of the objective function for the proposed approach (SPI). The obtained results show that the developed approach allows to approximate the economic data with satisfactory accuracy similar to the standard approach and the approach based on density. Figure 2 shows the sample results of testing of the resulting economic decision support systems.

The best solutions for the analyzed approaches are presented below. Table IV presents the resulting connection matrix obtained for the standard approach. Connection matrix for the approach based on density is shown in Table V. Table VI presents the connection matrix obtained for the proposed approach. The connection matrix for the standard approach has density 99%. The density for the second connection matrix (Table V) is equal 42%. The connection matrix for the evolutionary algorithm based on SPI has the lower density 40%. The FCM models obtained for the developed approach and method based on density are more readable and easier to interpret than the map obtained with the standard learning algorithm based only on data error.

For further analysis, impact of the j-th concept on the system (9) and impact of the system on the i-th concept (10) were calculated and presented in Table VII. The indicators obtained for the algorithm based on SPI have the highest absolute values. The developed approach allows to keep only the most significant connections between concepts and receive the structure for which all the concepts have a major impact.
TABLE IV

<table>
<thead>
<tr>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
<th>X9</th>
<th>X10</th>
<th>X11</th>
<th>X12</th>
<th>X13</th>
<th>X14</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.97</td>
<td>0</td>
<td>0.34</td>
<td>0.18</td>
<td>0.19</td>
<td>0.28</td>
<td>0.43</td>
<td>0.14</td>
<td>0.11</td>
<td>0.14</td>
<td>0.09</td>
<td>0.10</td>
<td>0.35</td>
<td>0.38</td>
</tr>
<tr>
<td>0.64</td>
<td>0.88</td>
<td>0.41</td>
<td>0.33</td>
<td>0.40</td>
<td>0.34</td>
<td>0.22</td>
<td>0.57</td>
<td>0.62</td>
<td>0.68</td>
<td>0.70</td>
<td>0.74</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>0.57</td>
<td>0.53</td>
<td>0.50</td>
<td>0.53</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>0.71</td>
<td>0.78</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>0.33</td>
<td>0.99</td>
<td>0.14</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>0.07</td>
<td>0.39</td>
<td>0.08</td>
<td>0.76</td>
<td>0.32</td>
<td>0.1</td>
<td>0.51</td>
<td>0.61</td>
<td>0.54</td>
<td>0.64</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>0.04</td>
<td>0.94</td>
<td>0.09</td>
<td>0.08</td>
<td>0.46</td>
<td>0.66</td>
<td>0.72</td>
<td>0.51</td>
<td>0.31</td>
<td>0.61</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>0.54</td>
<td>-0.05</td>
<td>0.01</td>
<td>0.52</td>
<td>-0.36</td>
<td>-0.61</td>
<td>0.36</td>
<td>-0.67</td>
<td>0.44</td>
<td>-0.09</td>
<td>0.47</td>
<td>0.07</td>
<td>-0.17</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

on the entire system and system has the significant impact on the concepts.

VI. Conclusion

The paper presents the application of fuzzy cognitive maps with the developed evolutionary algorithm for fuzzy cognitive maps learning to model economic decision support system. The presented approach is based on statistical analysis and fuzzy system performance indicators analysis. The resulting FCM models are readable and easier to interpret. The proposed approach allows to keep only the most significant connections between concepts and receive fuzzy cognitive map for which all the harmonized indexes of consumer prices have a significant impact on the entire system and system has the significant impact on the indexes, keeping satisfactory accuracy of modeling of economic data.
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### TABLE V
Connection matrix for the FCM learned with the use of the approach based on density

<table>
<thead>
<tr>
<th>wij</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
<th>X9</th>
<th>X10</th>
<th>X11</th>
<th>X12</th>
<th>X13</th>
<th>X14</th>
</tr>
</thead>
<tbody>
<tr>
<td>w1</td>
<td>0.78</td>
<td>0.59</td>
<td>0.53</td>
<td>0.52</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>w2</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>w3</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>w4</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
</tbody>
</table>

### TABLE VI
Connection matrix for the FCM learned with the use of the proposed approach

<table>
<thead>
<tr>
<th>wij</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
<th>X9</th>
<th>X10</th>
<th>X11</th>
<th>X12</th>
<th>X13</th>
<th>X14</th>
</tr>
</thead>
<tbody>
<tr>
<td>w1</td>
<td>0.8</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>w2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w3</td>
<td>0.0</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>w4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### TABLE VII
Experimental results with historical data

<table>
<thead>
<tr>
<th>Concept</th>
<th>STD_P1</th>
<th>STD_P2</th>
<th>DEN_P1</th>
<th>DEN_P2</th>
<th>SPI_P1</th>
<th>SPI_P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>0.28</td>
<td>0.22</td>
<td>0.62</td>
<td>0.62</td>
<td>-0.32</td>
<td>-0.44</td>
</tr>
<tr>
<td>X2</td>
<td>0.50</td>
<td>0.36</td>
<td>0.30</td>
<td>0.47</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>X3</td>
<td>0.37</td>
<td>0.34</td>
<td>0.56</td>
<td>0.67</td>
<td>0.84</td>
<td>0.73</td>
</tr>
<tr>
<td>X4</td>
<td>0.14</td>
<td>0.36</td>
<td>0.73</td>
<td>0.22</td>
<td>0.70</td>
<td>0.72</td>
</tr>
<tr>
<td>X5</td>
<td>0.36</td>
<td>0.37</td>
<td>0.26</td>
<td>0.68</td>
<td>0.90</td>
<td>0.71</td>
</tr>
<tr>
<td>X6</td>
<td>0.36</td>
<td>0.12</td>
<td>0.58</td>
<td>0.59</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td>X7</td>
<td>0.00</td>
<td>0.26</td>
<td>0.45</td>
<td>0.58</td>
<td>0.58</td>
<td>0.65</td>
</tr>
<tr>
<td>X8</td>
<td>0.43</td>
<td>0.35</td>
<td>0.59</td>
<td>0.71</td>
<td>0.79</td>
<td>0.78</td>
</tr>
<tr>
<td>X9</td>
<td>0.22</td>
<td>0.26</td>
<td>0.82</td>
<td>0.58</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>X10</td>
<td>0.13</td>
<td>0.38</td>
<td>0.49</td>
<td>0.56</td>
<td>0.85</td>
<td>0.67</td>
</tr>
<tr>
<td>X11</td>
<td>0.13</td>
<td>0.45</td>
<td>0.37</td>
<td>0.11</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>X12</td>
<td>0.49</td>
<td>0.33</td>
<td>0.83</td>
<td>0.57</td>
<td>0.88</td>
<td>0.72</td>
</tr>
<tr>
<td>X13</td>
<td>0.52</td>
<td>0.34</td>
<td>0.29</td>
<td>0.13</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>X14</td>
<td>-0.21</td>
<td>-0.36</td>
<td>0.74</td>
<td>0.49</td>
<td>0.97</td>
<td>0.79</td>
</tr>
</tbody>
</table>
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Abstract—The problem of production flow in the manufacturing line is analyzed. The machines can be operated by workers or by robots. Since breakdowns and human factors affect the destabilization of the production processes, robots are preferred to apply. The problem is how to determine the real difference in work efficiency between human and robot. Analysis of the production efficiency and reliability of the press shop lines operated by human operators or industrial robots are presented. This is a problem from the field of Operation Research area and Discrete Events Simulation (DES) method have been used. Two models have been developed including manufacturing line before and after robotization and taking into account stochastic parameters of availability and reliability of the machines, operators and robots. We apply OEE (Overall Equipment Effectiveness) indicator to present how the availability and reliability parameters influence over performance of the workstation, in particular in the short time and long time period. Also the stability of simulation model was analyzed.

I. INTRODUCTION

The industrial revolution caused the replacement of human labor by machinery. However, workers were still needed to handle and control the machines. Now we can see increasing use of automation and robotization, which replace human labor. Nowadays increased use of industrial robots can be observed especially for repetitive and high precision tasks (e.g. welding) or activities of monotonous and demanding physical exertion. Industrial robots have mobility similar to human arm, and can perform various complex actions like a human. In addition, they do not get tired and bored. It is estimated that thanks robotization, many companies obtained the reduction of the production cost by 50%, the increase of productivity by 30% and the increase of utilization by more than 85% [1].

However, the introduction of robotization requires incurring high costs, therefore robotization will be profitable only in certain circumstances, including, a high level of production, work with repetitive and precision tasks with ensuring the safety and health at work. Such conditions occur in the automotive industry and there the most robots are used.

The problem is how to determine a real difference in work efficiency between human and robot. The aim of the study is to develop a methodology, which allows to clearly define the throughput growth associated with the replacement of human labor by industrial robots. In order to assess the effectiveness of the robot application, we compare production uptime of humans and robots and calculate work efficiency with the use of the OEE indicator (Overall Equipment Effectiveness) and we use Discrete Event Simulation for verification.

II. WORK EFFICIENCY AND OEE STRUCTURE

Work efficiency and the use of the means of production can be expressed by using the OEE metric that depend on three factors: availability, performance and quality [2].

\[
OEE = (Availability) \times (Performance) \times (Quality)
\]  

(1)

Availability is the ratio of the time spent on the realization of a task to the scheduled time. Availability is reduced by disruptions at work and machine failures.

\[
Availability = \frac{available \ time - failure \ time}{scheduled \ time}
\]  

(2)

Performance is the ratio of the time to complete a task under ideal conditions compared to the realization in real conditions or the ratio of the products obtained in reality to the number of possible products to obtain under ideal conditions. Performance is reduced (loss of working speed) by the occurrence of any disturbances e.g. human errors.

\[
Performance = \frac{ideal \ cycle \ time}{real \ cycle \ time}
\]  

(3)

Quality is expressed by the ratio of the number of good products and the total number of products.

\[
Quality = \frac{good \ products}{overall \ products}
\]  

(4)

The number of good quality products is a random variable, which can be described by a normal distribution.
with standard deviation sigma. Quality levels are determined for ranges of the standard deviation sigma. In traditional production systems, level of 3 sigma is considered to be sufficient. However, in the modern automated and robotic systems the level of 5-6 sigma is possible to achieve [3].

A. Availability and failures

The term of availability contains planned work time and unplanned events e.g. the disturbances at work and random machine failures. Any unplanned event causes that machines are unavailable and work efficiency decreases. The reliability of objects such as machines or robots is defined as the probability that they will work correctly for a given time under defined conditions of work. The most popular method for estimating reliability parameters uses theory of probability to forecast a value of failure-free time and repair time parameters, under the condition that a trend based on historical value of the parameter is possible to notice. The examples of using normal, exponential, triangular distributions to describe both failure and repair times are described in [4]. In the article [5], it is assumed that parameters of distributions describing failure-free times, in general, change with time. Basing on information about the number of failures and failure-free times in a number of periods of the same duration in the past, some methods of estimation unknown parameters for scheduling purpose can be proposed [6].

In practice, for description of reliability, in most cases the parameter MTTF (mean time to failure) is used, which is the expected value of exponentially distributed random variable with failure rate $\lambda$ [7].

$$
MTTF = \int_0^\infty tf(t)dt = \int_0^\infty t \lambda e^{-\lambda t} dt = \frac{1}{\lambda}
$$

(5)

In the case of repairable objects the parameters MTBF (mean time between failures), and the MTTR (mean time to repair) are used.

$$
MTBF = MTTF + MTTR
$$

(6)

For complex systems, consisting of $n$ serially linked objects, the resultant failure rate $\lambda_r$ of the system is the sum of the failure rates of each element $\lambda_i$:

$$
\lambda_r = \sum_{i=1}^{n} \lambda_i
$$

(7)

or the system $MTBF_s$ is the sum of inverse $MTBF_i$:

$$
\frac{1}{MTBF_s} = \sum_{i=1}^{n} \frac{1}{MTBF_i}
$$

(8)

For the example of robotic line, presented in figure 1, we can use formula 8 with different failure parameters for machines $MTBF_{mi}$ and for robots $MTBF_{ri}$.

$$
\frac{1}{MTBF_s} = \sum_{i=1}^{n} \frac{1}{MTBF_{mi}} + \sum_{i=1}^{n} \frac{1}{MTBF_{ri}}
$$

(9)

Machinery failures affect the availability of means of production and may cause severe disturbances in production processes. Average availability can be calculated with formula 10.

$$
Availability = \frac{MTBF}{MTBF + MTTR}
$$

(10)

Therefore, the longer the production line is, the higher the failure rate of the whole system. In industrial environment, the machine failures are mostly random and are difficult to predict; therefore, we have used computer simulation for further research [8].

III. ROBOTIC FACTOR IN MANUFACTURING

Manufacturing lines consist of different numbers of specialized machines and human operators or robots for materials handling. Usually, operator is required for loading and unloading the machine and for transferring the product from one machine to next production stage. Robots can make that work faster and more regular then human operators, but how fast a robot can work?

There are some methods for robot motion planning described in [9] and [10]. These methods are based on the MTM (Method Time Measurement) or on the traditional time study concept and can be used for comparing the relative abilities of robots and humans. Dedicated computer software for robot movement planning can be also used. The outcome of each technique is a set of time values that can be used to compare human and robot productivity.

In industry, there are many different types of machine tools, and presses are the most robotized. The schema of typical robotic press line is presented in the Figure 1.

![Production flow](image)

**Fig. 1 The schema of robotic machine tending line**

Robotized and automated lines are working very well but some problems with failures can occur. A failure of any elements of the line causes production stopping of the whole production line. Therefore, reliability of the components plays a key role for the productivity and utilization of manufacturing system. Consequently, in practice, the production lines consist mostly between 4 and 6 machines.

Modern industrial robots are characterized by a large precision of operation, high speed of motion and high reliability of work. These can be equipped with a various
tools and used to different works that are traditionally performed by human workers. It is important that the robots can work in conditions harmful to human health.

Some new-generation robots are equipped with various intelligent sensors, e.g. vision and pattern recognition systems, and they are able to adapt to changing conditions of external surroundings. New robots generation have also greater speed than older ones and can have important effect on robotic system performance.

Theoretically, robots can work 24 hours per day without any breaks, but human supervision of the production process and precise planning and scheduling of robot work are necessary for better performance [11]. Realized from time to time changes of tools and reprogramming require participation of an operator. Moreover, robot requires periodic maintenance service and inspection before each automatic run.

A. Robot reliability

For the first type of robots (Unimate) uptime was equal to MTBF=500 hours [10]. In article [12] the results of research on robots reliability at Toyota are presented. The reliability of first robot generation represents the typical bathtub curve. The next generation of robots was characterized by MTBF about to 8000 hours. Nowadays, robot manufacturers declare average MTBF=50000÷60000 hours or 20÷100 million cycles of work [13]. However, the robot’s equipment is often custom made and therefore may turn out to be unreliable.

Some interesting conclusions from survey about industrial robots conducted in Canada [14] are as follows:

- Over 50 per cent of the companies keep records of the robot reliability and safety data.
- In robotic systems, major sources of failure are software failure, human error and circuit board troubles from the users’ point of view,
- The most common range of the experienced MTBF is 500-1000 hours,
- Most of the companies need about 1-4 hours for the MTTR of their robots,

In the book [1] the approximate efficiency of robotic application versus manual application was compared. The efficiency of manual machine tending is about 40-60% and for robotic machine tending is about 90% (not including time for changeover setup equipment). However, detailed values are dependent on the specifics of the real workstation.

IV. EXAMPLE–PRESS LINE WITH WORKERS AND ROBOTS

In order to analyze the presented problem the mechanical press line from enterprise X, has been taken into account. Presses are often used in various production processes e.g. pressing, sheet metal forming etc. We have used Enterprise Dynamics software, which allows computer-modeling and simulation of discrete production processes with the use of human resources as well as robots.

In computer software used for production processes simulation the human factor is not sufficiently modelled. People are treated as quasi-technical elements of production system and they should operate in the same way as a machine. In practice, the human behaviour is unpredictable, thus it might help to explain why simulation models do not respond to the reality as it would be expected [15]. In the case of a manually-operated systems, a number of human factors (human errors) can lead to destabilization of the manufacturing process. Breaks for rest and higher requirements for Health and Safety at Work require a different way of working [16].

Computer models of lines operated by robots as well as by humans have been developed, taking into account the planned breaks at work and failure rates (Fig. 2, 4 and 5). The models contain the input (Source), storage buffers (Queue), machines, robots, human resources (Operators), output element for good quality products (Good parts) and one for poor quality products (Bad parts) and control elements (Availability Control, Schedule, MTBF, MTTR).

Unlimited supply of input materials and unlimited capacity for output products were assumed. Model contains some constrains, which are defined in objects parameters for example maximal buffer capacity.

The first model of robotic line without failures (Fig. 2), represents high production efficiency and achieve OEE above 90%, which is heavily dependent on the speed of robots movement.

Modern robots are characterized by increased speed and thanks to this, it is possible to obtain greater productivity. To examine the scale of this phenomenon several simulation with varying speed of the main robot axis, changing from 60 °/s to 210 °/s were conducted.

The relation between robot speed and robotic line productivity is presented in Figure 3. Initially, increased robot speed have allowed for a significant increase in production throughput. However, further increase of the robot speed does not increase the efficiency significantly.
In practice reliability of machines and human errors are important issues. We take into account production parameters from enterprise “X”. We assume that other employee can replace sick and absent worker, but it is impossible to replace broken machines and robots and they require repairing. In the case of failure occurrence the suspension of production on all machines in the line occurs. It has a huge impact on the performance of work, therefore we are taking into account failure parameters of machines and robots. The model include a number of work parameters: machine cycle time $T_m=5$ seconds; time of the line retooling 15 minutes (one time per shift) and reliability parameters for machines, $MTBF_m=500$ hours and $MTTR_m=4$ hours and robots, $MTBF_r=1000$ hours and $MTTR_r=4$ hours. The efficiency of the line and the speed of the robot 180 °/s equals to throughput rate about $Pr=9.67$ PCs/min, which is consistent with the data presented in [17]. Machine utilization equals about 80%.

In order to compare results we have also tested a model of manually-operated press line before robotization to determine differences in productivity. Manually operated line model is presented in Figure 4. The model consists of five machines, five operators and six buffer storages (Queue) in order to ensure continuity with the irregular performance of individual operators.
Parameters of operator were determined after time study and described by the normal distribution with average value of service time of 10 seconds and standard deviation of 2 seconds, which allows for implementation of nonuniformity in the work of the operators.

Assuming human unreliability on the basis of HEART (Human Error Assessment and Reduction Technique) for “routine and highly practiced rapid tasks involving relatively low level of skill”, the nominal value of human error equals to 0.01 [18]. Therefore human errors rate can be described by parameters: MTBFh=8 hours and MTTRh=5 minutes. Taking into account the machine cycle parameters, Tm=5 seconds, the manually operated line should theoretically achieve production rate about $P_h=4$ PCs/min, but really the line achieved only about $P_h=3.56$ PCs/min. Utilization of machines equals around 30%.

The model of robotic line (Fig. 5) represents high production efficiency, which is heavily dependent on the speed of robots movement.

In addition, the stability of the production system and the impact of failure parameters on productivity and performance were analyzed in the similar manner as in the examples presented in [19]. A number of simulation experiments with different times of simulation runs were performed. Due to the random nature of a single failure process, a single simulation does not give complete picture of the situation. Therefore the experiment contains different number of simulations runs and simulation time from 8 hours to 6000 hours of work time. The trend lines of average production value for the manually operated line and for the robotic tended line are presented in Figures 6 and 7 respectively.

In the box and whisker plot, the average value of production is in the “box” range with confidence level of 95%. The “whiskers” show minimum and maximum range of production value.

The trends of average production value are more stable for longer simulation time. The model of robotic tended line show little difference with model of manually operated line. There are some outliers (the most extreme observations) represented by the minimum values of production that are connected with random failures and asymmetrical distribution with the left skewness can be observed (Fig. 8).

In other hands almost symmetrical normal distribution can be observed in the case of manually operated lines (Fig. 9).
A number of fifty computer simulations for the simulation time from the range of 8 hour to 250 working days (one, two and three shifts and 250 working days per year) were run in order to observe the influence of long-term failures. For longer simulation time both models show decreased deviation and greater stability. Detailed results of the experiments are presented in the next section.

V. SIMULATION RESULTS

The production value $P$ obtained from one simulation is a random variable that consists of several parameters. The random nature of the failures causes a significant dispersion of obtained values and relatively large standard deviation for confidence level $\alpha=0.95$. The average production value $P_{avg}$ of simulation experiments are summarized in table 1. Each experiment consists of fifty samples (simulation runs). The value Max Limit determines the maximum possible production volume in a given period of time at the ideal working conditions for machine cycle time ($T_m=5$ seconds). Different reliability parameters in each column have been assumed in order to observe the influence of failures.

Since the model was build based on the OEE components, and contain parameters of availability, performance and quality, the production value from simulation can be directly used to calculate the OEE indicator.

$$OEE = \frac{Average\ production}{Maximal\ production\ limit}$$ \hspace{1cm} (11)

The standard deviation shows the differences between the average value of production and the value of production achieved in each simulation run. For the robotic tended line, the values of standard deviation are also greater because of a much greater production volume and possibility of robots failures. This phenomenon can be explained that absent humans can be replaced but robots not.

<table>
<thead>
<tr>
<th>Time</th>
<th>Human Operators</th>
<th>Robots</th>
<th>Human Operators</th>
<th>Robots</th>
</tr>
</thead>
<tbody>
<tr>
<td>8h</td>
<td>5760</td>
<td>4404</td>
<td>1713</td>
<td>4540</td>
</tr>
<tr>
<td>24h</td>
<td>5111</td>
<td>13300</td>
<td>5141</td>
<td>13521</td>
</tr>
<tr>
<td>2000h</td>
<td>1440000</td>
<td>1440000</td>
<td>1127235</td>
<td>1127235</td>
</tr>
<tr>
<td>6000h</td>
<td>4320000</td>
<td>4320000</td>
<td>33379683</td>
<td>33379683</td>
</tr>
</tbody>
</table>

**TABLE I.**
SIMULATION RESULTS FOR MANUALLY OPERATED AND ROBOTIC LINES (average production value $P_{avg}$ in [PCs] for 50 runs of simulation. $\alpha=0.95$, MTBFm=500h, MTBR=1000h, MTTR=4h and MTBFm=1000h MTBFr=2000h MTTR=4h)

<table>
<thead>
<tr>
<th>Time</th>
<th>Max Limit [PCs.]</th>
<th>Average Production $P_{avg}$ [PCs]</th>
<th>Standard deviation [PCs]</th>
<th>Relative deviation $\Delta$</th>
<th>OEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>8h</td>
<td>5760</td>
<td>1681</td>
<td>50.72</td>
<td>0.030</td>
<td>0.2918</td>
</tr>
<tr>
<td>24h</td>
<td>5111</td>
<td>4404</td>
<td>619.3</td>
<td>0.1406</td>
<td>0.7646</td>
</tr>
<tr>
<td>2000h</td>
<td>1440000</td>
<td>1094949</td>
<td>19331</td>
<td>0.0716</td>
<td>0.7825</td>
</tr>
<tr>
<td>6000h</td>
<td>4320000</td>
<td>3279888</td>
<td>24189</td>
<td>0.0071</td>
<td>0.7823</td>
</tr>
</tbody>
</table>

- Human Operators: MTBFm=500h MTBFr=1000h MTTR=4h
- Robots: MTBFm=1000h MTBFr=2000h MTTR=4h
The relative deviation Δ indicates that the proportion of standard deviation to average production value is getting lower for long-time simulations. These effects are related to the occurrence of irregular failures in short-time simulations and to the almost regular occurrence of failures for long-time simulations. Thus simulation time should be greater than or equal to the largest value of the MTBF parameter.

Production throughput of robotic line has increased about 2.6 times comparing to the line before robotization.

The OEE related performance of a production line operated by a robot has improved by 48% comparing to a manually operated line. The OEE indicator equals to OOEh=29.66:29.78% for humans and OOEr=75.92:78.23% for robots, for 6000 hours of simulation, and correspond with the values assigned by the theory. Values calculated by theory are: availability of whole robotic system A=0.9085; performance P=0.8333; quality Q=0.9999. That gives OEE=75.7%. Reliability improvement can change the OEE score by about 2%. This shows that reliability parameters have significant influence on the productivity of the production system. Comparing the OEE factors for human operator and robot the greatest improvement is in the performance.

VI. CONCLUSIONS

The computer simulation of the simplified model of production line with machines, operators and robots with stochastic (short-time and long-time) reliability parameters allows for better representation and understanding of a real production process. The experiments confirm the advantage of application of robotic operated production lines comparing to manually operated lines. This is particularly to see in the case of work in three shifts for a long period of time. The work organization and robots synchronization play important role and therefore the efficiency of a production line operated by robots has improved OEE indicator by 46-48% comparing to a manually operated line.

Because of irregular work of human operators the buffers (queue) are needed for equalization of production flow and therefore loading (unloading) products from buffers results in low performance of human operators. Also breaks for rest results in lower OEE value.

However, in other cases of machine tools tending, the difference between human operator and robot is not so clearly to see even for long time simulations. The use of OEE factors allows comparing results from other manufacturing systems. The reality is that most manufacturing companies have OEE scores closer to 60%, but there are many companies with OEE scores lower than 45%, and small number of world-class companies that have OEE scores higher than 80%.

There are some place for improvement of availability, performance and quality. Availability depends on planned and unplanned breaks at work. Performance score depend on short machine cycle time and high robot speed. Quality depends on stability of manufacturing process parameters.

Obtained results can be used for detailed design of a robotic workcell and economic analysis, regarding labor costs and costs associated with the investments in robotization.
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Abstract—Observation plays a crucial role in self-awareness. In many scenarios, such as the Observe-Decide-Act (ODA) loops, self-awareness is founded upon observations of the system. In other words, observation generates the understanding of the system from the status and behavior of its self and its environment. Although recently more focus has been put on comprehensive and competent observations, we believe that further attention and work is due, especially in the field of cyber-physical systems. Hence, in this paper, we discuss our position on various aspects of observation methods. In a short list, the major aspects are Abstraction, Disambiguation, Desirability, Relevance, Data Reliability, Confidence, Attention, and History. We elaborate and anticipate the potential of these factors in improving the quality of the observation of the system, decreasing the processing load of higher layers, increasing the reliability of decisions, and consequently the overall performance of the system. To put these aspects into perspective, we elaborate them in the context of their potentials in our emotion recognition system under development.

I. INTRODUCTION

A COMMON requirement for many of the systems of today is an ability to perform correctly under a wide range of variation in their environment, as well as their internal states, parameters, applications and resources. Self-awareness is a feature that can enable these systems to show a robust and dependable behavior and meet their requirements.

Expecting 26 billion devices connected to the Internet of Things by 2020\textsuperscript{1} with an exponential growth trend means that manual maintenance, fault diagnosis and repair for all will soon be impossible [1]. This necessitates an embedded awareness of the system regarding its own state so that it detects and mitigates occurring faults. Self-awareness has been applied to both hardware [1] and software [2]. Some of the applications which have been explored for the implementation of self-aware concepts (under this term or other terms such as adaptivity, autonomy, goal-oriented and so on), are mobile applications [3], cloud computing [4], networks [5], operating systems [6], web [7], multi-core resource managers [8] and adaptive and dynamic compilation environment [9], (cyber-physical) system-on-chip [1], and health monitoring [10].

Several definitions for Self-awareness can be found in the literature [11], [1]. For instance, in [11], it is defined as “a system’s ability to obtain and maintain knowledge about its state, behavior and progress.” In [12], [1], it is defined as the ability of the system to “monitor its behavior to update one or more of its components to achieve its goals”. These definitions highlight the fundamental importance of monitoring, or observation, in self-awareness of the system.

Observation is more than collecting data. Higher levels of hierarchy, or the core in centralized units, are often burdened with a large load of monitored data and the respective processing [13]. On the other hand, local monitoring also may be delayed due to the global communication traffic [13]. Therefore, to be a useful basis of self- and environmental awareness it has to be a process that filters, analyses, selects, abstracts, assesses, and actively ignores or requests sensory data. Moreover, observation is not limited to sensory data, but rather a more general concept which includes other observations of the system from its own and its parts, regarding performance [8], functionality or other factors. In some works, such as [14], [1], this duty is encapsulated in a unit called “Inspection Engine” or “Introspective Sentient Unit” in [12].

In brief, the observation process transforms raw data into a high-quality description of the system about itself and its environment. In the following sections we describe the various aspects and activities involved in the observation process, especially that of a Cyber-Physical System (CPS), discuss examples in an emotion recognition setting and finally summarize the observation process, its importance and its potential contributions to a self-aware system.

The remainder of this paper is organized as the following: In the next section, a brief review of a self-awareness architecture is presented, followed by a short review of use-cases in Section III, where related works taking advantage of various aspects of a good observation are presented. Next, in Section IV, based on the aforementioned review of the existing literature, we present a summary of various aspects of a good observation scheme for self-aware CPSs. We clarify these concepts further in Section V, by producing an example in the context of an emotion recognition application which

\textsuperscript{1}www.gartner.com/newsroom/id/2636073
we have under development. Finally, Section VI concludes the paper.

II. A GLANCE ON THE ARCHITECTURE OF SELF-AWARENESS

Many architectures have been proposed in order to achieve self-awareness. In CPSs with limited resources available for self-awareness, such as SEEC\(^2\) [8] or Cyber-Physical System-on-Chip (CPSoC) [1], an Observe-Decide-Act (ODA) architecture is frequently used. ODA is one of the prominent architectures for the CPSs with a central supervisor or control unit. For example, in the SEEC framework, an application specifies the goal and the system, based on its observation of the performance, chooses the best action from a list of possible actions, in order to meet the goals. CPSoC is distinguished from a Multi-Processor System-on-Chip (MPSoC) due to its observation capabilities [12]. In CPSoC observation is done across various hardware and software layers to monitor performance, decide on a proper action and steer actuators.

As seen in Fig. 1, the ODA loop starts with observation, showing its importance. However, in a considerable number of CPSs, sensory data are directly or with minimal processing fed to and used by the decision-making unit. The processing is also often a simple interpretation, abstraction, or transformation of the raw data and scarcely entails any contextual information about the data, how it is obtained, how reliable it is and how it should be interpreted. This implies an inherent trust in the hard-coded interpretation schemes. Therefore, as a countermeasure learning and prediction is used in some self-aware systems [11], [1].

Self-awareness, however, is not necessarily achieved only through a centralized control or supervisory unit. In some works such as [15], [16], [11], it is a cooperative or emerging behavior of the group of agents or subsystems. Nevertheless, attention and context-aware observation play a very important role in creating self-awareness. Preden et al. [15] describe the concept of context-awareness under situation-awareness which consists of values and interpretations of a set of situation parameters. Situation parameters represent properties of a situation, processed and abstracted independently.

III. OBSERVATION IN THE LITERATURE

Traces of various aspects of a good observation can be tracked throughout the literature, although the terms, extent of usage, and thoroughness vary considerably. Thus, we base our position on a comprehensive observation of the literature, which provides us with good exemplars to follow in order to improve the performance of systems through improving their observation strategies. In this section, we briefly review some works in the literature which have emphasized or taken advantage of various aspects of a good observation scheme.

For example, in [8], the changes observed in the performance of the system are abstracted into heartbeats (an abstracted notion of time) which provide information about the execution of the application. This abstraction enables the framework to be adopted and used by various programs where the nature of goals are significantly different. All that is needed for this adoption is presenting the performance goal in the heartbeat abstraction notion. Moreover, available actions and reasoning in the decision-making process are abstracted into their effect on the speed of the system. Hence, SEEC serves as an example to show that abstraction does not necessarily need to be bottom up, and it can be used in top-down observations as well. We note that bottom-up abstraction often reflects the perception of the system from its environment, whereas top-down observations normally reflect the perception of the system about the performance of some parts of the system, or the system as a whole.

In [11], abstraction is done through online learning instead of predefined knowledge and rules. This increases flexibility and resilience of the overall system. In CPSoC [1], a virtual sensing platform is used both for the purpose of abstraction and disambiguation in the case of sensor fusions or faults and errors.

In [17] the authors have tried to create a unified desirability scale to compare and prioritize parameters of different nature which are directly related or comparable. A form of desirability scale is also found in [18].

Rinner et al. [11] briefly point to the selection of an object tracking algorithm which has “an acceptable level of robustness”, which approves of the importance of confidence, which is dependent on the reliability of other observations. Hoffman et al. [8], on the other hand, use the correlation of the recent past and near future, to assess the accuracy of the control scenario. Moreover, changes in this factor are considered in -and propagate to- the decision-making process. In CPSoC [1], a lifetime reliability characterization matrix is kept in the OS layer, which uses the data from reliability sensors in order to balance the workload of different units and thus increase the overall reliability during the lifetime.

The quality of sensors and measurements are in many systems unknown and cannot be guaranteed for the whole lifetime of the system. Therefore, data reliability analysis should always be an integral part of comprehensive observations.

\(^2\)SEEC is the name of the SElf-awarE Computing (SEEC) platform by Hoffman et al. [8]
In [11], for assessing the degree of the confidence of their observation (finding and tracking objects of interest), they use a measure of similarity. In this study, an existing database enables application of this procedure to obtain a figure of confidence. Alternatively, in some other systems history could replace this database or provide measures of confidence with other methods. However, self-assessment of the confidence by the system itself remains a major challenge in many cases. Specifically considering that a supervised assessment or validation of the performance of the system is not always possible, and often it is not desirable. Lack of history can increase the difficulty of autonomic acquisition of this aspect (confidence).

In [8], the history of recent observations are used to model the behavior of the system and predict whether a change in behavior is necessary, and if so, in what form. Typically, larger tracks of history can help in obtaining a better and more confident prediction of the future. However, maintaining a large memory is often challenging, in terms of storage and its respective costs, as well as the hardship and computation costs of processing a large amount of data. Therefore, it is important to use creative methods of storing data; that are compacting the data in such a way that necessary space decreases while valuable information is kept. Abstracting the data into the aspects mentioned above can help in achieving this goal.

IV. ASPECTS OF A COMPREHENSIVE OBSERVATION

Building on the observation strategies in various related works (some of which were reviewed in Section III), in this section we present our position on various aspects of data interpretation which can lead to a good and comprehensive observation. Specific systems may not need or be able to afford all the required resources for such implementation as it will follow. Therefore, based on the details of the case, these aspects should be prioritized and used according to the case at hand.

A. Abstraction

1) Definition: Appropriate selection of the representation of the information in order to obtain compact knowledge, relevant to a particular purpose.

2) Description: Although collecting more data can help in improving the awareness and thus the performance of the system -since the relationship is not linear [14]- it does not guarantee that. To balance the processing load at various levels of the hierarchy, data need to be properly abstracted, which implies a meaningful mapping of the measured values to properties. A well-defined format is also crucial for a good abstraction, especially in distributed and hierarchical observation schemes [13].

3) Example: One of the parameters that is often measured in many e-health systems -and in our emotion recognition system as well- is the heartbeat rate. This value with all the potential noise and variations could be passed on to the central system for processing and decision making. Alternatively, these values can be mapped to some abstracted values (e.g., only five values of extremely low, low, normal, high, and extremely high) and thus transferred with smaller communication burden while decreasing the processing load of the decision-making unit.

4) Challenges: Predefined abstraction scenarios show little flexibility. While meaningful for a CPS in a well-defined environment with clear and stable objectives, it can cause an impediment for an autonomous system in following its evolving needs to adapt to new environment and situations.

5) Potential Solutions: As a solution, the system itself can create the most appropriate abstract properties based on unsupervised learning processes (for an example see [11]). This solution is significantly more challenging to implement and requires considerable resources. Nevertheless, it appears to be a prerequisite for truly autonomous and evolving systems.

B. Disambiguation

1) Definition: Remove uncertainty of meaning from measured data, or resolving conflicts arisen by different data.

2) Description: Despite a good abstraction scenario, the data can often be interpreted in more than one way or different parts of the system may have a different (conflicting) experience of the environment which could be natural or due to faults and failures. In either case, a functional, well-defined disambiguation strategy is a necessity. This prevents propagation of ambiguities or misinterpretations and thus facilitates decision making in the system.

3) Example: Heartbeat or temperature sensor may come from a chest belt, a smart watch or other sensors with various sensitivity and accuracy. Given information on data reliability (including accuracy or precision) may help in arbitrating non-matching values, e.g., heartbeat information from chest belt is more accurate than the one from a smart watch, hence the value of chest belt should be typically considered as the reference value, if the numbers are not matching.

4) Challenges: One of the challenges for disambiguation is again flexibility. For example, it is possible that the user is not wearing the chest belt and only noisy random values are observed, or for reasons of aging of the device or faults the accuracy of the chest belt has degraded. In such cases, the system should be able to change its arbitration and use alternative and more reliable values.

5) Potential Solutions: Parameters such as History, Confidence and Data Reliability of the measurements can help in identifying a need for a change in the disambiguation strategies and adapt the right alternative. A sudden drop in values can show taking off the chest belt (History), variations larger than usual, could imply some degradation (leading to decreased confidence) and loss or malfunction of some sensors in the chest belt constructing the final measurement could indicate less reliable measurements (data reliability).

On a higher level, and in a top-down flow of information, contextual awareness and predictions can provide meaningful inputs to the disambiguation unit as well. For example, is a low or high heartbeat accompanied by a low or high body temperature? Or, if the person has started or stopped a sport...
activity, considerable and synchronized increase or decrease in heartbeat and temperature are expected (which do not reflect the feelings of the user).

C. Desirability

1) Definition: The quality of being inline with achieving one (or more) of the goals or expected outcomes of the system.

2) Description: Desirability is an evaluation of the system regarding the state of its own components and their alignment to its goals and expectations. When inferred states are marked as desirable or undesirable (possibly on a scale to distinguish between more and less desirable situations), a value system is implied that is rooted in the objectives and purpose of the system. If the system has only one sole purpose, the mapping of properties and states onto a desirability scale is less necessary. However, if the system pursues potentially contradicting goals a mapping onto a desirability scale is a useful intermediate step for resolving conflicts as well. A desirability scale serves as a unifying currency that allows for the comparison of otherwise unrelated properties and states.

3) Example: Let us assume the system is confronted with a discrepancy in the incoming data stream while on a low battery. The system has to decide if it is more important to preserve energy or to forward the detected anomaly for further processing. In such cases, a “1” or “0” bit on whether a discrepancy has happened or not, or the battery is full or low provides insufficient information for making a suitable and well-informed decision. If these events (observations) are mapped onto a desirability scale, this additional aspect of observation can show how undesirable a discrepancy has happened and how desirable would forwarding this problem be. Given the continuous level of charge in the battery (desirability of the available power), the system has further knowledge and flexibility in making an informed decision inline with its goals, for such situations where observations are not directly comparable or related.

4) Challenges: Creating an appropriate mapping of desirability for possible states of the components is sometimes very challenging. Particularly, when there is no direct link between the state of the component to be mapped to the desirability scale and the goals and expectations of the system.

5) Potential Solutions: One solution could be evaluating the effect of possible states of that component on achieving the goals of the system, via proxies and/or in isolation. However, this task itself (isolating the effect of the states of a non-directly linked component in achieving the goals), can be considerably challenging.

D. Relevance

1) Definition: The quality of being closely connected to important for the matter at hand.

2) Description: Relevance has similarities with desirability, however, rather than states, it regards measurements and values or parameters and variables. Moreover, relevance regards smaller details in the system; that is, instead of considering alignment with the overall goals and expectations of the system, it considers the importance and connection of a measured value or parameter to a certain specific analysis in the system. This aspect can help in finding the right balance in the weight of a parameter in disambiguation, conflict resolution or decision-making as well as resources dedicated to that observation. This not only offloads the decision-making unit but also it enriches the observation unit by providing it with information on where more attention is necessary. Attention can affect how the raw data are obtained (such as the degree of redundancy, or frequency of data collection), or how it is processed, e.g., using precise methods requiring larger resources or less precise but lighter methods (such as approximate computing).

3) Example: Our preliminary measurements show that Anger and Sadness, for example, have a strong correlation with slow decrements of skin temperature, very weak correlation to the heartbeat and moderate to weak correlation to skin conductance, also known as Electro-Dermal Activity (EDA). This means that relevance of skin temperature to the two feelings is significantly higher than the other two. Hence, if the skin conductance and temperature are giving conflicting signals, skin temperature will be given greater weight in determining whether the feeling is one of the two or not.

4) Challenges: Traditionally, relevance is set by the designer, at design time. However, the relevance could change by the way of extracting it from a larger set of data. Once the designer does that, program upgrades are released. Nonetheless, this does not take into account personalization of this factor regarding the biometrics of the particular user.

5) Potential Solutions: The relevance of a parameter could be initialized, or predefined. Ideally, however, the system can learn the trends and change this value based on its experience and adapt it to its current situation and the biometrics of the specific user.

E. Data Reliability

1) Definition: the extent to which a measuring procedure yields the same results on repeated trials.

2) Description: As important as the data themselves, is the knowledge about its thoroughness, accuracy and precision, which allows the system to perform (here to observe/monitor) within the expected limits and stated conditions. Here accuracy describes the systematic bias of the data values compared to the real values of the measured quantity\(^3\), and precision denotes the random errors in repeated measurements under the same conditions\(^4\). Although the concept of measurement device precision and propagation of inaccuracies into the system through calculations is well established, more attention by CPS engineers is due in system design\(^5\).

3) Example: Awareness of the system about the robustness of the given values and their data reliability in certain situations can help the system to choose the best method for

\(^3\)In other words, accuracy is a measure of statistical bias.

\(^4\)In other words, precision is a measure of statistical variability.

\(^5\)Although in approximate computing this matter is well considered, we believe that it should receive more attention in exact computing as well.
each situation (in the case of multi-mode technology) without needing to have an in-depth analysis of the situation and speculations on the accuracy of the given systems. That is, e.g., relying primarily on the heartbeat values coming from the chest-belt for precise information, before the smart watch and other means. Of course, if the data reliability of the chest-belt has been set to lower values (compared to the smart watch or other means), or if a problem, conflict or discrepancy has been already observed, the data with the highest reliability should be considered as the main/primary reference for the values.

4) Challenges: Propagation of measurements errors through the system, specifically, when several post-processing steps are taken, can impact the data reliability of the final assessment and hence the decision of the system concerning its situation. Whether the information is current or updated when it reaches the decision unit, or when a decision is reached, is another concern regarding the data reliability.

5) Potential Solutions: One solution is taking parameters partaking in the data reliability and robustness of measurements into account during the system design. These parameters could be the type of sensors and measurements (and its inherent accuracy and precision limits), bias set-up and peripherals of the sensory system, type and size of post-processing, validity period of the measured data, and the health (functionality) of the sensors themselves which could be affected by aging, or the environment.

We also note that one method to increase the data reliability is redundancy. Redundancy allows to collect the same data in different ways, for instance with various sensors, and to compare the consistency of the different, independent sources. One method of checking consistency is following the trend of changes in a single set of data and comparing the values with possible or impossible variations in the trend and data values. The other method is comparing different data sources and analyzing them for their mutual consistency.

F. Confidence

1) Definition: the extent to which a procedure may yield the same results on repeated trials.

2) Description: Confidence has significant similarities to data reliability, however, rather than measured data (or propagated results based on closed-form analysis), it regards experiments and procedures where a comprehensive external verification of accuracy and precision is not performed. This determines the firmness or flexibility of the system concerning its learning, analysis and decisions. In other words, to what extent the learned trends, analysis and decisions should be relied upon, or alternative analysis should be prepared or further data processed.

3) Example: Whether the temperature sensor is attached to the body or not, is not a measure of reliability. The confidence of the system in its attachment to the body, however, can affect how the system reacts to values out of the norm. To this end, a top-down variant of consistency analysis can be used. That is, a comparison of the measured values with expectations. Body temperature hardly undergoes a large change within seconds (or minutes). Therefore, a sudden drastic change could show a consistency problem and decrease the confidence of the system with regard to the measured value. However, how reliable is consistency checking for assessing the attachment of the sensor is itself subject to the question of reliability (which constitutes the confidence of the system in this procedure). Should the system rely on this analysis or use other methods, such as asking the user?

4) Challenges: Creating a confidence measure, assessing or improving it can be a very challenging task, especially when it is to be unsupervised or with minimum external inputs. To be more specific, creating a fairly reliable (unsupervised) self-assessment procedure can be extremely hard.

5) Potential Solutions: Confidence can be built up based on the reliability of the inputs and the history of analysis. That is, analyzing the consistency of decisions, previous analysis, and the outputs given the data reliability of the inputs. One method of checking confidence is following the trend of outputs obtained by different procedures given a single set of data and comparing the values with each other and if possible, with the correct or desired values. The confidence values, in turn, can drive, how heavy a given procedure weighs in the interpretation of the current situation.

G. Attention

1) Definition: Selective allocation of limited resources to specific tasks.

2) Description: It is neither meaningful nor efficient to always collect and process all possible data. Attention decides on which observations to allocate the available communication, computation, memory and energy resources. The observation process should be guided by an understanding of what data are required for a given purpose in a given situation. At the same time, attention allows a low effort, continuous scanning of all sensory input to detect unexpected events and anomalies.

If the attention process suspects the arrival of important new data, it focuses the attention, i.e. allocates the resources, on their collection and analysis. From these considerations, we infer that attention is driven both bottom-up, by the incoming data, and top-down, by prevailing expectations and goals.

3) Example: Using attention the system can, based on aspects such as relevance for example, optimize the resource allocation for data collection. As we present the details of our measurements in Section V, EDA has some correlation (weaker or stronger) with all targeted emotions. Therefore, instead of processing all measured data, EDA can be monitored and once an activity is observed there -based on the relevance to the suspected feeling- other processes can be activated selectively. Thus reducing the processing load of the system and optimizing resource utilization.

4) Challenges: In order to trigger attention in the observation process, the system should be able to detect certain trends and anomalies. A task which can be challenging given

4This, in turn, can trigger further processes which can determine whether this consistency problem is due to a normal environmental change (i.e., the sensor is detached) or a fault or failure.
the wide range of data that can be observed as well as trends or anomalies which can occur and need to be detected. However, using such methods for observatory data streams implies availability of very strict and limited resources which can render many prominent methods impractical. In addition, once an event is observed in a data stream which triggers further processing, other data which were not part of the focus of the system may be necessary and potentially missed.

5) Potential Solutions: A potential countermeasure for missing unfocused data when an event is detected and change of attention is triggered, could be using local buffers. Deciding the length of this buffer and its required resources can impose certain restrictions on the designer. Various learning methods and smart anomaly detection systems are potential solutions for detecting events in the data stream. However, we note that creating efficient methods with extremely limited resources is still a challenge.

H. History

1) Definition: Recording and studying a series of past events connected to an entity.

2) Description: History allows extraction of statistics from a series of observations; assessing the performance of the system over time, its improvements or deterioration, assessment of the quality of sensory data over time, and changes of the environment over time. Based on such historical data and analysis, the system is given the capability to predict its own performance in the near future, the expected failure of sensors and actuators, and future trends in the environment. In turn, this understanding can motivate the system to evolve its own goals, strategies, and tactics in order to adapt to these observations and predictions.

3) Example: History can play a crucial role in many different aspects, such as confidence (through consistency analysis, as mentioned above). It can increase relevance by establishing new correlations between factors that were not predetermined, however, their correlation is discovered during the process. In other words, what feelings correspond better to which measurements. For example, is happiness better associated with skin temperature or skin conductance? More importantly, history can help in determining the standard state of the system and identify potential abnormalities, which is a parameter tightly coupled with predictions. For example, history can establish what is the normal heartbeat rate of a person. This sets the expectation of the system on the heartbeat rate and its changes for each feeling.

4) Challenges: The greatest challenge of this aspect is the limited available memory. How to abstract, compact, and archive the data are some of other problems which often are affected by the limited memory as well.

5) Potential Solutions: By history, we do not necessarily imply an explicit bank of historical data. History can be inherent to some other parameters and implied rather than explicit with formal appearances. An instance is the average value or the trends of change and evolution of a parameter which may not include a bank of historical data to back the trend but does represent history. Another instance could be events and trends of their occurrence rather than the actual data. Periodically compacting and forgetting (eliminating old or less relevant data) are some other potential solutions.

V. COMPREHENSIVE OBSERVATION FOR OUR EMOTION RECOGNITION SYSTEM

To validate helpfulness of a comprehensive observation as discussed in Section IV, we plan to implement those aspects in an emotion recognition system. In this section, we try to clarify these concepts further by the way of examples in our design for our emotion recognition system under the development. Here, we suggest how the aforementioned aspects can be tailored, taken advantage, implemented and improve the “observe” unit of the system and consequently overall performance of the system.

A. Set-up

For our emotion recognition system, we use Empatica, “E4 Wristband” smart watch which has the following sensors embedded: A photoplethysmogram (PPG) to measure Blood Volume Pulse (BVP), Heartbeat and Heart Rate Variability (HRV), Electr-Dermal Activity (EDA) sensor for skin conductance, infrared thermopile for skin temperature, and 3-axis Accelerometer for capturing motions.

For measurements, subjects were asked to wear the smart watch and remain seated for one minute, so that we could obtain their baseline. To solicit Sadness, Happiness, Anger and Fear, short videos were played -in a random order- for the subjects. Afterwards, the subjects were asked to remain seated for one more minute (to get back to their baseline), while filling a self-assessment form, reporting the emotion they felt and how strongly they felt it.

Measured data was collected and plotted in Matlab. In the future, this data needs to be post-processed and the emotions extracted on some hardware with very limited resources (such as a smartphone). For this reason, limited available resources is one of the primary constraints in this system, and we will describe how we plan to exploit comprehensive observation to increase the efficiency of the system.

B. Preliminary Measurements

Four participants, male, between the age of 20 and 25, took part in our preliminary measurements. Fig. 2 shows a sample, namely the measured EDA signal, during two different experiments: happiness and sadness. We observe that when the subject experiences the feeling during the video (between the star marks), his EDA changes with two different trends. For happiness, this trend appears as (relatively) large repetitive peaks, whereas as for sadness this seems to be a slow increment. Studying other measurements obtained from other subjects, the absolute value/level of EDA seems to carry no considerable significance in identifying these emotions. Therefore, an algorithm needs to be developed which can identify such trends in the EDA signal and notify the ‘Decide’ unit (see Fig. 1) of the system.
One of the simplest solutions to this problem is to define templates based on our measurements and compare the incoming data with the template. In this case, on top of identifying a matching/non-matching trend, the degree of similarity of the data with the template (how matching the data compared to the template), can be used as the confidence of that unit in identifying the trends it is looking for. Hence, if a trend in the data is identified (or rejected), and thus causes a conflict in higher levels of the system, by looking into the confidence aspect, the potential source of conflict can be traced and the conflict can be resolved.

Table I summarizes the trends we have observed in our measurements. In this table, the background color of cells shows the relevance of that trend to the respective emotion. The lightness of the cell background shows how likely it is that with such emotion, such a trend in the measured parameter may be observed. To associate a level of relevance to each factor we have used the likelihood or unanimity of occurrence in our experiments. For example, in our measurements - unanimously shortly after a person sees a scary video, their heartbeat increases. Therefore, we can confidently associate this observation with this feeling, and consider it highly relevant. On the other hand, a peak in EDA was not observed in every case, due to which we are less confident in our conclusion regarding the relevance of a single short peak in skin conductance, to the fear. Therefore, we consider it slightly less determinant for this feeling, and hence less relevant.

Our primary measurements on heartbeat values also show that only its changes from the baseline are relevant (rather than its absolute value/level). So the heartbeat can be abstracted to four values of increasing, decreasing, rise and fall, and constant (as shown in Table I). The regular heartbeat rate however, varies with the person under study. This variation should be considered when the person’s emotion is being analyzed. To this end also, a small footprint learning method -based on the history- can be employed in the system. For the learning process, often feedback from higher levels (after categorization of emotions) are required and beneficial. Therefore, exchanging abstracted data needs to happen not only in a bottom-up manner but also in a top-down approach.

Based on such arguments and similar design analysis acquired during our preliminary measurements (a summary of which we have inserted in Table I), we propose the following system architecture for the “Observe” unit of our emotion recognition system. In this system we try to, whenever possible and beneficial- take advantage of as many observation aspects as possible.

### C. System Architecture

For our system, we consider an ODA loop architecture. In this section, we further explain the details of the “Observe” unit in the architecture. As seen in Fig. 3, observation starts with collecting sensory data which are buffered on the cloud. This data need to be post-processed, in the following units.

To be efficient in communication and processing power, we take advantage of attention. That is, instead of continuously processing all data, they are periodically processed. To decrease the odds of missing an event, one data stream is considered as the default and is continuously processed. As mentioned in Section IV and seen in Table I, skin conductance (EDA) shows the most sensitivity to emotional experiences. Therefore, this stream is the default stream which is continuously processed in order to find potential events. Once an event is observed by the EDA post-processing unit, it triggers the “Decide” unit, which, based on the event and suspected/possible related emotion(s), can decide what other information is necessary. Accordingly, the action unit activates the respective post-processing unit(s) to acquire the relevant data from the cloud and process them. We note that the post-processing units in Fig. 3 are logical units and thanks to the attention based operation, the hardware itself could be shared.

Further details of the generic post-processor design are shown in Fig. 4. The most challenging unit in the post-processor is the matching unit where certain trends (according to Table I) are looked for and if found, abstracted data (abstracted following the trends categories listed in Table I) informs higher levels (decision unit) about them. Alongside...
the abstracted data, the confidence level of the findings can be sent to decision unit to facilitate the process of decision-making. Confidence information can be sent by the request of other units (such as when they need it for disambiguation or conflict resolution) or constantly with the abstract. Relevance information on the other hand, undergoes very little and infrequent changes and therefore is sent only when a change in its value is observed in the post-processor unit (thus shown by a dashed line). Observing such a change necessitates keeping a history which is kept in the “relevance correction unit”. This unit is initiated by the designer (represented as the background color of each cell in Table I) and updated by the feedback from higher levels of hierarchy (which includes information on the confidence of the given feedback) for each matched trend and taking into account the respective confidences. A similar procedure transpires for updating the template which is used for finding the patterns. We note that for template correction -similar to matching unit- the reliability of sensory data is also used. A parameter which is provided by the designer at design time or provided automatically by the sensors, once attached.

VI. CONCLUSION

The importance of the observational process can hardly be overrated. In addition to the bare values, measured data have many contextual aspects that determine what it means and how it should be used. This host of information around the collected data is the basis of assessing the state of a system, its performance, its environment, and the influences of its actions. Observation can be both a bottom-up and top-down process. The measured data are usually collected, processed, analyzed and abstracted bottom-up, while top-down expectations, hypotheses and needs greatly influence, steer, activate or block these bottom-up processes. Information redundancy and consistency analysis have to be used to assess confidence and reliability of data and lead to an appropriate assessment of the situation. Event-driven resource allocation (attention), triggered bottom-up or top-down, is another aspect which can considerably off-load the processing and communication.

After in-depth discussions on various aspects of a good and comprehensive observation, we described how we plan to use these concepts in our emotion recognition system under the development. Although these concepts can be employed, in “Decide” and “Act” units as well, since the role of a comprehensive observation is bolder in the “Observe” unit, we described the details of our comprehensive observation plan only for this unit of our system.
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Abstract—We describe the Jetstream cyberinfrastructure for research, a purpose-built system with the goal of supporting “long-tail” research by providing a flexible infrastructure that can provide a set cloud services tuned for research applications, whether they be traditional HPC applications, science gateways, or desktop applications. Jetstream offers a library of virtual machines and allows the user to create their own virtual machines in order to provide an open cloud for science that allows both on-demand and persistent instances. The system is currently in early-user mode and a number of users at partner institutions are already creating and using images in the system. This paper details some of the early work being done with the system to create high performance clusters in an on-demand fashion to support scientific work directly as well as serve as capability backend to scientific gateways such as CyVerse and Galaxy.

I. INTRODUCTION

The Jetstream system as designed supports multiple modalities of use in support of scientific research that are currently not provided within the broader cyberinfrastructure ecosystem. These include: self-serve academic cloud services, based on virtual machine images provided by the user or selected from a library; persistent virtual machine systems which support the delivery of science gateways such as the Galaxy [5] life science research gateway; data movement via the Globus Connect and authentication via Globus Auth [6]; facilities for publishing and sharing virtual machine images via IU's persistent digital repository, IUScholarWorks, accessible via Digital Object Identifier (DOI)[7]; and provide virtual desktop services to institutions with limited resources.

II. JETSTREAM OVERVIEW

The Jetstream system is designed to provide general purpose cloud resources for research in a configurable fashion. The system provides on-demand and persistent virtual systems that support a wide range of scientific software in the form of configurable environments.

A. Service Functions

The Jetstream system as designed supports multiple modalities of use in support of scientific research that are currently not provided within the broader cyberinfrastructure ecosystem. These include: self-serve academic cloud services, based on virtual machine images provided by the user or selected from a library; persistent virtual machine systems which support the delivery of science gateways such as the Galaxy [5] life science research gateway; data movement via the Globus Connect and authentication via Globus Auth [6]; facilities for publishing and sharing virtual machine images via IU's persistent digital repository, IUScholarWorks, accessible via Digital Object Identifier (DOI)[7]; and provide virtual desktop services to institutions with limited resources.

The Jetstream system hardware architecture follows commercial cloud offerings in terms of uptime and availability. Two production systems, one at IU and one at TACC, provide a 100Gbps-linked, distributed cluster infrastructure. A third development and testing system resides at the University of Arizona. This configuration offers “zoning” between the two production centers, similar to that offered in Amazon EC2.
resources and elsewhere. A schematic of the Jetstream system is presented in figure 1.

Jetstream provides multiple VM configurations, ranging from “Tiny”: 1 CPU, 2GB of memory, 20GB of storage, allowing as many as 46 concurrent virtual machine instances up to “XXL”: 44 CPUs, 120GB memory, 480GB storage, with one virtual instance. “Small”, “Medium”, “Large”, and “X-Large” configurations are also offered, with according sizes.

C. Software Architecture

Jetstream utilizes the Atmosphere[9] software stack for presenting a user interface, managing images, provisioning, monitoring and managing cloud infrastructure. Openstack provides host and virtual machine management, as well as virtual machine filesystem storage, with iRODS software providing replication between sites. Authentication is provided by Globus Auth, and user data transfer between the user’s desktop and virtual machine filesystems is provided by Globus Transfer. A diagram of the Atmosphere implementation on Jetstream is shown in figure 2.

Atmosphere offers a number of features essential to research computing in a cloud context. Identity management services, networking configuration, and security policies are integrated with the software stack. The software provides complete functions for managing virtual machine instances throughout their lifecycle. Finally, data lifecycle management is simplified via the Atmosphere web portal and API. The web portal displays images that can be launched and worked with by the user, shared between users, and new images can be developed and uploaded. Once an image is launched it can be used interactively. A diagram of the Jetstream user interface is presented in figure 3.

III. Modalities of Use

The flexibility of the Jetstream resource offers researchers a broad range of options for computational support of their research. During the initial implementation of Jetstream, the system was placed in “early-user” mode at the beginning of 2016 with the intention of providing the service to the Atmosphere development team at University of Arizona, as
well as other scientific users with some familiarity with cloud research in order to test the capabilities of Jetstream and determine what modalities of use might be possible and which ones users may prefer. In this section we describe some of the modalities of use established with these early system users.

A. Research Cloud Capabilities

As a research cloud resource, the Jetstream system must support individual usage of the system directly via interactive sessions with running virtual machine images, but also must support utility computing, particularly in support of science gateway services. In this scenario, users are able to choose workflows and data via a web-based science gateway and workflows are executed in a capability environment via middleware utilities. One of the common software frameworks for supporting science gateway computing is Apache Airavata [10]. In a similar fashion, utility computing resources can be utilized by providing high throughput computing capabilities. Three utility computing modalities for Jetstream have been established in the time since the system was introduced: support for CyVerse; the Galaxy life science gateway; and the ATLAS high energy physics project.

1) CyVerse: One of the initial project goals of the Jetstream system as proposed to the NSF was to improve the availability of compute resources to the CyVerse project\(^1\) (previously known as the iPlant Collaboration). CyVerse was created in order to support life sciences research and improve access to existing cyberinfrastructure, and CyVerse created the Atmosphere cloud service which powers Jetstream. For the CyVerse project, Jetstream provides a set of on-demand system image toolkits, which can be instantiated and run to complete analyses, and then archived or repeated, with the image file available via DOI. Developers at Arizona and IU have created a number of system image toolkits for specific types of research. These toolkits include:

1) a general life science toolkit
2) an R toolkit
3) an astronomy toolkit
4) a data transfer toolkit, with iRODS interface to the Wrangler system at Texas Advanced Computing Center
5) a phylogenetics toolkit

The ability for Jetstream project users to create, save, and share toolkit system images provides a flexible means of collaborating on multi-researcher projects.

2) Galaxy: The Galaxy life science gateway service provides a comprehensive platform for genomic research supporting advanced data management capabilities with an intent to support reproducibility of analyses[5]. The Galaxy web service can utilize multiple different types of resources for analysis, and researchers can either make use of the main Galaxy portal at http://usegalaxy.org or they can set up their own Galaxy system to serve for specific community or lab requirements. Galaxy users at IU have created two means of supporting Galaxy with Jetstream. In the first, the user is able to instantiate a persistent virtual machine image and run a local Galaxy gateway on Jetstream, either completing analyses within the same virtual machine or incorporating other virtual machines in Jetstream to provide additional computational capability. Jetstream VM’s are configured as resources for the Galaxy Cloud cyberinfrastructure management tool. Jetstream VM’s are with images ready to receive jobs and create a local data caches. The main Galaxy system distributes jobs to VMs via slurm workload manager with pulsar, Galaxy’s remote execution service. At this time, about 4 months after Jetstream was initially opened to early use, 7,299 Galaxy main jobs have been run on Jetstream, completing work requests from 758 distinct users.

In the second path, Jetstream system images with Galaxy server deployed are launched within Jetstream and either use their own local resources or submit jobs to Galaxy Cloud. This latter on-demand service provides an easily created and archived Galaxy instance for short to medium term analyses that can be archived in the IU Scholarworks system and retrieved via DOI for the purposes of replication or further analysis.

3) ATLAS: The ATLAS experiment at the Large Hadron Collider utilizes considerable computational resources via the Open Science Grid, many at participating sites. Open Science Grid jobs are well-prepared to take advantage of cloud resources, as Open Science Grid software is able to provide “glide-in” capabilities which allow for jobs to be distributed to resources via a factory, The Jetstream resource is able to support virtual machine images which are a simple base operating system with the software to accept glide-in submissions. ATLAS experiment users can submit jobs to their virtual organization Condor scheduler, which will start the virtual machines on Jetstream via the Atmosphere API. The jobs will be submitted to the virtual machine as glide-in jobs and managed by Open Science Grid monitoring and scheduling resources.

B. Innovative use of Jetstream as research cloud

Early users have also made inroads in optimizing the capability offered by configurable systems for research. Using the Apache Mesos cloud manager system, early users have demonstrated the allocation of virtual system hosts on Jetstream to be managed by Mesos. Mesos provides information on cpu and memory available, and supports a number of frameworks to aid in the management of scaling tools. In this instance, Marathon was used to long-running services in Docker. Within Mesos, users were able to start instances running Docker containers with Unidata IDV, a tool for analyzing and visualizing geoscience data. This early demonstration usage showed that Jetstream could be used as the service resource for a user-defined cluster management framework, instantiating resources and completing work within the temporary cluster, and then releasing those resources to the research cloud and archiving system image information for later use.

IV. OPERATING A RESEARCH CLOUD

A. Functionality tests and operational metrics

In order to establish functionality of the Jetstream system as proposed, a number of functional tests of the openstack environment, atmosphere API, and application software were conducted in order to demonstrate the system’s viability as

\(^1\)http://www.cyverse.org
a distributed cloud platform for research activities. A large part of the functional activity tests of Jetstream focus on the set of tasks a user can manage for themselves in order to make use of the architecture, demonstrating a “self-service” system that allows the bulk of activities to take place on the end user’s initiative, without requiring the intervention of IT staff. The base set of use cases to articulate this are (assuming that a user has authorization via an allocation and has sufficient understanding of the system):

- Cloud functionality. A sufficiently authorized and knowledgeable user can:
  - authenticate to the Jetstream web interface
  - launch a virtual machine from a library of images on either cluster location
  - quiesce an image running on one cluster, move it to another cluster, and reactivate it
  - create and access a permanent cloud data storage space
  - modify a pre-existing image and store the changed image to the image library on either cluster

- Data management functionality. A sufficiently authorized and knowledgeable user can:
  - move a file from another system into the Jetstream system
  - select a file from Jetstream and move it to another system
  - save a VM image and upload it to IUScholarworks and receive a DOI for the object

The Jetstream system has demonstrated the ability of a user to perform all of these use cases as part of early user mode and acceptance testing for the NSF. Additionally the system has as part of testing activities demonstrated the ability to provide gateway services. These tests consisted of demonstrating that a virtual machine could be run in a continuous fashion, providing access to computational workflows via a standard web interface. In order to test this, the Galaxy and SEAgird science gateway software were implemented on Jetstream virtual machines with the requirements of running workflows in a comparable amount of time as XSEDE resources. The results gateway services tests are detailed in table I.

**TABLE I. GATEWAY FUNCTIONALITY TESTS OF THE JETSTREAM SYSTEM**

<table>
<thead>
<tr>
<th>Test</th>
<th>Success Criteria</th>
<th>Result achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deliver Galaxy gateway</td>
<td>Workflow execution within ≤ 125% of time required</td>
<td>Workflows complete in 80% of time to run on Stampede</td>
</tr>
<tr>
<td>Deliver additional gateway</td>
<td>Correct operation and availability within 2% of overall system availability over 14-day test period</td>
<td>SEAgird gateway operated continuously for 14 days</td>
</tr>
</tbody>
</table>

Furthermore, the system had a number of operational goals to meet as part of early user stages. These goals include the availability of the system, system capacity, job completion, number of users, number of active VM’s, CPU utilization, and number of images published to IUScholarworks. The system met all but two of these goals during early user phase - number of distinct users and active VM’s. The outcome of these tests is show in table II.

**TABLE II. OPERATIONAL TESTS OF THE JETSTREAM SYSTEM**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Goal</th>
<th>Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>System availability (uptime)</td>
<td>95%</td>
<td>100%</td>
</tr>
<tr>
<td>% Capacity available</td>
<td>95%</td>
<td>100%</td>
</tr>
<tr>
<td>Job completion success</td>
<td>96%</td>
<td>97.7%</td>
</tr>
<tr>
<td>Number of distinct users</td>
<td>1,000</td>
<td>327</td>
</tr>
<tr>
<td>Use - average number of active VM's</td>
<td>320</td>
<td>290 (1217 peak)</td>
</tr>
<tr>
<td>CPU % utilization</td>
<td>6%</td>
<td>4.2% (20.3% peak)</td>
</tr>
<tr>
<td>VM images published to IUScholarworks</td>
<td>10/year</td>
<td>6/quarter</td>
</tr>
</tbody>
</table>

**B. Challenges of managing the Jetstream system**

Along with this early-user utilization of Jetstream, a number of challenges for supporting the research cloud framework have been identified that remain to be addressed. Some of these issues result from the fact that Jetstream incorporates an installation at IU and one at TACC. While this provides a “zoning” function that allows for resources to be available in different location and retain functionality in the event of a large-scale network outage or system-wide maintenance, it also means that these two systems must be kept synchronized in order to ensure coherence for users across both systems. User accounts, managed by LDAP and Globus OAuth, must be synchronized in both places, which has been a manageable process with standard automation tools. Data sync across the clusters represents a more difficult challenge. In order for Jetstream to present a seamless interface, no matter what zone a user accesses, the image library must be synchronized across both cluster, which means that system images up to the XXL size (480GB allocated storage) may need to be copied across clusters. In addition, ensuring that user identification numbers (UIDs) and permissions are the same across both systems. Furthermore, Jetstream engineers are still working on a reliable means of transporting a system across the two clusters, so that a running virtual machine image can be quiesced, relocated, and restarted on a different cluster. This requires both fast data transfer between clusters as well as robust scripts for managing ownership and permissions in both places to ensure that the data can be accessed by the right people.

**V. CONCLUSION**

We have described some of the early successes and challenges faced by the Jetstream system in its first few months of operation. Jetstream demonstrates efficacy as a research cloud resource, in contrast to projects such as FutureGrid, which are largely used for the exploration of cloud technology and management software. Jetstream projects are capable of supporting recognized research workflows, carried out by researchers, without the aid of grad students or computer science consultants.

The next steps for work on Jetstream are the configuration of images and automation via the OpenStack API to create both persistent and dynamic resources for workflows initiated in the broader cyberinfrastructure (such as through the CyVerse portal or another existing portal) or initiated from gateways running within Jetstream itself. Further work on desktop-like access to Jetstream images will also benefit the Jetstream user base who need short-term interactive resources that can be suspended and revived as necessary.
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Abstract—While many scientific, large-scale applications are data-intensive, fast and efficient I/O operations have become of key importance for HPC environments. We propose an MPI I/O extension based on in-system distributed cache with data located in Non-volatile Random Access Memory (NVRAM) available in each cluster node. The presented architecture makes effective use of NVRAM properties such as persistence and byte-level access behind the MPI I/O API. Another advantage of the proposed solution is making development of a parallel application easy and efficient as a programmer just needs to use the well known MPI I/O data model and API while efficient file access is automatically provided without a need for application level optimizations like avoiding frequent operations on a small data. Results of experiments obtained with three different applications suggest, that the extension significantly reduces file access time, especially for small I/O operations. By locating cache facilities on computing nodes, the extension decreases load of file system servers and makes I/O scalable.

I. INTRODUCTION

Sizes of high performance computing systems are steadily growing. The currently most powerful cluster Tianhe-2 on the TOP500 list features 3120000 cores and 1,024,000 GB total memory. It should also be noted that while clusters are larger and larger and potentially allow for higher speed-ups, there are more and more cores and nodes involved in processing and the probability of failure increases. From this point of view, especially in terms of data processed by such applications, there is a need for reliable and large storage solutions that would support execution of such applications. The Message Passing Interface (MPI) standard [1], [2] includes an MPI I/O part that specifies an API for a parallel application to read and write a single file from many processes. Firstly, the API allows both reading/writing data from individual processes or in a collective manner. Secondly, it allows using explicit offsets, individual or shared file pointers.

Within this paper, motivated by possibility of better I/O performance thanks to NVRAM in HPC environments, we propose wrappers over selected MPI I/O API functions using distributed persistent memories in cluster nodes and then compare the performance of the proposed solution with hardware-based simulation of persistent memory to performance of the same MPI application using OrangeFS in a real cluster environment.

II. RELATED WORK

While great effort is put into increasing computational power of supercomputers, many data-intensive applications suffer from insufficient I/O operations performance. Speeding up access to storage devices by applying best practices widely proposed in data centers [3], [4], [5] introduces additional overhead for development process, connected with tuning up the application both for each MPI implementation and Parallel File System (PFS). This leads to the conclusion, that a reasonable way would be to apply a generic solution that is suitable for many applications.

Many performance oriented MPI I/O solutions base on the idea of sieving, prefetching and caching data in RAM. ROMIO, a popular MPI I/O implementation, introduces Two-Phase I/O – an algorithm that attempts to merge non-contiguous requests into larger and more contiguous [6]. Tsujita, Y. et al. obtained remarkable improvements by extending Two-Phase I/O even further, by using multiple threads [7]. Other researchers are focused on new MPI I/O implementations [8] or improvements in PFS [9][10]. The extensions of this kind, however, do not consider possibilities offered by emerging hardware technologies.

A significant group of proposed PFS improvement ideas, that could be easily customized to benefit from NVRAM properties, concerns, among other things, cooperative caching. In 1994, Michael D. Dahlin et. al. prepared a survey of different cooperative caching algorithms and showed performance impact of their incorporation into file systems [11]. The described caching strategies are the base for many modern approaches. Our solution differs from others e.g. zFS file system [12] or Novel Distributed Memory File System [13] in management strategy, as we want to avoid central management because of its poor scalability while increasing the number of

The research in the paper was supported by a Grant from Intel Technology Poland.

http://top500.org/system/177999
cluster nodes. Several papers have proposed extending MPI I/O with cooperative caching algorithms that do not rely on central entity. AHPIOS [14] is an ad-hoc file system, that can be used alternatively to popular PFS implementations. Its main features are tight integration with an MPI application (the client application communicates with a file system using an MPI communicator), minimal configuration and a single instance of global registry with size reduced by keeping metadata minimal. On the other hand, there is no easy method to access created files outside of MPI. Our solution may seem to have a lot in common with another research project, with the mechanism described by Wei-keng Liao et. al. [15], but partially different assumptions (mainly limited amount of memory dedicated to cache storage) led to other technical details. Differences particularly involve splitting cache into pages replaced in our approach by using constant blocks, a complex mechanism of locking unnecessary in our architecture because of request queuing, and a single thread responsible for handling multiple files – our solution serves multiple files simultaneously by taking advantage of a single thread per file.

Another topic, that is also important for parallel, especially long running, applications is checkpointing [16][17]. An application can save its work on a disk or in persistent memory and consequently it can restart from the last known state in case of a failure. I/O bandwidth is an important factor in reducing execution time. In 2013, Rajachandrasekar et. al. proposed CRUISE – in memory file system that speeds up checkpointing [18]. In this system, each write request data is initially stored in a pre-allocated persistent memory region, and after flushed to a PFS or a local file system asynchronously. Performance results presented by the authors were really promising, nevertheless, checkpointing has different characteristics than operating on a file while performing computations, therefore it cannot be applied to our solution. In many cases, the main disparity is connected to a single process operating on a single file, what reduces complexity of routines responsible for simultaneous accesses. Other differences in assumptions, that make checkpoointing optimizations inadequate in our solution, are: strong spatial locality of requests (accessed data is rather continuous), usually central management of a checkpoint and focusing much more on optimizations of output operations.

I/O operations are strongly related to storage hardware. In 2009, Mark H. Kryder and Chang Soo Kim evaluated several memory technologies that are expected to be an alternative for hard disk drives (HDD) in 2020 [19]. Some investigated solutions have interesting properties such as non-volatility and random access (NVRAM), fast read/write access time and high density (which affects final capacity of a device) while the price could be still reasonable compared to HDD. In 2015, Intel Corp. and Micron Technology unveiled 3D XPoint – non-volatile memory technology expected to be up to 1,000 times faster than NAND, 10 times denser than DRAM with latency of tens of nanoseconds and possible to be used as system memory [20], [21]. With declared relatively low price and expected market release in 2016 [22], 3D XPoint announcements show, that NVRAM has a potential to be a true alternative for existing storage technologies soon.

Many MPI I/O extensions benefit from particular storage hardware properties. Shuibing He et al. implemented Solid State Drive (SSD) cache that improved throughput of PFS [23][24], however, block data access and long latency of SSDs cause, that the solution is not able to benefit from all properties available in NVRAM. Evaluation of NVRAM role in data-intensive scientific applications was presented by Dong Li et al. [25] and – independently – Brian Van Essen et al [26], but papers are based on single node analysis and are focused rather on extending system memory (heap, stack, global data segments) than speeding up I/O operations in a distributed environment. Active NVRAM for I/O staging proposed by S. Kannan et al. [27], [28] benefits from NVRAM located within each computing node speeding access to PFS up. While this solution could be useful in the case considered in this paper, it does not fulfill our requirement of minimal application modification understood as keeping the proposed extension compatible with MPI I/O API. Moreover, the presented experimental results suggest, that this solution is not beneficial for small data sizes – we assume, that our extension is convenient for developers in the way it allows to access even very small data efficiently.

III. Motivations

In view of the existing solutions and recent developments in the area of non-volatile RAM, new solutions could be proposed for parallel applications that could potentially increase both performance and ease of development of applications processing potentially large data sets. Specifically:

1) Performance. It is possible to use a collection of distributed persistent memories in cluster nodes as an additional layer of cache between an underlying file system and an application. It can serve as an intermediate layer able to store large data sets (larger than in the combined RAM of cluster nodes) with persistence and possibility to recover from persistent memory should a failure occur. Thanks to the relatively low latency of persistent memory, this should allow a solution with better performance than traditional file systems, especially if an application would perform reads or writes to far away spaced locations in a file.

2) Ease of development/programming/data model. Such a solution with a proper API could in fact be regarded as a shared (distributed in the underlying implementation), large memory with persistence and, what is important, byte level access which is a property of persistent memory. While block level access would still yield better performance, even accesses using small blocks or even bytes could yield much better performance than traditionally used file systems for parallel applications.

IV. Proposed Solution

A. Design

This solution is not another MPI I/O implementation – the contribution of the paper is a set of wrappers over MPI I/O
API functions that creates in-app distributed cache between application and particular MPI I/O implementation. Source code is written in C using MPI, POSIX Threads API and the libpmem library responsible for low level NVRAM memory support [29]. Wrappers incorporate NVRAM usage behind the MPI I/O API.

The extension requires a specific architecture as shown in Fig. 1. We assume a cluster with interconnected nodes each of which allow running processes of an application in parallel. Each node must be equipped with its own NVRAM storage, where the cache data is stored. All computing nodes, as in the regular MPI I/O, must have access to a remote file using a distributed file system. A considered file to be accessed using the MPI I/O API is split into \( n \) continuous parts, where \( n \) is the number of nodes. Each part is managed by a single, independent cache manager running on a dedicated thread as presented in Fig. 2. Cache managers are mainly responsible for:

- prefetching whole data part – prefetching all of the required data is possible due to the assumption that the size of a file is limited to the sum of all NVRAM capacities in a cluster;
- synchronizing data between cache and file system – occurs only when the file is being opened, closed or the synchronization is called explicitly by the application;
- serving read/write requests from all of the processes in application. Each process is able to determine which cache manager it should contact. Same file locations can be accessed by all processes, which, in case of write requests may require synchronization at the application level.

The proposed solution has no central management. Each process knows exactly which cache manager holds the data, so no additional entity, like dispatcher, is required. Because each cache part is continuous – instead of being split into blocks – metadata is kept to a minimum. The cache manager does not perform any staging optimization – each request is served as fast as possible by making use of NVRAM byte-addressing and low latency compared to HDD or SSD. Processing without a central entity allows to avoid potential bottlenecks, while simplifying data access, and, rather than introducing smart but costly data management, it saves CPU time, reduces latency and makes the solution more independent of specific data patterns.

Although the proposed extension is not a file system, it can serve multiple files simultaneously. Each opened file has its own part of allocated NVRAM, a dedicated thread for a cache manager and an MPI communicator. Required metadata (e.g. file path, file size, communicator handler) is stored within a separate file handler that is returned by a call to the `MPI_File_open` function.

A natural advantage of using NVRAM as a cache storage is its persistent character which is directly linked to the possibility to recover data after failure, but guaranteeing full data consistency in a distributed environment requires further investigation and will be the subject of our next research.

### B. Target applications

As presented in Fig. 3a, the solution should be most beneficial in applications that access small data chunks (gain from byte addressing) from spread file locations (no drawback from omitting staging phase). Improved performance is a result of fast read and write accesses, but prefetching a large amount of data in the beginning and the need for writing the whole cache back at the time of closing file introduce overhead associated with initialization and de-initialization. This leads to the conclusion, that in order to perform better than the regular MPI I/O, an application has to access data frequently. As shown in Fig. 3b, it could be achieved either in very data-intensive applications, or in long running applications. However, many scientific applications meet these criteria.

Introducing the file size limitation is not an issue, because NVRAM capacity multiplied by number of nodes in modern clusters is expected to be enough for handling files of the sizes comparable to the SSD based solutions. Our extension is also scalable, so it is expected to perform well while increasing the number of processes or nodes. On the other hand, it should be kept in mind that the total number of processes in an application results in a certain number of processed served, on average, by each cache manager in a cluster node.

### C. Implementation

Making use of proposed extension in an MPI application requires two minor changes in source code. The first one is including `file_io_pmem_wrappers.h` header that allows to transform each native MPI I/O function call into its NVRAM cache counterpart. Due to compatibility of function signatures, calls do not need modifications.

Configuration of the solution is prepared with `MPI_Info` parameters passed to `MPI_File_open`. A minimal configuration requires only one parameter, `pmem_path`, that points to an NVRAM device mounted in a local file system. `MPI_Info` parameters unrecognized by MPI I/O are ignored, so the cache could be switched on and off using an include directive.

The extension spawns additional POSIX threads (cache managers) that use MPI to communicate with the application. Therefore, initialization with `MPI_Init_thread` and `MPI_THREAD_MULTIPLE` support are needed. Algorithm 1 shows the idea behind implementation of the cache manager thread. The listing contains all MPI and NVRAM cache related calls. The thread is created within `MPI_File_open`.

An object, that represents a file opened with MPI I/O, is called a file handler. In our solution, the handler is considered as a pointer to `MPI_File_pmem_structure`. Although the object-oriented programming (OOP) paradigm is not natively provided in the C programming language, we used it by incorporating into structure both data together with a set of pointers to functions. Data stored in the structure includes:

- information about the file e.g. name and size,
- handlers responsible for communication with the cache (MPI communicator),
- cache metadata (number of cache nodes, file offsets handled by each cache manager),
V. EXPERIMENTS

A. Testbed Environment

All of the tests were performed on an eight-node cluster, each node equipped with two Intel® Xeon® E5-4620 CPUs, as well as 32GB of RAM, storage on SSD + HDD together with both 10 Gigabit Ethernet (10GbE) and Infiniband connections.

A single node was responsible for application execution, gathering the results and hosting a PFS server, the other 7 nodes for parallel application execution. OrangeFS 2.8.7 (former: PVFS2)³ compiled with Infiniband support was chosen as PFS, because of relatively good performance [30]. MPICH 3.1.4 with ROMIO⁴ was installed on seven computing nodes as an MPI I/O implementation. OrangeFS stored both data and metadata on SSD. Nodes were communicating with each other using 10GbE, all of the Infiniband bandwidth was used to provide fast file access. In most experiments each computing node ran 15 processes – with 16 physical cores on a single node it left a spare core for a PFS thread.

RAM in each of seven computing nodes was split into two parts: regular system memory (15GB) and storage for NVRAM simulation (17GB). Amount of NVRAM memory does not influence performance, because the cache manager would use only as much NVRAM, as the size of its cache part. The NVRAM simulation part was visible in the operating system as an ext4 file partition using The Persistent Memory Driver and ext4 Direct Access (DAX)⁵. DAX provided a way...

---

³http://www.orangefs.org/
⁴https://www.mpich.org/
⁵https://www.kernel.org/doc/Documentation/filesystems/dax.txt

---

Fig. 1: Architecture of the multi-node system that utilizes the proposed solution. MPI processes are not included in the diagram.

Fig. 2: Architecture of proposed solution within a single node. Gray components and dashed connections are transparent to MPI application developer.

- some additional parameters e.g. related with failure recovery.

A set of pointers to functions contain a single counterpart function for each MPI I/O routine. Combining a file with functions allows for choosing different strategies for different files which could be potentially beneficial when extending the method further.

Source code of the solution released under the BSD license, software documentation and examples are available on GitHub platform ².

²https://github.com/pmem/mpi-pmem-ext
to use NVRAM through file system omitting paging, caching etc., so we noted performance comparable to RAM. To obtain expected NVRAM properties, we used a hardware simulator configured with three parameters:

- latency – additional latency to access the data (default: 600ns),
- commit latency – time required to ensure that saved data is flushed on device (default: 2000ns),
- bandwidth (default: 9.5GB/s).

If it is not explicitly stated in the experiment description, the simulator was configured with default values.

B. Results

1) Rompio benchmark and tests: Rompio⁶, software developed at Los Alamos National Laboratory, is a file I/O performance benchmark with MPI support. Rompio was chosen because it is able not only to provide a final bandwidth, but also intermediate values (i.e. time of opening or closing a file) useful in performance tuning.

Fig. 4 shows execution times of read and write operations separately, both for NVRAM cache based extension and regular MPI I/O. In this test, the proposed extension is better for small data chunks (up to 1024B), while the regular MPI implementation has better results for larger data.

2) Discussion: The reason for execution time growth that occurs in this case is related to the specific design of the benchmark i.e. the size of a file increases linearly with the size of data chunk, the number of operations and the number of processes. A significant part of execution time of the code using this solution is consumed on opening and closing the file, as it prefetches data into cache, so this extension benefits mostly for long-running applications with many read and accesses on an open file. While the benchmark is very configurable, it does not allow to use a fixed size of a file.

Bandwidth calculated with values that neglect time consumed by opening and closing the file is presented in Fig. 5 which shows much better values for the NVRAM based

⁶http://www.osti.gov/scitech/biblio/1231008-rompio
Algorithm 1 Cache manager routine

```cpp
init_cache(); // allocate NVRAM memory

// prefetch part of file, that cache manager is responsible for
MPI_File_read_at();

while (true) {
    MPI_Probe();
    switch (probe_status(MPI_TAG)) {
        case READ_AT_REQUEST_TAG:
            MPI_Recv(); // get read request
            read_from_cache();
            MPI_Send(); // send bytes from cache
            break;
        case WRITE_AT_REQUEST_TAG:
            MPI_Recv(); // get write request
            write_into_cache();
            cache_flush(); // flush into NVRAM
            break;
        case SYNC_TAG:
            MPI_Recv(); // get sync request
            MPI_File_write_at(); // flush
            // into PFS
            break;
        case SHUTDOWN_TAG:
            MPI_Recv(); // get shutdown request
            MPI_File_write_at(); // flush
            // into PFS
            deinit_cache();
            return;
        // another cases
    }
}
```

As a consequence, in order to achieve a better overall execution time compared to a standard solution, as shown in Fig. 4, the NVRAM based proposed solution needs a high ratio of the time spent on read/write operations compared to the initialization/finalization time spent on open/close operations. The large bandwidth drop between data chunk of 512B and 1024B is caused by inefficiency of asynchronous writing. In the proposed extension, small write requests end immediately after being submitted and then the cache manager is performing an actual writing procedure. However, for constant requests frequency, writing bigger chunks consumes more time, so consecutive requests have to queue.

3) **2D map search and tests**: 2D map search is a geometric SPMD type application for searching throughout a 2D map stored in a file. The goal of this application is as follows: search throughout the map for pixels that meet certain criteria and – after a pixel/object meeting a criterion has been found – a part of its immediate surrounding in a selected direction is searched up to a predefined radius or until a given number of pixels meeting another criterion is found. An exemplary application of such an algorithm may be searching for spreading of pollution in farmlands with wind blowing in a certain direction. The application can read the data byte by byte (naive approach, but fastest in development) or use block reading with blocks of a predefined size.

![Fig. 6](image-url)  
Fig. 6: 2D map search results according to input size (105 processes, 512B block size)

![Fig. 7](image-url)  
Fig. 7: 2D map search speedup according to number of processes per each of seven nodes (map size: 100MB)

Fig. 6 shows, that for this application the proposed extension performed better than regular MPI I/O, when the size of a file
was greater than 100 KBs (execution time with smaller maps is determined by operations unrelated to I/O). Fig. 7 presents speedup according to the number of processes respectively. 2D map search does not perform any time consuming calculations, execution time is mainly based on I/O operations.

4) Discussion: With regular MPI I/O, the application does not scale because from the PFS perspective, the number and sizes of requests are constant. On the other hand, the proposed extension is scalable – each additional node reduces average load for a single node. Different NVRAM simulation platform configurations do not influence the performance, which is shown in Fig. 8. Taking into consideration file size 100MB, the number of nodes equal to 7, file size per node equal to \( 100 \text{MB} \approx 14 \text{MB} \), potential difference between latencies 450ns, for byte level access we can compute the overhead of \( 450 \text{ns} \times \frac{14\text{MB}}{100\text{MB}} \approx 6.3\text{s} \) which constitutes 2.4% of execution time. For 512B blocks we can compute a theoretical overhead of \( 450\text{ns} \times \frac{14\text{MB}}{512\text{B}} \approx 12\text{ms} \) while for reference for SSD with 512B block, \( 0.1\text{ms} \times \frac{14\text{MB}}{512\text{B}} \approx 2.7\text{s} \). In test runs, we did observe differences in times varying from run to run, in the order of this overhead, coming most likely from file system operations and consequently such overhead is not exposed in the chart.

5) Random walk microbenchmark and tests: A third group of experiments was performed with an application not as data-intensive as Rompio or 2D map search, created in order to check whether the solution could be useful in programs where file operations consume less amount of time compared to the application running time. This microbenchmark is a constrained version of a random walk algorithm. In each step a data chunk is read, the application performs some selected computations (about a million iterations of Collatz conjecture), and the chunk is written back.

6) Discussion: Results presented in Fig. 9 show, that if the ratio of read/write to open/close operations is relatively high, the solution performs better than regular MPI I/O. The dependence shows, that the potential target of the extension is not only a set of data-intensive applications that operate on relatively small data chunks. Programs of a less data-intensive character and operating on bigger data chunks can also benefit from the solution if only they run long enough to compensate the overhead for initialization and de-initialization of NVRAM cache.

Fig. 8: 2D map search execution time with different NVRAM simulation platform configurations (map size: 100MB)

Fig. 9: Random walk microbenchmark execution time results (input file size: 10GB)

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a new parallel MPI I/O solution implemented by our group, including implementation and tests, supported by byte-addressable non-volatile RAM distributed cache. We demonstrated improvements of I/O operations’ performance in a cluster environment using NVRAM. We proposed an MPI I/O extension based on distributed cache in NVRAM, not only for improvement of performance, but also to make application the development process easier by allowing accessing small data chunks efficiently using the MPI I/O data model and API. The solution was tested on a cluster equipped with a hardware NVRAM simulator using three different applications: an MPI I/O benchmark, searching throughout a 2D map stored in a file and a microbenchmark based on a random walk algorithm combined with Collatz conjecture. The results confirmed, that in tested applications in a cluster with hardware simulated NVRAM the proposed solution significantly improves performance of small I/O operations, compared to a standard MPI implementation on a typical cluster without NVRAM.

In the nearest future we plan to extend the method further and test selected optimizations. The next step is to test the solution with more applications. At the time of writing, a simulation of tornadoes moving across an area is being prepared.
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We also plan on using this approach for parallelization of processing of many images extending the work performed in [31]
for parallelization of image processing within GIMP using an
NVRAM-assisted MPI based solution. Although the proposed
distributed cache is always persistent and can be recreated
after a failure, additional set of tests, performance tuning and
further research of data consistency are also planned.
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Abstract—Modern SoCs are getting increasingly heterogeneous with a combination of multi-core architectures and hardware accelerators to speed up the execution of compute-intensive tasks at considerably lower power consumption. Modern FPGAs, due to their reasonable execution speed and comparatively lower power consumption, are strong competitors to the traditional GPU based accelerators. High-level Synthesis (HLS) simplifies FPGA programming by allowing designers to program FPGAs in several high-level languages e.g. C/C++, OpenCL and SystemC.

This work focuses on using an HLS based methodology to implement a widely used classification algorithm i.e. k-nearest neighbor on an FPGA based platform directly from its OpenCL code. Multiple fairly different implementations of the algorithm are considered and their performance on FPGA and GPU is compared. It is concluded that the FPGA generally proves to be more power efficient as compared to the GPU. Furthermore, using an FPGA-specific OpenCL coding style and providing appropriate HLS directives can yield an FPGA implementation comparable to a GPU also in terms of execution time.

Keywords—kNN; FPGA; High-Level Synthesis; Hardware Acceleration; low-power low-energy computation; Parallel Computing; OpenCL.

I. INTRODUCTION

The ever increasing requirement for electronic devices to perform a variety of compute intensive operations has resulted in the evolution of advanced system-on-chip (SoC) designs with heterogeneous system architectures. These heterogeneous systems are essentially multi-core systems offering a substantial gain in performance not only by utilizing additional cores but also by embedding specialized hardware accelerators e.g. Graphics Processing Units (GPUs) and field programmable gate arrays (FPGAs) for accelerating various compute intensive parts of complex applications. A simplified overview of such a system is shown in Fig. 1.

These systems offer substantial gains in execution time as well as energy efficiency [1]. Modern high performance computing (HPC) systems thus rely on such heterogeneous systems consisting of traditional processors for performing the sequential tasks and FPGAs used as accelerators performing tasks concurrently. Modern FPGAs have the ability to provide sufficient processing speed while consuming a fraction of the power consumed by high-end GPUs [2]. This is why several big data companies such as Microsoft, Baidu are exploring FPGA devices as accelerators rather than GPUs [3, 4].

The major limitation while considering such system architectures is the complexity to program the FPGAs which traditionally requires a considerable expertise in register transfer level (RTL) design. This issue is addressed by an approach called high-level synthesis (HLS), which tends to reduce both the verification and design time and effort for an FPGA based application by allowing the designers to program in several higher level languages such as C, C++ and SystemC.

A very promising parallel programming language which is built upon C/C++ and can be used to program an FPGA is the Open Computing Language (OpenCL). The fact that OpenCL is based upon C/C++, makes porting a program from C/C++ to OpenCL quite easy [5]. OpenCL is a programming standard developed by the Khronos group to develop applications being executed on heterogeneous platforms. OpenCL due to its portability holds an edge over the very similar Compute Unified Device Architecture (CUDA) programming framework, which can be used to program NVIDIA GPUs only. Though OpenCL is device portable, yet it does not offer performance portability across multiple devices. OpenCL program support on Xilinx FPGA devices is provided by SDAccel™, which is a Xilinx development environment for synthesizing OpenCL kernels to be executed on Xilinx FPGA devices [6]. The Xilinx OpenCL high-level synthesis tool, namely Vivado HLS, has been used in this work to implement the k-nearest neighbor (kNN) algorithm onto Xilinx FPGAs.

Fig. 1. Typical Heterogeneous System Architecture

The kNN algorithm is used to find the k nearest neighbors of a specific point among a set of unstructured data points. It is widely used in a diverse range of domains and applications such as pattern recognition, machine learning, computer vision and coding theory to name a few. The algorithm
unfortunately has a significantly large computation cost, since typically training data sets are very large [7]. The algorithm though is highly parallelizable and can be accelerated considerably by exploiting the inherent parallelism of an FPGA device.

This work starts from a parallel implementation of the kNN algorithm from the Rodinia library [8]. Two different implementations of the algorithm are considered and their time, energy/power and cost performance are compared for different hardware platforms i.e. GPUs and FPGAs. We show that, even though GPU and FPGA have similar memory hierarchies, the best implementation for an FPGA is obtained from OpenCL code that is different from the one leading to the best GPU implementation. This is because the final selection of the \( k \) nearest neighbors is difficult to parallelize with the “doall” strategy implied by OpenCL, but it can still be efficiently pipelined on an FPGA. Furthermore, GPUs have higher DRAM access bandwidth as compared to an FPGA.

The FPGA implementation of our OpenCL code has been obtained by utilizing the SDAccel tool chain from Xilinx, including tools from the Vivado® Design Suite [6, 9]. The algorithm has been implemented on a Virtex-7 FPGA. The GPUs considered for comparison are the GeForce GTX 960 and the Quadro K4200, both by NVIDIA.

The main contributions of this paper are:

- An investigation of the issues encountered when implementing and optimizing an OpenCL code onto a Xilinx FPGA device.
- A performance comparison of the FPGA and GPU implementation in terms of time, energy and power.

The rest of the paper is organized as follows. Section II presents a brief overview of our algorithm and of the OpenCL programming model. A summary of the related work is presented in section III. Section IV describes in detail our adopted methodology. Section V presents the results and the work is concluded in section VI.

II. OVERVIEW

This section of the paper presents a brief overview of the kNN algorithm. An overview of OpenCL with a brief description of its platform, execution and memory model is also presented here.

A. kNN Algorithm

Given a set \( S \) of \( n \) reference (training) data points in a \( d \)-dimensional space and a query point \( q \), the k-nearest neighbor algorithm returns the \( k \) points in \( S \) that are closest to point \( q \). This is illustrated for \( k = 3 \) and \( n = 20 \) in Fig. 2. The circle represents the query point while the diamonds represent the reference data points.

The algorithm consists of the following main steps:

1- Compute \( n \) distances between the query point \( q \) and the \( n \) reference points of the set \( S \). The distance in our case is the squared Euclidean distance, i.e. for two bi-dimensional points \( (x_1,y_1) \) and \( (x_2,y_2) \):

\[
d = (x_1 - x_2)^2 + (y_1 - y_2)^2 \quad (1)
\]

2- Sort the \( n \) distances while preserving their original indices (as specified in \( S \)).

3- The \( k \) nearest neighbors would be the \( k \) points from the set \( S \) corresponding to the \( k \) lowest distances of the sorted distance array.

![Fig. 2. Illustration of the kNN search algorithm with \( k = 3 \)](image)

B. Overview of OpenCL

OpenCL is an open, industry standard portable framework for writing parallel programs to be executed on heterogeneous platforms consisting of central processing units (CPUs), GPUs, digital signal processors (DSPs) and FPGAs [10]. OpenCL code can be run on a variety of supporting devices by making minimal changes to the host code, hence making it portable. The standard is derived from ISO C99 with additions to support both task-parallel and data-parallel programming models.

At the heart of the OpenCL platform model is the host, which is typically a CPU used to setup the environment for the OpenCL program to run on one or more devices. A device in OpenCL terminology is any hardware platform used to accelerate the compute intensive portions of the application. A piece of code running on the device is called a kernel. The OpenCL device consists of compute units (CU) each further divided into processing elements (PE) as shown in Fig. 3.

Several concurrent executions of the kernel body, called work-items, are grouped into work groups, which can be executed in parallel by multiple processing elements. The memory is broadly divided into host (i.e. CPU) memory and device (i.e. GPU or FPGA) memory. The device memory is also explicitly split into private memory (specific to each work-item), local memory (shared by all the work-items in a work group) and a global/constant memory shared by all the work groups. Global memory offers the slowest access but has the largest capacity while private memory is the smallest but the fastest among all. The memory model is also depicted in Fig. 3.

The main difference between OpenCL code executed on a CPU/GPU and an FPGA lies in the way the code is compiled. For CPU/GPU, the code is compiled in a just-in-time manner to exploit the fixed computing architectures of the devices. The intrinsic flexibility of the FPGA architecture on the other hand allows the designer to explore several kernel optimizations and CU combinations. The main caveat is that the generation of these highly optimized compute architectures takes longer than what a just-in-time compilation allows. The OpenCL standard addresses this issue by allowing for an
offline compilation of OpenCL code to be implemented on FPGA devices [6].

The prospect of using an FPGA as an accelerator in modern HPC systems has already been emphasized. This portion of the paper highlights some related work already done in this regard. It also describes some previous research work done in accelerating the kNN algorithm.

A performance comparison of a complex computer vision algorithm used for linear structure detection implemented over a GPU and an FPGA has been presented in [5]. The implementation platforms considered are an AMD Radeon HD6870 GPU and a Xilinx Spartan6 LX150 FPGA. The results show that the FPGA implementation performs better both in terms of power and speed as compared to the GPU. Unlike our case, where we use HLS to automatically generate RTL from an OpenCL code, the authors of this work have written VHDL code manually to implement the algorithm onto the FPGA. The complexity of writing code at RTL is obviously much higher than doing it for the GPU via OpenCL.

An accelerated kNN algorithm implemented on an FPGA-based heterogeneous computing system was presented in [11]. Altera’s OpenCL compiler was used for compiling the OpenCL code onto the FPGA. The algorithm was implemented onto an Intel Core i7-3770 CPU, an AMD Radeon HD7950 GPU and an Altera’s StratixIV 4SGX530 FPGA. The FPGA beats both GPU and CPU in terms of power and energy-per-computation consumption, but the GPU performs better than the FPGA in terms of execution time, most likely because of the higher DRAM access bandwidth of modern GPUs.

A detailed survey on how to parallelize the nearest neighbor algorithm was presented in [12] where, the author advocates both the opportunity and the need to parallelize such algorithms. A GPU based acceleration of a brute force kNN algorithm using CUDA and the CUBLAS library was presented in [7, 13]. It obviously showed a huge speed up with respect to a highly optimized C++ library implementation.

The use of FPGAs for acceleration is hence a widely accepted proposition. This is shown, e.g. by the decision by Baidu to accelerate its deep learning models for image search by using FPGAs [3]. Similarly, Microsoft, after years of research to accelerate its Bing search engine, is now also looking into how to accelerate deep learning models through FPGAs [4]. Considering the market demand, major FPGA manufacturers Altera and Xilinx have also recently introduced tools to program their respective FPGAs directly through OpenCL [6, 14]. One of our main objectives in this project is to explore how various OpenCL programming constructs are handled by the HLS tool and how can we extract maximum performance from the FPGA device.

III. RELATED WORK

In this paper, we compare two different OpenCL implementations of the kNN algorithm, and we show that the OpenCL code that leads to the best implementation on an FPGA is very different from the one that leads to the best GPU results.

A. Implementation I

The first implementation is a direct implementation of the most easily parallelizable part of the kNN algorithm, namely the distance calculation task, while both sorting and nearest neighbors identification are performed by the host. The implementation uses global memory only, and thus it is mainly a measure of global memory access bandwidth. The distance calculation for each point in the reference data set is completely independent of the other points making the algorithm extremely parallelizable. This implementation is illustrated in implementation I. It makes sense as an “acceleration” of kNN only if the dimensionality $d$ of each point is high, and hence distance computation (which is $O(d*n)$) dominates over finding the $k$ smallest distances (which is $O(k*n)$).

**Implementation I.** Distance calculation on device & neighbors on host

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A query point $q$ and $S$, a set of reference points;</td>
<td>Indices of the $k$ reference points with the smallest distance from $q$;</td>
</tr>
</tbody>
</table>

**Begin**

1. for each reference point $s \in S$ do
2. compute all distances between $q$ and all points $s \in S$;
3. end for

**End**

B. Implementation II

This implementation uses two separate kernels, and streams data between them. The first kernel is used to calculate the distances as in the previous case. The second kernel finds the $k$ smallest distances and returns their indices at the end of its execution.

This implementation is meant to utilize a streaming memory optimization technique offered by SDAccel, which automatically maps global arrays, used merely for inter-kernel
communication, to the on-chip block RAMs. The pseudo code is given in implementation II.

**Implementation II.** kNN on device using multiple kernels

Input: A query point q and S, a set of reference points;
Output: k smallest distances with their respective indices per work-group;

**Begin**

1: declare global distance array “dist” for inter-kernel communication;
2: Kernel1: distance calculation
3: for each reference point s ∈ S do
4:    declare local arrays for each point s ∈ S;
5:    compute the distances between q and points s ∈ S and save in “dist”;
6: end for
7: Kernel2: find k smallest distances
8: for i = 0 to k-1 do
9:    print the index in S of the i-th smallest element of the distance vector;
10: end for

**End**

**V. RESULTS**

We performed a comparison of our implementations on GPUs as well as an FPGA. The code has been optimized for the FPGA by using a variety of optimization options offered by the HLS tool from Xilinx, e.g., loop unrolling and pipelining, and we report the best results for each implementation on each platform. The experimental setup along with the results from our experiments is presented here.

**A. Experimental setup**

The experimental setup consists of three target devices shown in Table I. The first device is an NVIDIA GeForce GTX960 GPU with 1024 cores and a maximum operating frequency of 1178MHz. The device has about 2GB GDDR5 of global memory, with 112GB/s of memory bandwidth. It is accessible from the host through a PCIe 3.0 interface with 16 lanes. The second device is an NVIDIA Quadro K4200 GPU with 1344 CUDA cores and a maximum clock frequency of 784MHz. The device has about 4GB of GDDR5 global memory, with 172.8GB/s of memory bandwidth. It is accessible from the host through a PCIe Gen2 interface with 16 lanes. The third device is an Alpha data ADM-PCIE-7V3 FPGA board with a Virtex-7 690t. The global memory consists of two DDR3 memories with 21.3GB/s of bandwidth. The host can access it through a PCIe Gen3 interface with 8 lanes.

<table>
<thead>
<tr>
<th>Device</th>
<th>Global memory size</th>
<th>Global Memory Bandwidth (GB/s)</th>
<th>Bus interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTX 960</td>
<td>2GB GDDR5</td>
<td>112.0</td>
<td>PCIe 3.0 x16</td>
</tr>
<tr>
<td>K4200</td>
<td>4GB GDDR5</td>
<td>172.8</td>
<td>PCIe 2.0 x16</td>
</tr>
<tr>
<td>FPGA</td>
<td>Two 8GB SODIMMs</td>
<td>21.3</td>
<td>PCIe 3.0 x8</td>
</tr>
</tbody>
</table>

**TABLE I.** TARGET PLATFORM COMPARISON

The dataset used for experimenting with our kNN algorithm is from [15]. It contains locations of various hurricanes and is used by our algorithm to specify the k nearest hurricanes in the vicinity of a given query point. k is usually small in comparison to the number of points in the reference data set and we have fixed it to 5 in our experiments. The number of reference data points used is about 300,000.

**B. Performance Analysis**

The parallel architecture of the FPGA has been exploited by exposing parallelism in the kernels through several HLS optimization directives offered by SDAccel. The loop unroll attribute in SDAccel could be used to expose concurrency to the compiler by either fully or partially unrolling the loops in OpenCL kernels. However, fully unrolling loop iterations that access global memory, as in our case, does not ensure the best throughput, since only a few global memory ports are available. So we unroll only enough to match the available maximum number of global memory access ports. Throughput can be further improved by using the loop pipeline attribute, which can pipeline any explicit loop in the kernel as well as the work-item loop within a work group, and better match the limited number of memory ports.

The work group size in the OpenCL standard can be specified by the (reqd_work_group_size) attribute which indicates the size of the problem space that can be handled by a single invocation of the kernel compute unit. This attribute is highly recommended in the case of FPGA implementation, because it allows performance optimization during the custom logic generation for the kernel, by informing the synthesis tool about the iteration count of the loop over work items.

Several memory access optimizations are also offered by SDAccel which are critical to performance enhancements on an FPGA. For instance, 2-element vector data types improve the memory access throughput, as compared to using C structs, when reading in two-dimensional data points. One of the optimizations offered by SDAccel, namely “on-chip global memories”, was exploited in implementation II to achieve a very significant speed up in execution. This optimization utilizes the block RAMs in the FPGA to create memory buffers that are visible only to the kernels accessing them, while inter-kernel buffers in “standard” OpenCL are allocated in the external, slower, DRAM.

The performance analysis for implementation I is presented in Table II. The resource utilization in case of FPGA implementation is also shown. The frequency reported by Vivado HLS is 240MHz. The sorting in this implementation is done on the host. Hence, the sorting time in all the cases is also included as a part of the total execution time of the kNN algorithm. The devices in this implementation are used only to calculate all the distances between the query point and all the reference data points. This process is fully parallelizable with no loop dependencies. Work-item pipelining has been used here for FPGA implementation and the data is read in bursts from the global memory. Both the GPUs perform faster than the FPGA due to their higher DRAM access bandwidth. FPGA implementation however out-performs both the GPUs in terms of power and energy consumption. The power analysis for the FPGA implementation was done using the power estimation capabilities of Vivado. The GPU power on the other hand was estimated based on the datasheet, which from our earlier
experiments was very close to the one reported by GPU profiler tools e.g. GPU-Z.

TABLE II. PERFORMANCE ANALYSIS OF IMPLEMENTATION I

<table>
<thead>
<tr>
<th>Parameters/Devices</th>
<th>FPGA</th>
<th>GTX 960</th>
<th>K4200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device time</td>
<td>1.23ms</td>
<td>0.04ms</td>
<td>0.05ms</td>
</tr>
<tr>
<td>Sort time (Host)</td>
<td>4ms</td>
<td>3ms</td>
<td>3ms</td>
</tr>
<tr>
<td>Total execution time</td>
<td>5.24ms</td>
<td>3.04ms</td>
<td>3.05ms</td>
</tr>
<tr>
<td>Power (Device)</td>
<td>0.422W</td>
<td>1.20W</td>
<td>1.08W</td>
</tr>
<tr>
<td>Energy (Device)</td>
<td>0.523mJ</td>
<td>4.4mJ</td>
<td>5.6mJ</td>
</tr>
</tbody>
</table>

The performance analysis for implementation II is given in Table III. This implementation also has a clock frequency of 240MHz. It exploits the “on-chip global memories” option, offered by SDAccel for streaming data between kernels. A global memory buffer “dist” is used for inter-kernel communication which gets mapped to the on-chip Block RAMs and is visible only to the kernels that uses it. This explains the increased power consumption in comparison to the other case, where the BRAMs were kept powered down.

TABLE III. PERFORMANCE ANALYSIS OF IMPLEMENTATION II

<table>
<thead>
<tr>
<th>Parameters/Devices</th>
<th>FPGA</th>
<th>GTX 960</th>
<th>K4200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device time</td>
<td>1.23ms</td>
<td>0.03s</td>
<td>3.11s</td>
</tr>
<tr>
<td>Power</td>
<td>3.136W</td>
<td>120W</td>
<td>108W</td>
</tr>
<tr>
<td>Energy</td>
<td>0.0039J</td>
<td>111.6J</td>
<td>335.88J</td>
</tr>
</tbody>
</table>

This implementation is considerably faster on the FPGA than both the GPUs, yet it still consumes both less power and less total energy in comparison. This speedup occurs at the cost of about 7x increase in the power consumption as compared to the FPGA implementation of implementation I. The best case GPU implementation (GTX960) in this case is about 756x slower than the FPGA implementation, since the multiple kernels execute sequentially on the GPU and share only global memory.

VI. CONCLUSIONS AND FUTURE WORK

This paper explores both kernel implementation changes and a variety of HLS directives to optimize the synthesis of an OpenCL application to be implemented on an FPGA platform. Two fairly different implementations of the knN classification algorithm have been considered as our test cases. The FPGA is found to offer a better power/energy performance as compared to the GPU in all the algorithm implementations. By carefully analyzing the algorithm characteristics, we managed to find an OpenCL implementation of kNN that also results in better overall execution time on an FPGA than on a GPU, and is thus pareto-optimal with respect to GPU implementations with respect to performance, power and energy. It exploits on-chip global memory implementation and data streaming options that are more readily and more frequently available on an FPGA than on a GPU. Future work includes using our findings to enhance HLS tools to improve the level of automation starting from a non hardware specific OpenCL model.
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Abstract—Web based applications penetrate into every software domain. Even those reserved only to desktop programs are becoming available through web browsers now. This has brought real technical challenges to software developers. Medical programs are not different. In this paper we are proposing new approach to text processing for web browser based medical applications. We are focusing on entering text of medical interpretation which is very important and sensitive aspect of medical report creation. A number of products were reviewed to justify the need for research in this area. The developed approach integrates report assembling, presentation and diagnosis text processing in accordance with medical data safety regulations. We prove that proposed solution based on HTML5 Canvas can be applied to development of the most demanding pathology reporting applications.

I. INTRODUCTION

Development of web based applications for reporting in medicine brings variety of challenges. The need for online access to software is unquestionable today. Initiated by the American Recovery and Reinvestment Act (ARRA) by 2009 pertained to areas like patient electronic health record [1] or management reporting. In spite of problems [2] online access to medical software tends to cover all areas nowadays. We will focus on challenges with porting medical reporting systems to web based applications. For the use of this paper we generalize medical report document structure [3]. The reports we are considering here can be divided into the following parts:

1. The Patient Information part containing patient demographics and clinical information (medical record number, attending doctor, etc.),
2. The Diagnostic Tests part which refers to laboratory testing results (including historical results) and observations,
3. The Medical Diagnosis part which is medical interpretation text entered by health care professionals (pathologist, radiologist, medical laboratory scientist, etc.) that we will refer to as diagnostician,
4. Report Header and Footer sections that usually contains medical institution information.
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formation would be considered as safety breach. We will refer to a problem of editable and not editable sections.

2. Complete Report layout has to be visible during interpretation entering and not changed when report is being printed or exported to PDF document. This is the concept of WYSIWYG (What You See Is What You Get).

3. Document presentation should not change across different web browsers, which is one of the most difficult issues to solve. Covering all notable web browsers and different release versions is one of the main requirement. Following browsers are taken into account: Chrome, Firefox, Opera, Safari, Internet Explorer and Microsoft Edge. Evaluation of components available on the market proved that research in this area is justified. Among others, following products were evaluated: DevExpress Html Editor [5], TxTextControl [6], TinyMCE [7]. All solutions based on ActiveX and Sliverlight technologies were not taken into consideration as these technologies are to be withdrawn.

II. SOLUTION OVERVIEW

The core of the research was to create software component providing the ability to view and edit medical reports in web browsers. It have to allow viewing the document in its final shape and editing in the same time, assuring the requirements listed in this paper’s introduction are met.

Achievement was to develop web browser component based on HTML5 Canvas technology for text processing. Using Canvas for text processing is not a common approach with many obstacles that had to be overcome. We investigated possibility of using Canvas custom text drawing component in connection with innovative report merging mechanism. Medical data consistency and safety is guaranteed by presentation of not editable parts of the report as immutable images in conjunction with editable parts completely controlled by our canvas text processing editor. Immutable medical data images provides safety across all types of devices, while commonly used in web environment HTML rendering depends strongly on web browser engine and operating system. That may cause the content to be displayed differently on different devices, as depicted in chapter VI of this paper. For most of the content presented in web browsers this is not an issue. Unpredictable change to the formatting of medical data can lead to incorrect interpretation of the results. Using the same report merging mechanism to generate final PDF document and parts of the not editable report is the biggest gain of the presented solution. Reliability of presented information was the main goal and it was achieved.

III. DEVICE INDEPENDENT DOCUMENT RENDERING

We defined the following components in our solution:

- **Reporting Engine** is a high-level text processing and reporting component for server-based application;
- **Web report** – final document divided into logical slices like header/footers, non-editable and editable slices;
- **Shark Editor** – text editor developed based on open source project named Carota.[8];
- **Shark JSON** – internal text editor format based on open-standard data format JSON defined by RFC 7159 [9];
- **Canvas** – element of HTML5 specification that allows dynamic, scriptable rendering of 2D shapes and bitmap images [10];
- **Font maps** – a set of properties described fonts like Times New Roman, Arial, Verdana, etc.

![Server architecture](image)

The architecture of the medical reporting system is a typical client-server architecture. System generates report on the server and returns it to the client using TCP/IP protocol. The client application, located on a web browser, presents the report to the user and handles all user inputs. Fig. 2 and Fig. 3 show graphical representation of the system architecture. The main element of server side application is a reporting engine which can provide fully merged medical report. The reporting engine was extended to provide the ability to export document in a new format – web report format. The advantage of this solution is fact that report engine is replaceable part of architecture. System may use any reporting engine available on market. Two requirements for the engine are: 1) ability to export document as image; 2) discreet representation of document in memory;
The client application was developed using HTML5 technology. Web report is passed to client in a JSON format, which is the most common data format used in browser/server communication. Text Editor Engine creates a virtual document with words, lines and sections, then measures it using provided font map, and then renders the document on the screen. Each element (word, letter, image, etc.) is drawn directly on the canvas that gives absolute control over what is presented on the screen and how it reacts to user changes.

The web report format may be used in text editors developed in other technologies like (X)HTML, WPF, Swing, WinForms. In our approach we use web report format to display it on canvas item and translate it to JSON format.

V. CANVAS AND DOCUMENT STRUCTURE

Web Report in JSON format consists primarily of an array of JSON objects, called runs. They are parts of text with consistent formatting as well as some special elements (markups, images, etc). This format supports most commonly used properties, like font sizes and styles, colors and alignment. A sample text: “Plasma glucose is about 12% greater than...” is presented in JSON as follows:

```json
[   {   "text": "Plasma glucose is "   },   {   "text": "about 12% greater", "bold": true },   {   "text": " than..." } ]
```

Elements in curly brackets are called *runs* and text from the sample is represented by three *runs*. Besides such simple objects, document structure also supports two complex types of *runs*. The first of them is also text based, but provides custom behavior on user input, e.g. could be modified only using drop-down or editor pop-up. It can be used to merge and maintain always up to date patient details, or provide some predefined values. This element contains extra attributes like *type* and *fielddata*. Below is an example of such item in JSON format.

```json
{   "text": " Patient Last Name",   "type": "TEXTFIELD",   "fielddata": {   "type": "MERGEDFIELD",   "source": "PatientLastName" } }
```

The second type of *run* is not printed directly on the screen, but provides logical division of the document and ability to assign custom behavior. Used mostly to define read-only/editable items or distinct different parts of the report:

```json
[   {   "text": "§": "sectionStart" },   "code": "_SEC_GROSS_DESC" },   {   "text": "Interpretation text" },   {   "text": "§": "sectionEnd" } ]
```

While the document loads, collection of runs is transformed into virtual structure of characters, words and lines which are stored in memory, to improve rendering performance. Each of these items have measured their own boundaries using a provided font map with ascent/descent values as well as width/height dimensions (Fig. 4). They are determined by the size of nested objects, so height of a word comes from the height of its letters, and the width is a sum of
letters widths. Line dimensions are determined by the nested words, documents by nested lines.

Using font map not only speed up building of document structure, but also improve matching between canvas document and final PDF report.

JSON data also contains information about document layout, like paper size and margins, used to split content into words, lines and pages in the same manner, as in Reporting Engine. When the document structure is ready, visible part of the report (based on scroll position and window size) is drawn on the canvas, using its native methods like `fillText` or `drawImage` with measured sizes. Whole process starts from the document objects, that initiate drawing its lines and lines draws its words, etc. When the user is typing, entered text is first handled by hidden HTML text area component, which triggers document update – current word is immediately measured and the whole structure is updated.

Wrapping content and text between pages is divided into two steps, to maintain the best fit with final report. First, content is wrapped dynamically based only on current editor state (page size, line height, left space). This is fast, but can sometimes lead to unexpected results, such as splitting of non-editable, but consistent content, that should be moved as a whole to the next page. Fig. 5 demonstrate this situation.

When the user stops typing for a moment, a synchronization mechanism is triggered, as second step of this process. It requests the current pages split points from the PDF engine, compares them with current state and perform some minor additional adjustments, if needed. Fig. 6 demonstrate the result document after the synchronization. This mechanism guarantees that one of the postulates is met – “What You See Is What You Get”.

VI. EVALUATION

Evaluation of other components proved our solution to be superior. Taking leading product, Microsoft Word Online as an example, we prepared document with tabular data and opened in Internet Explorer browser Fig. 7. Difference in display when opened in Google Chrome is clearly visible in Fig. 8. Presented example demonstrates very dangerous change is data presentation. Due to different interpretation of HTML table size by web browser engine, numbers were con-
solidated in one line causing error prone situation. As presented in Fig. 9 the same document exported to PDF can change even more.

Such behavior is not acceptable for medical reporting. Described example would be classified as Risk to Health incident. Document processing we are presenting in our solution is designed to eliminate similar danger. Presenting of diagnostic data as images makes it platform independent.

VII. RESULTS AND FUTURE WORK

In this paper, a Report Editor Component for medical web applications was presented. We implemented the prototype and evaluated it in terms of usability. The component is fully functional with a satisfactory user experience. Comparison to Microsoft Word Online [12] and Google Documents [13] was done as these were considered to be a reference implementation of online text processing solutions. When editing large documents the response time has been evaluated as one of the most important aspect of usability. Significant performance improvement was achieved by the novel font mapping mechanism we developed. Support of medical dictionaries is added with “spell as you type” functionality. Initial evaluation of dictation was done but further work is necessary in this area. Still the main advantage of proposed solution is the safety of processed medical information. Design of the component provides extensible base for building sophisticated reporting software for medical industry.

One of the biggest challenges we have to face is table support. Handling tables, nested tables and table cells merging may be one of the most difficult task to complete. At this stage the component we designed can be provided to medical personnel for evaluation and suggestions. Feedback from pathologists would drive further work on this solution.
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Abstract — This paper presents the methods to predict the number of people waiting in queues in Districts Offices of the City of Warsaw. On the basis of information from real-time queues length exposed as a part of Open City Data portal we can predict number of people in given time frame, which can be then used to further estimate predicted waiting time. These information are important and useful for number of people that visit district offices every day. The methods presented in the paper can be used to build a new value-added smart city services.

I. INTRODUCTION

Queue management systems are popular tools in many organizations focused on mass customers service. When services are operated by limited number of support staff and at the same time we have to deal with a large, often unpredictably bursting number of visitors, we can expect the phenomenon of queues. Queue management systems (QMSs) can be useful in organizing the queues and very often shortening them. QMSs became popular solution used in crowd management all over the world, in Poland being especially popular in retail trade (e.g. in pharmacies), financial services (banks), electricity suppliers or in public offices (post offices, District Offices, Registry Offices etc.).

In this paper we will focus on the QMSs data provided by the City of Warsaw as a part of Open Urban Data platform of the City of Warsaw [1]. The remaining part of this paper is organized as follows:

- First, queue management systems present in the citizen servicing areas are described together with QMS API.
- Next, several applications that uses the API are described, with emphasis on the functionality and usefulness.
- Sections V and VI describe data collection process and prediction model assumptions respectively.
- Finally prediction model evaluation and description of future works are provided.

II. EXISTING SOLUTIONS

Citizen servicing offices of the City of Warsaw are served with multiple queue systems. When a citizen enters the office, he gets an appropriate ticket at a kiosk, and then waits until his number appears on the wallboard that manages the queue. Warsaw offices mainly uses QMS delivered by Swedish company Qmatic [2]. Installed solutions allows to transfer ticket between queues [3] when, for example, citizen must pay for the documents at the cash desk. Another available function is ticket reservation e.g. using web page. In this case, the person who booked the ticket have to enter the office five minutes before the scheduled time and confirm his/her presence using dedicated function at kiosk [4]. Unconfirmed tickets are automatically canceled and removed from the system.
parameters [5], such as number of waiting people or expected waiting time are presented.

III. QUEUE DATA EXPOSITION

In addition to the queue displays in offices or web pages, that were mentioned in section II, the City of Warsaw also provides Application Programming Interfaces (APIs) to its’ QMSs. This RESTlike APIs are part of Open Data portal [1], and cover QMSSs serving 8 city offices. The list of the offices as well as number of distinct queues registered within each office is presented in Table I.

<table>
<thead>
<tr>
<th>No.</th>
<th>Office</th>
<th>Number of Queues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>District Office- Białoleka</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>Registry Office Fałęcka</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>District Office- Bielany</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>District Office- Ochota</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>District Office- Wola</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>District Office- Żoliborz</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>Registry Office Andersa</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>Passport Office Starynkiewicza</td>
<td>6</td>
</tr>
</tbody>
</table>

Open Urban Data platform used by the City of Warsaw was developed within MUNDO project (Apps4Warsaw) [6]. The platform collects data from QMSs with the frequency of 1 minute.

IV. EXISTING APPLICATIONS

Number of application using QMSSs API of the CoW were developed for past 2 years. The very first one was ‘Staczkolejkowy’ [8] that was developed within Business Intelligence Hackathon API (BIHAPI) contest in 2014 [7]. Another example use of the API is e-kolejka application that was competing in BIHAPI 2015. Both are mobile applications for Android - based smartphones and allows users to visualize queues on the screen and notify them when their ticket is being called. It should be emphasized that ‘Staczkolejkowy’ was one of the winners of the 2014 BIHAPI contest.

Queue API was also popular API among participants of Apps4Warsaw contest. The applications concepts submitted to the competition and prototypes built in the development phase of this contest are listed in Table II.

<table>
<thead>
<tr>
<th>No.</th>
<th>Project name</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Staczkolejkowy [8]</td>
<td>Prototype</td>
</tr>
<tr>
<td>2</td>
<td>Caffe Kolejka [9]</td>
<td>Prototype</td>
</tr>
<tr>
<td>3</td>
<td>Pan tu nie stal [10]</td>
<td>Concept</td>
</tr>
<tr>
<td>5</td>
<td>ShortQ [12]</td>
<td>Concept</td>
</tr>
</tbody>
</table>

V. DATA PREPARATION

In order to properly handle the task of prediction of the queue length, two datasets were collected between 1st of April 2016 and 7th of May 2016. For each of the datasets real-time queue data for a total number of 681 queues defined in 6 district offices (named \( Q_1, \ldots, Q_6 \)) were collected using 1 minute polling interval. The data were then split into two groups, one of them, containing data from 1st of April till 30th of April, formed learning set, while the data collected in May were used to evaluate the accuracy of prediction model.

It was observed that queue length of 0 (zero) is reported very frequently by the API. Moreover, in about 5% of queries internal server errors were reported.

For each of the set only queue data for working hours were used in further analyses.

Overall our dataset contained of about 16 millions of valid individual entries of single queue length.

VI. QUEUE PREDICTION

As mentioned in section V, individual records of queue length are often equal to 0. Therefore we decided that instead of predicting such an individual state, our methods will estimate mean queue length in a given time frame. This means that raw datasets described in Section V had to be aggregated with the use of time-based windows. We decided to use two non-overlapping aggregation windows of length being respectively: 5 minutes and 1 hour. The idea of data aggregation is illustrated in Fig. 2.

![Time-based windows used to aggregate raw queue data, window of 5 minutes used](image)

For every window we calculated mean queue length, it means that in the example in Fig. 2 for window #1 the value assigned to this window will be 1.4.

In order to perform prediction of the queue length we decided to use Random Forests algorithm [13]. Input data for the prediction of queue length in time \( t \) were:

- aforementioned average queue length for \( k \) past aggregation windows, denoted \( t-1, t-2, \ldots, t-k \),
- day of week (\( d \)) of aggregation window \( t \)
- time (hour and minutes) of the aggregation window \( t \).

Due to methodology based on averaged values, we decided to use Random Forests in regression analysis task. For experimental verification of our method, we used three combinations of window size and \( k \) that are reflecting two use case scenarios: short-time predictions for people who are in a short distance to district offices and long-term prediction, for people traveling long distances to reach the office. Aggregation window length and number of historical observation for this use case scenarios are as follows:

<table>
<thead>
<tr>
<th>Window Size</th>
<th>Number of Historical Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 minutes</td>
<td>5</td>
</tr>
<tr>
<td>1 hour</td>
<td>1</td>
</tr>
</tbody>
</table>
- 5-minutes long window with $k=5$ historical windows analyzed,
- 5-minutes long window with $k=12$ historical windows analyzed,
- 60-minutes (1 hour) long window with $k=12$ historical windows analyzed

VII. EXPERIMENT RESULTS

Proposed method prediction accuracy, defined as the proportion of predictions with error less than 0.1 person/timeframe, varies between 36.68% up to 88.16%, depending on district office. Mean prediction error is 0.714 person/timeframe in worst case, and 0.096 person/timeframe in the best case. It is important to note that distribution of error varies in time, as can be observed in the example at Fig. 3.

It can be also observed that almost all peaks observed in real data were predicted, while there are few false predictions, i.e. peaks that although were predicted by our algorithm, were never observed in real life data.

Our algorithm achieves the best results when shorter aggregation window of 5 minutes is used, despite the number of historical observations that are analyzed. The explanation for this fact is that usual peak in queue length lasts for around 30 minutes and therefore individual peaks are averaged over time window and produce more noisily data over which prediction is less accurate.

It should be also noticed that for the purpose of experiment presented in this paper we excluded data coming from hours were offices were closed (i.e. queue length was always 0). This means that prediction evaluation was performed in real use-case scenario.

Detailed comparison of obtained results for all three test cases are provided in tables III, IV and V respectively.

**Table III**

<table>
<thead>
<tr>
<th>Accuracy factor</th>
<th>O1</th>
<th>O2</th>
<th>O3</th>
<th>O4</th>
<th>O5</th>
<th>O6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error (person/timeframe)</td>
<td>0.138</td>
<td>0.245</td>
<td>0.252</td>
<td>0.100</td>
<td>0.112</td>
<td>0.096</td>
</tr>
<tr>
<td>Standard deviation of error</td>
<td>0.353</td>
<td>0.879</td>
<td>0.917</td>
<td>0.355</td>
<td>0.302</td>
<td>0.377</td>
</tr>
<tr>
<td>Percentage of correct predictions</td>
<td>76.51%</td>
<td>67.48%</td>
<td>73.15%</td>
<td>88.16%</td>
<td>81.49%</td>
<td>86.69%</td>
</tr>
</tbody>
</table>

**Table IV**

<table>
<thead>
<tr>
<th>Accuracy factor</th>
<th>O1</th>
<th>O2</th>
<th>O3</th>
<th>O4</th>
<th>O5</th>
<th>O6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error (person/timeframe)</td>
<td>0.156</td>
<td>0.278</td>
<td>0.269</td>
<td>0.121</td>
<td>0.123</td>
<td>0.117</td>
</tr>
<tr>
<td>Standard deviation of error</td>
<td>0.401</td>
<td>0.947</td>
<td>0.903</td>
<td>0.411</td>
<td>0.319</td>
<td>0.458</td>
</tr>
<tr>
<td>Percentage of correct predictions</td>
<td>77.92%</td>
<td>68.35%</td>
<td>70.21%</td>
<td>86.89%</td>
<td>81.46%</td>
<td>86.74%</td>
</tr>
</tbody>
</table>

**Table V**

<table>
<thead>
<tr>
<th>Accuracy factor</th>
<th>O1</th>
<th>O2</th>
<th>O3</th>
<th>O4</th>
<th>O5</th>
<th>O6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error (person/timeframe)</td>
<td>0.392</td>
<td>0.602</td>
<td>0.714</td>
<td>0.277</td>
<td>0.250</td>
<td>0.180</td>
</tr>
<tr>
<td>Standard deviation of error</td>
<td>0.591</td>
<td>2.013</td>
<td>2.005</td>
<td>0.608</td>
<td>0.576</td>
<td>0.500</td>
</tr>
<tr>
<td>Percentage of correct predictions</td>
<td>42.04%</td>
<td>49.26%</td>
<td>36.68%</td>
<td>72.96%</td>
<td>48.23%</td>
<td>65.77%</td>
</tr>
</tbody>
</table>

Fig. 3. An example comparison of real (blue) and predicted (red) queue length for 5 minutes long aggregation window for one of the district offices.
VIII. FUTURE WORKS
Currently, we put emphasis on development of accurate and computationally efficient prediction methods for queue data. Nevertheless proposed methods are designed to be easily transformed into QueuePredict API, which would be highly useful extension to already exposed urban APIs.
Moreover future works on prediction methods will focus on the use of additional data including but not limited to:
- weather data and weather forecasts,
- public transport data,
- long-term observation of queue usage,
- prediction of queue state in time steps far beyond near future (i.e. predicting queue length for several hours or days).

IX. SUMMARY AND CONCLUSION
This paper presented the evaluation of Random Forests regression model in the task of predicting the average length of queue in District Offices of the City of Warsaw. The queue data are collected with the use of Open Urban Data portal of the City of Warsaw and are collected in 6 district offices.
Prediction models were developed in three different scenarios representing different real life use cases. Prediction accuracy of the developed models is as high as 88.16 % with prediction error being as low as 0.096 person/timeframe when short time prediction is considered. Long term prediction facilitates significantly worse results with maximum prediction accuracy of 72.96 % and average prediction error of 0.180 person/timeframe.
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Abstract—As long as Bluetooth Low Energy (BLE) was mainly applied for broadcasting marketing information, the problem of trust of this transmission was treated as marginal. However, once the marketing channel was applied for such application as geolocation by means of BLE beacons, and e-payments, the problem of proper identification and authentication of the broadcasting device, as well as time/place of interaction, become very sharp. This problem cannot be solved by means of traditional mechanisms such as symmetric and asymmetric cryptography, due to several reasons. First, symmetric cryptography needs a redistribution of an encryption key, common for all the network nodes or at least known for the network central authentication point, and kept secret for the lifetime of the nodes. It is very problematic how to keep such multi-copied and long-lasting information secret. Second, the messages broadcasted in BLE marketing channel are restricted by length and format, making it practically impossible to use longer encryption keys widely assumed as safe. Third, BLE devices are usually restricted according to memory amount and processing power, thus classical implementation of PKI encryption algorithms is very problematic. Fourth, there is no way to apply usual two-directional interaction to exchange some data to be encrypted, e.g., to prove directly the fact of interaction between two devices. And last but not least, time representation in small autonomous devices is quite weak, thus the hardware must be extended by some additional verification mechanisms and specialized hardware modules.

In the paper we present a practical approach to an efficient representation of a testbed for trusted geolocation beacons broadcasting in the BLE marketing channel. The encryption is based on external co-processor and elliptic curves algorithms, which made it possible to apply shorten keys and use minimum resources of the beacon (memory, processor, energy). To prevent the attacks of “recording” type in man-in-the-middle mode (reusing the broadcasted information obtained in one place in the other place/time), the broadcasted messages include time stamps generated by attached RTC units. The idea may be applied for the other types of IoT and sensor networks to improve trust and verification of broadcasted messages.

I. INTRODUCTION

RECENTLY we observe a boom of Bluetooth devices and applications. Bluetooth (BT) communication is widely applied for short-distance networking, mainly for personal purposes, but also for some sensor networks [1]. With the introduction of version 4.1 (Bluetooth Low Energy BLE [2], recently also called Bluetooth Smart), apart traditional one-to-one transfer among two paired devices, it is also possible to generate and receive messages in the broadcast mode. Such a message, generated by one BLE node, may be read by any other BLE node, temporary present in the radio-range area, without the need of previous pairing or installation of some new software. Originally, BLE broadcast was applied for some marketing purposes. The idea was to generate periodically some short messages with advertisement of “local” products and services, to attract anybody in the closed neighborhood. This idea soon evolved towards a standard called BLE Marketing Channel. The standard concerns possible message formats, as well as physical parameters of the transmission – maximum power, message length and necessary parts (such as preamble and CRC), minimal gaps between transmissions (frequency of repetitions) etc. In a while BLE broadcast was applied to some other application areas, such as shopping and orientation in supermarkets. This idea in turn resulted in the introduction of beacons. A beacon is a small autonomous device, disconnected from the network, periodically (usually few times per second) broadcasting some information about itself, mainly unique identifier [3]. The identifier, in conjunction with an external database, may be used to deduce an exact geo-location of the device. As the transmission power of the device may be adjusted to current needs (at the installation time only, however), restricting the transmission distance
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from centimeters to a few meters, it may be assumed that all the receivers in the radio-range share the same location as long as they are able to receive proper information from the beacon [4].

The above mentioned “receivers” are any BLE devices capable of reading broadcasted messages. To this goal, any modern smartphone or tablet would apply. In case of iOS devices, there is no need for an installation of any additional software – support for BLE traffic is included as basic functionality of the operating system. In case of Android, usually a dedicated application must be installed. For Windows, according to our best knowledge, there is no BLE support as for now.

Once the BLE technology is so popular, and both hardware and software is there, it is very probably that BLE broadcast will be used in many places and for many different purposes, such as sensor networks, automatic ticketing, e-payments [5], tracking etc. However, we have to enumerate not only the advantages, but also new problems provoked by possibly mass usage of this technology. As the main target or the BLE broadcast was addressed to the advertisement, such features as trust, privacy and security [6] were not initially taken into attention. As a consequence, the standard bypasses such basic functionality as digital signing of the broadcasting BLE nodes, encryption and decryption of the message content, verification of message consistency (apart standard CRC verification) etc.

The main goal of our work is to fill the gap. In the paper we discuss some possible ways of hardware and software extensions for geolocation beacons (and similar, any broadcasting node of a sensor network) to be used for any application which requires much more level of trust. To preliminary test the idea, we propose some ways for early-prototype development, based on linking BLE devices with Windows-operated PC, to use its full potential for finding the best algorithms for the encryption and decryption of the information to be broadcasted by the beacons.

The remainder of the paper is organized as follows. First, we briefly describe BLE marketing channel and data formats for geolocation beacons, followed by a discussion on the problem of a lack of efficient cryptography method for this sort of devices. Second, we try to formulate basic requirements for such method, to be applied mainly for digital signing of the broadcasted information. Then, we propose an environment for testing several solutions, with a prototype testbed based on AVR processors [7], BLE modules and some PC-based simulators of encryption modules. Finally, we provide some conclusions and show the directions of future work.

II. BLE MARKETING CHANNEL AND GEOLOCATION BEACONS

As mentioned already, a beacon uses so called BLE marketing channel to disseminate some information about itself, mainly unique identifier. The channel is characterized by some restrictions, especially introduced to minimize energy consumption and extend battery life. In particular, in any case message size cannot exceed 47 bytes, and certain time gap between messages must be preserved, making it possible to transmit only a few messages per second.

The above requirements substantially reduce the possibility to directly apply encryption for the broadcasted messages, for at least two reasons: limited data length, and limited possibility to mix both encrypted and non-encrypted data.

To better understand these restrictions, we must describe the data format that is used to disseminate messages in BLE marketing channel. Each message, of length 47 bytes, is composed of (Fig 1):

- a preamble, always equal to 0xAA,
- channel address (in turn always equal to 0x8E89BED6),
- data packet, composed of a header, additional address field, and unique device identifier (in case of the most popular iBeacon standard[8], for other standards such as AltBeacon [9], Radius Networks, Google beacons [10] etc., similar restrictions apply),
- strength of the radio signal (power level),
- standard Cyclic Redundancy Check (CRC) value to automatically detect and correct transmission errors.

As it may be seen, only 31 of 47 bytes composing the message may vary, while the rest is reserved for the purposes of BLE marketing channel standard. This means that the maximum length of the encrypted part is limited to 248 bits. It is widely assumed that the encryption key must be shorter than the message to encrypt. Thus, in this case the encryption algorithm should use keys of minimum length, which are not treated as safe now. Note that parting the encrypted data into several messages is also very problematic, due to the fact the broadcasting takes place only few times per second, thus the reception of the whole message would be incredibly long. Note also that if we would like to transfer in the same message both encrypted and non-encrypted part (for the purposes of digital signing), the encrypted data length is limited to 20 bytes, thus 160 bits at the most.

Taking into account the above restriction, we decided to applied the newly proposed encryption algorithm based on
elliptic curves (ECC) [11]. This algorithm is effective for the substantially shorten keys (in comparison with classic algorithms such as RSA [12]), its 160-bit long key provides similar encryption power as 1024-bit RSA key. The problem is the ECA algorithm is hardly applicable to the limited hardware/software of the beacons. Even if successfully implemented with limited memory and CPU resources, it would consume substantial amount of energy for the computations. Thus, for the encryption a specialized chip should be applied, to (1) encrypt the data in parallel with the execution of a beacon program, and (2) to minimize energy consumption with the encryption process implemented at hardware level.

So far, only limited number of such specialized chips is available on the market; however, this restriction is expected to be relaxed. In parallel, several basic libraries have been proposed recently to apply ECC algorithms for the encryption, as DSA/RSA replacement. These libraries are available for popular programming languages such as Java and C/C++/C#. In the next section, we broaden the discussion on this topic, addressing also some implementation and organizational issues related to the usage of trusted (signed) information broadcasted by the beacons.

III. THEORETICAL ASPECTS OF ENCRYPTION FOR BROADCASTED MESSAGES

In the classical application of a beacon to geo-location marking, each beacon broadcasts only its unique identifier, and no encryption is applied. Also, no time is to be represented and broadcasted – the broadcasted signal is the same for the lifetime of a beacon (usually from a few months to a few years). As such, the signal is not resistant to any man-in-the-middle attacks, such as capturing a message from a beacon at certain place and re-broadcast this signal using a fake transmitter at another place. Moreover, such attack seems to be trivial using popular devices such as smartphones with BLE units. It may be expected that sooner or later attacks of this type will take place, especially at the shopping centers and popular tourists points, for which the beacons are widely used as basic location markers.

It is clear that the beacons should be extended by some verification mechanism. And it is quite evident that the cryptography should be applied to this goal. The question is – which kind of cryptography and which algorithms?

As for the cryptography type, we deal with symmetric and asymmetric cryptography. The base for the first is to distribute some encryption keys, usually common for all the nodes in a local “network” (it’s hard to say the broadcasting-only nodes create a full network, however, we will use the term “network” to point out the fact the nodes are communicating using networking mechanisms). The problem with such distribution and storage is to keep the keys secret. As the beacons are fixed and cannot be changed/updated, and they have no bi-directional network connection, it is very naïve to think the key would not be unfolded, and thus some fake devices would be added to the “network”. Moreover, as most of nowadays smartphones are equipped with a BLE unit, it would be possible to run an application pretending to act as a beacon with minimum effort. For this reason, we should abandon the idea of using symmetric cryptography for beacon network.

The asymmetric cryptography seems to be much better candidate [13]. As the private key is possibly generated at the installation time inside the device and never accessible outside, there is no way to unfold it. And even the device is cracked by the hardware, it is possible only to falsify this device only, while the other devices are still safe and trusted [14]. The public key may be either propagated at the installation time to the operator, to be stored in an external database indexed by the device unique identifier [15], linked to IP address [16], or even periodically broadcasted by the beacon together with its identification data.

However, several problems arise while trying to implement asymmetric cryptography for BLE marketing channel, these are discussed below, with some proposals towards efficient implementation.

First, as already mentioned in the previous section, BLE marketing channel is very restricted according to total length and format of the broadcasted messages. Second, majority of information from each message is fixed due to the requirement of the BLE marketing channel standard. As a result, only small fraction of the message is variable, and only a small part may contain encrypted data. Thus, it is not possible to apply classical encryption algorithms such as RSA, for which the basic requirement is to encrypt the information longer than the encryption key. A reasonable key is 1024 bits long, while the minimum encrypted message length is something like 128 bytes (not counting fixed elements of each message such as headers and checksums), which is at least three times as much as the maximum length of a message in BLE marketing channel. One may say that a single message may be cloned to form a longer message, and such a long message may be divided into a few smaller messages, transmitted into pieces and finally relinked and extracted at the receiver side. However, due to energy savings, minimum period between succeeding transmissions is counted in hundreds of milliseconds. Thus, transmitting the whole long message would take a second or even more, assuming there will be no transmission errors. As the useful radio-distance for a beacon is sometimes counted in centimeters, one would have to stop and wait near each beacon to get the whole encrypted message. This is unrealistic, moreover, usually we do not know exact locations of the beacons, thus having no information where to stop and for how long.

So, if RSA (and similar solutions) cannot be directly applied, we have to take a look for its replacement. Elliptic Curve algorithms (ECC) seems to be a good candidate to this goal [11]. With their 160-bits long keys they offer
encryption power comparable with 1024-bits RSA [12]. Once a minimum length of an encrypted message is counted down to 20 bytes only, ECC encryption fits the maximum length of BLE message.

In addition, ECC algorithm is much less demanding according to the memory and CPU requirements in comparison with RSA [12]. Note that when we have to e.g., double the memory amount, we usually shorten the battery life by the same factor. Thus, for the autonomous beacons, for which the lifetime should be counted in years rather than months, it is extremely important to avoid complex computations and mass usage of operational memory. However, the problem is that typical processors applied for beacons and similar IoT/sensor network devices are very restricted. E.g., popular AVR family offers 8-bit processors with 2 kB of operational memory as the base for small battery-operated devices. Even if some AVR processors are 32-bits machines with hundreds of kilobytes of memory, it is still not reasonable to use such hardware for ECC computations. As stated by many researches, it takes typically several hundreds of milliseconds to perform a single encryption for a short message while using AVR-related hardware [7]. Our experiments also showed that efficient implementation of any asymmetric encryption algorithm for AVR processor, even if possible, takes too much time and leaves almost no place in the memory for the other code, needed at least to control the operation of BLE unit and message composition.

The solution is to apply a separated hardware module dedicated to encryption tasks. We tested such modules, but found their usage very difficult while applying for AVR-based nodes. Unfortunately, these modules are hardly re-programmable, and there is limited number of libraries for popular AVR software-design platforms. It looks like a lot of work should be done in order to propose a more practical solution. Anyway, we clearly see this is the right way, and we would like to test this way even if the external, fully programmable encryption modules are not ready yet. Our approach towards such a testbed in unfolded in the next section.

Finally, we have to discuss the strategy for direct beacon verification, and indirect verification of time/place of the interaction with the beacon. Usually, to prove the fact of such interaction, bi-directional transmission is used based on exchange of some encrypted and to-be-encrypted information [16, 17, 18]. For example, to prove the fact of being in the radio-range with a device, another device nearby composes a random message, encrypts it with public key of the device and sends to this device. The device, using its private key, decrypts the message, in turn encrypts it with the public key of another device and sends it back. Such double encrypted/decrypted message may be a proof of the cooperation of these two devices. If in addition encrypted time-stamps are exchanged rather than randomized messages, one is able to prove not only the fact of transmission, but also its location in time, proven by both parties.

As the above schema is based on bi-directional traffic, it cannot be applied for the broadcasted-only system. Instead, a different approach must be applied, aiming in using different broadcasted messages for subsequent transmissions. The messages must differ in such a way in reasonable time there will be no possibility to use the same device twice. As the geo-location message in the BLE marketing channel is sent few times per second, and the lifetime of the beacon is counted in years, there should be at least approximately 30 million of different combinations, which stands for a “long integer” value – not a problem even for a very small microcomputer. Moreover, this number may represent time (e.g., as number of seconds passed since the moment of installation), acting as a time stamp for proving the fact of interaction and never re-used. For better quality, Real Time Controller (RTC) module may be added, counting an reporting seconds (or even milliseconds, if needed) with an error not exceeding few seconds per year, which is acceptable for most of the applications of geo-location beacons.

In the next three sections we depict a testbed implementing a network of trusted geolocation beacons, composed of three levels:

- beacon-simulator level, based on Arduino hardware and software with dedicated BLE transmission module,
- central monitoring and encryption node, based either on extended Arduino controller with hardware encryption module, or a PC with encryption software,
- application level, aimed in using Android-controlled devices to test the behavior of the trusted beacons.

IV. BEACON SIMULATORS

In general, we were not able to directly apply any of market solution, i.e., commercially available beacons, to be used in the trusted mode. The reason is the beacons are closed solutions, with fixed behavior and with no possibility to re-program to suit our needs for the encryption and trust. Thus, since the very beginning we decided to use beacon simulators instead. A simulator is based on Arduino microcontroller with BLE transmission unit, real-time clock and encryption module attached (Fig. 2).
We have to point out here that AVR-based hardware, Arduino included, is very restricted according to efficient ways of code preparation and testing. Usually, the code is prepared using a PC-based compiler and then send to the target module by a communication link (typically Bluetooth or USB). There, the code is to be executed, usually with very limited possibilities of tracking and debugging. As a result, proper implementation of sophisticated tasks, such as asymmetric encryption protocols, takes a lot of time and programmers’ efforts and requires high programming skills.

The operation mode of a beacon simulator was the following. First, RTC time was fetched by AVR to get unique time stamp. The stamp changed every minute, which was sufficient enough for most applications. Together with unique identifier, the time stamp formed a message to be digitally signed and broadcasted. The signing was realized by means of asymmetric cryptography algorithms and a private key stored in the memory. The encrypted data were then available to read and decrypt using a public key, in turn accessible from an external database, as correlated with the beacon identifier [19].

As it may be seen, the broadcasted and encrypted data make it impossible to perform the “record and play” attack, when someone simply collects the broadcasted info at certain place and time and further present it as authorization data for another place/time. As mentioned before, for untrusted beacons such an attack is trivial with nowadays hardware and software, e.g., using a typical smartphone. As a result, in the case of our proposal a level of trust for broadcasted information is substantially increased. The operation mode of a beacon simulator was the following. First, RTC time was fetched by AVR to get unique time stamp. The stamp changed every minute, which was sufficient enough for most applications. Together with unique identifier, the time stamp formed a message to be digitally signed and broadcasted. The signing was realized by means of asymmetric cryptography algorithms and a private key stored in the memory. The encrypted data were then available to read and decrypt using a public key, in turn accessible from an external database, as correlated with the beacon identifier [19].

The most important problem related with the implementation of a trusted beacon is related to the efficient implementation of the encryption. As for our tests we assumed an application of AVR processors and cheap modules such as Arduino microcontrollers, in general we had three possible ways to implement the encryption algorithms:
1/ directly in AVR code (C/C++ and assembly language),
2/ by means of specialized hardware modules, directly connected to one of AVR communication links,
3/ as a Java-based library to be executed at PC side and contacted via AVR communication links.

The first way, according to the very limited hardware/software resources of small microcontrollers, seems to be impractical. Even if we successfully implemented and tested several encryption algorithms (not only asymmetric-cryptography algorithms, also e.g., TEA symmetric-cryptography algorithm for assuring secrecy and privacy [20]), we found that the amount of RAM and ROM memory is not sufficient to include, apart the encryption algorithm, also some additional code to deal with some other tasks (such as timings, broadcasting, BLE transmission, etc.). Remember that AVR-based solutions are not based on underlying operating system, thus all the tasks to be performed by the node must be included directly in the program code, starting from such simple procedures as blinking a LED, and finishing on bit-by-bit serial communication and encryption algorithms.

Then, we began to look for some specialized modules to perform the encryption at hardware level. We discovered several proposals, among these the CryptoShield with ATSHA204, HMAC256 and ATECC108 chips seemed to be very promising [21]. Together with specialized chips for traditional RSA encryption and Real-Time Clock RTC add-on, and the popular I2C communication link, the module at the very first view was ideal for our goals. However, we soon detected several drawbacks, making it questionable to apply the module for beacon network. First, the module consumes a lot of energy, even if not used frequently, due to the fact the module is equipped with its own microcontroller (Atmel Trusted Platform Module for CryptoShield version, and ATMega328 for CryptoCape). Second, the size of the module is ideal for basic Arduino controllers such as Uno and Mega, but seems to be much too big in case of the smallest controllers to be used for beacon implementation, not to say about the need of additional connectors to map the pin-out. Third, even if advertised as compatible with the smallest 8-bit controllers, the module in the matter of fact is efficiently working only with the most powerful Arduino boards (32-bits CPUs and Linux-based control), in turn increasing energy consumption and limiting battery life.

V. ARCHITECTURE OF A TESTBED

To bypass the implementation problems mentioned in the previous section, we decided to slightly change the architecture of the whole beacon network. We went to the idea of a single cryptography unit to work for several
beacons, with autonomous power supply and trusted communication links with the beacons (Fig. 3). For the initial test, we applied standard wired connections (serial transmission in UART mode, at 115200 Bd). The wired connections were also used to provide power supply for the beacons. We see that the wired solution is certainly not the target one, but as for testing and validating the whole system this solution is much better than a set of wireless connections, fixing (1) the problem of code updates – via serial/USB links, (2) the problem of power supply, and (3) the problem of radio-transmission conflicts and errors.

![Fig.3. Architecture of the beacon network with single point of encryption implemented as specialized hardware module](image)

The cryptography unit served not only for the pure cryptographic purposes, it also acted as a clock synchronizer (providing RTC data) and activity monitor – as all the beacons periodically quoted for encrypted time stamps, it was quite natural to collect these requests and to report them elsewhere.

Once we wanted to test the timings for the preparation of the encrypted data, and to compare several cryptographic algorithms, we found that the cryptographic module is hardly applied to this goal, mainly due to the limited re-programming possibilities. Thus, we again change the architecture of the testbed, replacing the cryptographic module with a PC serving as a central cryptographic server (Fig. 4). The serial connections to beacons were replaced by standard USB links, and the PC also served as the power supply for the beacons. The server was implemented in Java, with a help of Java Serial Connectivity (JSSC) library and certain cryptographic libraries, including ECC algorithm. Then, we were able to test several implementations of ECC-based encryption, not to say about detailed measurement of timings and the estimation for global energy consumption.

![Fig.4. Architecture of the beacon network with single point of encryption implemented as PC-based server](image)

VI. APPLICATION LEVEL

Finally, we intended to test the possibility to directly access and monitor the beacons via BLE transmission to be controlled from a portable PC, the solution which is much more practical and efficient than testing on limited Android or Apple devices. Unfortunately, there is no BLE support for a PC running Windows, even if the hardware is there. Thus, to this goal, we used AT mode of the newest BLE-to-USB micro converters, namely HM-10 module [22]. With this module, it is possible to enable so called “directory” mode to detect all BLE modules in the neighborhood. The HM-10 module was directly connected to a USB port of a PC, and the AT commands were applied for BLE monitoring and the detection of signal-strength info. The collected data were processed by a Java program. As a result, it was possible not only to validate the network of beacons, but also to undertake some tests for beacon visibility, possible distortions (due to weather, crowd, other electronic devices in the closed neighborhood, etc.), and many more. Note that, even if BLE transmission is implemented for the newest Android-based devices and Apple phones/tables, the monitoring software is usually very restricted and mainly aims in displaying the most probable location of a beacon at the screen. Our monitoring system provides much more data and may be used for the comparison of different situations, cases, places, etc., not to say about the verification of trust based on encrypted broadcast from the beacons.

HM-10 module was also found to be well adjusted to the communication with Arduino and other AVR-based controllers – this module was finally applied for the tests as a basic BLE unit for each trusted beacon. Here we have to state once again that any of the existing hardware solutions for beacons could not be applied, as there is not a single possibility to change the broadcasted data cyclically (e.g., every second) for a traditional beacon. Again, we applied a combination of AT commands and BLE broadcasting, controlled by underlying Arduino board, to convert the HC-10 module into an efficient beacon simulator.
II. FINAL CONCLUSIONS AND FUTURE WORK

The testbed architecture described above is the very first step towards an implementation of the target trusted beacon network. As for the future work, we plan:

1/ to measure the efficiency of several encryption algorithms,
2/ to estimate energy consumption due to the encryption tasks,
3/ to test the possibility to provide better cryptographic algorithms and chips to be included in the beacons, especially to find the optimum parameters for ECC encryption algorithm,
4/ to eliminate the need for cable connections, replacing them e.g., by periodic BlueTooth transmission in a safe master/slave mode with traditional pairing,
5/ to validate some other BLE communication modules, as soon as they are available on the market (so far, only HC-10 module seems to be useful for both beacon simulation and detection).

We must also state the fact that the approach described in this paper may be applied to any sensor/actuator network, not only for geolocation beacons, to increase the level of trust for broadcasted messages. Although BLE marketing channel and broadcast are rarely used towards this goal, this is a generic approach that is potentially of great interest for the designers of sensor networks, networks for “intelligent” places and buildings, including “smart cities”[23], applications of Internet of Things [24] and Services [25], and many more.

The results of our work towards trusted geolocalization beacons resulted in a PL/EU/US patent application entitled “Trusted geolocation beacon and a method for operating a trusted geolocation beacon”, currently at early-registration phase.
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Abstract—Logistics service providers are facing the need to collaborate because of ongoing trends like outsourcing and concentration on core competencies. The paradigm of cloud logistics promises to make collaboration in the logistics domain more easy and more flexible by adopting the principles of cloud computing to the logistics domain. To ensure the success of cloud computing to the paradigm of cloud logistics as well, standards have to be developed. With the help of the service blueprinting method, a basic logistics module is developed in order to lay a foundation for cloud logistics.

I. INTRODUCTION

LOGISTICS is affected by increasing outsourcing and thus a concentration on core competencies [1]. Hence, to create sophisticated supply chains and meet complex customer demands, the specialized logistics service providers (LSP) are compelled to work together and collaborate. Flexibility is a driving factor for the selection and orchestration of LSP [2], [3], [4]. Within this context, different paradigms arise and can be adopted to the logistics domain, i.e. service oriented architecture (SOA) paradigm [5], [6] on the one hand and on the other hand the principles of cloud computing (CC) [7], [8]. On the one hand this comprises encapsulation, composability, loose coupling, and reusability (adapted from SOA) and on the other hand virtualization, ad-hoc reconfiguration and inter-connectability of resources (adapted from CC). The adoption of cloud principles to the logistics domain to the most possible extent leads to the idea of cloud logistics presented in the discussion paper of [9].

Cloud logistics (CL) is still a topic in its infancy but bears a lot of potential for the digitization of especially small and medium sized enterprises (SME) in the logistics industry. However, those logistics SME ‘refuse’ to adopt new technologies [10]. As CC is successfully adopted in a general way in industry, the adoption of its success factors are a promising way to foster CL. Built upon certain standards of descriptions and interfaces, the success of CC relies on compatibility and a high usability for customers as background processes are kept hidden and resources (i.e. infrastructure, platform, software) are offered ‘as-a-Service’ to the customer. Consequently, providers are compatible, ease of use is enabled, costs can be reduced and thus the main objectives of customers are met in order to change their IT to cloud technology [11]. To make CL become a success as well, such standards and their advantages are obligatory. Cloud principles are to be adopted to the logistics domain in order to lay the foundation of cloud logistics’ success.

Delfmann and Jaekel [9] outline a comprehensive service model based on logistics resources and ensuring compatibility through standardized (data) interfaces as a promising field of research for CL. A basic modular approach for CL could standardize interfaces for a sound flow within supply chains.

The paper answers the question: How can a foundation for cloud logistics be laid in terms of a modular approach? with the help of the following research questions:

• RQ1: What are suitable service engineering methods for creating generic service modules?
• RQ2: What is an appropriate basic concept for modular cloud logistics?

The contribution of the paper is a basic modular logistics concept in order to enable cloud logistics. In section II background knowledge is given and the reader is briefly introduced to the basics of cloud logistics and service blueprinting, which is the used method for service engineering. Section III presents the basic module concept of cloud logistics. The paper is concluded by a summary and an outlook in section IV.

II. BACKGROUND

A. Method

As cloud logistics is currently a theoretical concept [9], empirical observations are not possible. Thus, a procedure based on the design-science paradigm for information systems [12] is applied. The analysis is conducted during the current section, where the basic principles of cloud logistics are described and later taken as the starting point for the design phase. As cloud logistics focuses especially on the flow of physical as well as informational entities, concepts and methods of product service systems, service blueprinting in particular, are invoked during the design phase. [13] deliver a seminal work reviewing the “State of the art and research challenges of Product-Service Systems Engineering”. Further, the method of domain engineering [14] is taken into account in order to find ‘common points’ and ‘varying points’, and to create configurable requirements and architecture of the logistics domain.

The work presented in this paper was funded by the German Federal Ministry of Education and Research within the project Logistik Service Engineering and Management (LSEM). More information can be found under the reference BMBF 03IPT504X and on the website www.lsem.de.
B. Cloud Logistics

Delfmann and Jaekel present the basic idea of cloud logistics (CL) in their discussion paper about the logistics for the future [9]. They cite the German Logistics Association (BVL 2012) [15] and define CL as:

An environment of ‘virtual’ systems that facilitate supply chains’ overall coordination and use of distributed resources, capacities, processes, and services from supply chain partners. These systems are based on advanced information and communication technologies that leverage modern Internet services.

Delfmann and Jaekel mention that the adoption of the cloud principles to other domains does not mean to implement cloud computing solutions in the target domain (however, cloud computing indeed helps to manage and support cloud principles in terms of information systems technology). Rather they emphasize explicitly that the adoption of cloud principles to another domain aims at interpreting the domain itself with the help of a cloud paradigm. With regards to the definition of cloud computing [7], [8], this comprises a pool of virtualized resources, which are easily usable and accessible. The resources offer the possibility of a dynamic (re-)configuration and an adjustment to differing workload. By using same the resources for several customers, an optimal resource allocation and utilization can be achieved. The resources of the network are accessible on demand with minimal management effort ‘as-a-Service’.

The interpretation of cloud principles in the logistics domain leads to the paradigm of ‘cloud logistics’, ‘Logistics-as-a-Service’ (Laas) [16], or ‘Supply Chain as a Service’ (SCaaS) [17]. Core of the idea is to define a new service type next to Infrastructure-as-a-Service, Platform-as-a-Service and Software-as-a-Service. Involved resources of logistics are hidden behind a common predefined interface and can be added, reconfigured and removed ‘on-demand’ responding to customers’ needs [17]. However, reaction times are of course higher, as resource allocation (e.g. transferring trucks to pick up goods) implies the overcoming of physical distances. As competitors now offer more and more homogeneous services (e.g. transportation, warehousing, packing, track and trace), outsourcing is more and more encouraged [18], as seen in other industries before [19]. This process makes it possible to turn fix costs into variable costs [20], as needed logistics services (e.g. transportation, picking) and resources (e.g. trucks, warehouses) can be ordered on demand and thus, logistics assets do not have to be owned directly. Service levels are also well known in logistics [21].

So, just old wine in new skins? Of course outsourcing and insourcing of capabilities, processes and resources is nothing new to logistics. However, with a shift from being rather closed and striving for competitiveness only by low prices, LSP should understand the disruptive paradigms of the cloud and digitization with their inherent transparency and flexibility as a chance. With the adoption of this mindset, the focus could be transferred to an increasing specialization and providing higher service quality in order to be successful on the market.

C. Service Blueprinting

Whereas services in logistics are traditionally related to classical business service on the one hand, services in CC on the other hand are related to electronic services. In order to establish a cloud logistics paradigm, real-world business service and electronic service have to be combined. Usage of service engineering methods for product-service systems (a comprehensive overview can be found in [13]) seems to be appropriate. The method of service blueprinting [23], especially the modified version extended service blueprinting by [22], offers suitable aspects to describe services that are based on both business services electronic services. Figure 1 presents the extended service blueprinting using BPMN.

Hara et al. [22] distinguish between a behavior blueprint that represents the machines and their related software involved in a service (= electronic services) as well as an activity blueprint that represents the ‘humanware’ and their related supporting software (= business services). General depiction method is the business process management notation (BPMN) in order to ensure a common and easily understandable communication standard. Services in general are seen as a set of functions that have a possible value for customers in terms of changing one or more receiver state parameters (RSP) [24], [25]. Those RSP could be structured down to the lowest level where they represent basic functions and are mapped afterward to specific process steps of services in order to highlight their importance in the context of interaction with the customer. The change of the RSP is goal of business activities and thus they form the input, output and requirements from the stakeholders’ sides. Further, two important lines are introduced: the line of interaction (separating service consumers and service providers) and the line of visibility (separating ‘onstage (visible)’ and ‘backstage (invisible)’ activities performed by the provider). An inter-relation between the activity blueprint (humanware + related software) and the behavior blueprint (machines + related software) is obligatory for the extended service blueprinting. A connection is to be established between the functions of the RSP and the appropriate process steps.

Fig. 1. Notation of the extended service blueprint taken from Hara et al. [22].
III. BASIC LOGISTICS MODULE

A. Transferring the Extended Service Blueprinting to Logistics

When creating a basic logistics module, which is based on the extended service blueprinting, the concept shown in Figure 1 has to be encapsulated and logistics characteristics have to be taken into account. From the basic logistics module, specific logistics services can be derived that incorporate distinct logistics resources in order to fulfill logistics functions. Because of the modules with common interfaces, those logistics functions can be combined and thus cloud logistics is enabled.

Common points of logistics are the general planning, operating and controlling of both the flow of goods and the flow of information [26]. The encapsulation is depicted in Figure 2. The activity blueprint (aka. Service activities or human process) as well as the behavior blueprint (aka. product behavior or physical process) are triggered by events. Those events are in every case a distinct trigger-signal (interface middle-event) from the orchestration of the central integrator and the required information (interface top-event) from the central integrator as well as from the previous logistics module. Further, the goods that are involved in the logistics service and their physical allocation (interface bottom-event) are an important input for every logistics module. Those two kinds of events form the common points of the logistics domain. However, cloud logistics is information intensive and comprises also information-centric services (e.g. customs clearance, identification or track and trace). Hence, as the allocation of physical goods is not always obligatory for information-centric services, an inclusive gateway is chosen to bundle the input flows, or to distribute the output flows, respectively. This is a varying point for services of the logistics domain. With the final output of information, parameters of service quality as well as the trigger-signal for the next logistics module (if existant) can be forwarded. The flow of value in terms of financial aspects is also involved in logistics but not explicitly depicted. On the one hand it is not in the main focus of logistics, and on the other hand it could be regarded as a kind of informational flow in the context of online banking (even though, there are much higher formal and security requirements).

The RSP are the connection to several stakeholders (logistics integrator, logistics service providers and customers) and have to be taken into account as they are goal, input, output and requirements. With the standard of the interface containing three events as input and output, several logistics modules can be put into a (complex) chain in order to connect several logistics resources enabling cloud logistics.

B. Example

Typical activities of contract logistics are taken from [2]. The rough example comprises a transportation process involving different modes of transport that are carrying hazardous goods, as depicted in Figure 3. Hence, four different logistics modules are to be combined, whereas each module could be sourced from a different LSP. The highest priority is the qualification of having the permission of Hazardous Goods Management. This implies next to specific licenses the ability of monitoring and controlling those hazardous goods. The different modes of transport require an overarching module of Intermodality Management. Its function is the initiation, monitoring and controlling of different modes of transport as well as managing the handling processes between them. Furthermore, the two modes of transport are each invoked through a logistics module. The Rail Transportation is the long-distance run. After finishing, the hazardous goods are
loaded from the train to a truck and the Road Transportation is conducted for the short-distance run on the last-mile.

The highest priority module (hazardous goods management) is the initial point for the complex logistics service. During planning phase the connection to the other modules is established and RSP are presented to the further invoked modules as input parameters and requirements. This invocation is either done automatically by the hardware lane of the module or manually by the humanware lane (see Figure 2).

IV. CONCLUSION

In the paper, a brief introduction to cloud logistics is given and the need for standardized logistics modules as an enabler is outlined. In order to answer research question 1 the method of extended service blueprinting is presented as a suitable possibility for designing standardized logistics modules as it enables both human and machine interaction and meeting logistics characteristics of informational and physical flows. In order to answer research question 2, a basic concept for a logistics service module is presented and applied to a rough example of a complex logistics service. Summarizing, a foundation for cloud logistics is laid in terms of a basic logistics modular approach concept. The modular approach with standardized interfaces enables the access to resources of the logistics network on demand with minimal management effort ‘as-a-Service’.

Implication for the scientific community on the one hand is an initial concept of module in order to enable cloud logistics. On the other hand implication for business is to introduce the cloud logistics paradigm as being a disruptive force, bringing a high potential for increased flexibility and efficiency for collaborative complex logistics services.

Future fields of research should address the module itself in terms of further developing its details such as the interfaces, formats of information interchange and invoking techniques for nesting and embedding. Another field of interest could be the standardization of the internal logistics transformations of the modules (e.g. [26] describe logistics as a transformation of goods in space and time). With this module-internal standardization, the standardization of the interfaces as well as a categorization of modules can be realized. Prioritization of different modules, as shown in the example, should follow distinct rules, which form another field of future research.
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Abstract—This position paper discusses the outcome of the standardization initiative CEN/WS BII aiming to support the implementation of a complete end-to-end e-procurement process, that may be used in cross-border business all over Europe and in particular in the public sector. The discussion includes the background of this initiative, its approach, and its outcomes and shall help to understand how the CEN/WS BII worked and if and how these deliverables are appropriate to fulfill the aim of harmonized European-wide e-procurement in the public sector. Furthermore, based on the discussion, implications for future research in Information Systems with respect to standardization of e-procurement and interoperability of information systems are provided.

I. INTRODUCTION

Since the rise of e-government, modernizing the public administration in Europe and enhancing its efficiency is one of the major drivers for introducing information technology on every level of public administration. Especially in the field of public e-procurement, the European Commission expects positive effects like seamless and quicker processes and savings of around €100 billion [1].

A crucial prerequisite to reach these goals is a fully end-to-end e-procurement, including the processes of notification, tendering, ordering, fulfillment, and invoicing [2]. This includes that all relevant stakeholders (buyers, sellers, and service providers) participating in public Business have to exchange their business documents automatically based on Europe-wide used and accepted standards for processes, documents, and rules, i.e., the interacting information systems have to be interoperable.

Nowadays, exchanging e-procurement documents in Europe between the various stakeholders is still an unsolved challenge that has been addressed in various research works. For exchanging such documents electronically, all relevant stakeholders have to agree on accepted exchange rules and standards. In the early phase of e-procurement, the main challenge was a lack of appropriate e-procurement standards to be used. Nowadays and contrary, the problem is the multitude and heterogeneity of available standards stakeholders can choose from or have chosen already. In consequence, in the various member states of the European Union individual e-procurement systems got established which may be interoperable within the corresponding member state, but are not interoperable cross-border, i.e. with the e-procurement systems of the other member states.

For instance, in invoicing the Scandinavian member states base their approach on the UBL Invoice for exchanging invoices, e.g., Svefaktura [3] and EHF Invoice [4], while other member states base their national invoice standard on the UN/CEFACT Cross-Industry Invoice (CII) like it is done in Germany with the ZUGFeRD invoice [5].

One very restrictive solution of this challenge would be that all stakeholders have to agree on only one possibly new developed e-invoice standard to be used mandatory in the public sector of each European member state. But such a solution may have crucial drawbacks on the economic, technical and political level with winners and losers. If, for instance, only the UBL Invoice would be accepted as the one and mandatory standard then all those member states using e-procurement systems based on UN/CEFACT CII will lose their e-procurement investments because they have to implement UBL-based e-procurement systems. In consequence, everyone would try to protect its e-procurement investments by promoting their own standard and will abandon other standards—a scenario what in the context of information systems interoperability literature was described as "empire building" [6]. By this, standards will become an instrument to impose the own preferences on the other stakeholders.

How can such an empire building mentality be avoided? The nature of standardization processes has been addressed in many research works, e.g., [7]-[10]. Besides these research works, this issue has been also addressed in non-scientific projects like the project CEN workshop on Business Interoperability Interfaces (CEN/WS BII) by the European Committee for Standardization (CEN). As a pre-standardization initiative it was concerned to specify and harmonize the manifold requirements on a public e-procurement as well as to give guidance how existing e-procurement standards—including competing e-procurement standards—can be used to implement a European-wide public e-procurement.

In this position paper it is argued that the approach chosen by the CEN/WS BII is a way to deal with the aforementioned empire building mentality. The focus was on requirements and on giving guidance how to use existing e-procurement standards, no existing implementation was preferred. Instead,
it allowed each stakeholder in Europe to preserve its existing e-procurement systems but also to evolve it so that it becomes interoperable with the e-procurement systems of other stakeholders. The approach to achieve this objective as well as the initiative CEN/WS BII itself will be presented and discussed to outline implications for future research with respect of the standardization and interoperability of e-procurement systems.

The paper is organized as follows: in the following second section, the design of this research is described and in the third section, the background of CEN/WS BII. In the fourth section the approach developed by CEN/WS BII is reconstructed while the fifth section describes the various workshop outcomes and the sixth section discusses the corresponding insights that were gained from the various phases of CEN/WS BII. The limitations of this case study and possible future work will be discussed in the seventh section and, as usual, a conclusion will finish this paper.

II. THE DEVELOPMENT OF CEN WS/BII

A. The first phase

The first phase of CEN/WS BII started 2007 in Copenhagen as a so-called CEN workshop and lasted until 2010. CEN workshops are no formal standardization initiatives, but rather informal groups of individuals and/or organizations giving recommendations for possible standards. Their outcome is defined as a CEN workshop agreement (CWA) reflecting the consensus of the group on a particular issue [11]. Such an issue might be giving guidance on the structure, content and implementation of a standard or specifying the requirements for proposing a new standard.

The purpose of the workshop CEN/WS BII was to find an agreement on how e-business standards used in European states can be merged into a public e-procurement standard accepted throughout Europe. The main focus of the first phase was to give guidance how to use UBL to implement a European public e-procurement. The deliverables of the first phase were published as CWA 16073:2010. This CWA cannot be retrieved from CEN anymore, because CWAs—without prolongation by the workshop—are valid for three years only. However, the CWA is still available at the workshop's website [12].

B. The second phase

The second phase of CEN/WS BII started in 2010 and lasted until the end of 2012. It had a wider focus than the first phase and in addition, it should give guidance how to use UN/CEFACT XML to implement public e-procurement. Furthermore, it provides an advanced methodological foundation by specifying core business requirements and by modeling the semantics of the public e-procurement business transactions which then could be mapped to the semantics embedded in the messages of UBL and UN/CEFACT XML.

The outcome of this phase became more complex and in consequence five CWAs were published covering the architecture of CEN/WS BII (CWA 16558:2013), notification (CWA 16559:2013), tendering processes (CWA 16560:2013), electronic catalogues (CWA 16561:2013), and post-award processes (CWA 16562:2013). These CWAs are still active and can be retrieved from the CEN website.

C. The third phase

The third and final phase of CEN/WS BII started in 2013 and finished its work end of 2015. The outcome was published in five CWAs as well, which have the same structure as the CWA of second phase. There were no major changes in the underlying architecture of CEN/WS BII, but rather refinements and improvements, for instance, by establishing a business term vocabulary. In line with the structure of the second phase, the CWAs were published recently as CWA 17025:2016, CWA 17026:2016, CWA 17027:2016, CWA 17028:2016, and CWA 17029:2016.

III. PARTICIPANTS AND STAKEHOLDERS

The main goal of CEN/WS BII is to provide a guidance to implement an acceptable, efficient, and standardized public e-procurement process throughout Europe and to ensure that preferably all necessary and most relevant business requirements are gathered. Furthermore, CEN/WS BII coordinated its activities with other relevant European and international activities, such as GS1 in Europe, the German standards Xvergabe and BMEcat, the Multi Stakeholder Group of Experts on Public Procurement (EXEP), CEN/TC 434 on electronic invoicing and with international organization like OASIS UBL and UN/CEFACT XML mainly with respect to syntax solutions.

Experts from public authorities, standardization bodies, universities, as well as, software vendors from more than 20 European states and institutions of the European Union joined the workshop meetings regularly. This broad participation aimed to include the widest expertise possible for structuring and developing this upcoming new standard for e-procurement.

The authors of this paper were active participants of CEN/WS BII on behalf of the German Association Supply Chain Management, Purchasing and Logistics (BME) and the University of Duisburg-Essen main developer and maintainer of the German wide used e-catalogue standard BMEcat. As such, the authors were heavily involved in the architecture and in the development of catalogue-related deliverables.

IV. THE CEN WS/BII APPROACH

The approach taken by CEN/WS BII is based on three main propositions:

1) Since XML is the base language for many standards, all these standards share a common ground. This eases the conversion of data structures and documents between different standards, in particular, if the underlying concepts expressed in these standards are the same or at least very similar.

2) There is more stability on the semantic level than on the syntactic level. Names and sequences of syntax elements may change over time, but the key semantic concepts expressed by the syntax elements usually stay a longer time, for
instance, key concepts like invoice number, VAT rate, address, or net price.

(3) There is a significant amount of requirements that have to be fulfilled in all member states. Identifying and harmonizing these “core” requirements enable the member states to comply and provide a sufficient base that makes the European e-procurement systems in the e-procurement chain (cf. Fig. 1) interoperable.

Fig. 1 E-Procurement chain

In line with the proposition (1) and (2), the approach by CEN/WS BII does not include a syntax specification, but rather a guide how to use existing syntax standards like UBL and UN/CEFACT XML and to implement the identified requirements. As there are a lot of different requirements throughout the e-procurement chain, these are bundled by the architecture of CEN/WS BII with the corresponding business processes and information models to so-called a profiles. Fig. 2 shows a simplified extract of the model of the CEN/WS BII architecture describing the concept of a profile and its related concepts.

Fig. 2 Simplified model of the architecture of CEN/WS BII

The starting point of a profile is a specific business process aiming at fulfilling a specific business goal. The business process describes a sequence of activities to be performed by partners involved in this business process. The involvement of an actor is described by a so-called role. While acting in their role in the business process, the business partners exchange messages within a transaction, as it is illustrated in Fig. 3.

Fig. 3 Extract of the catalogue business process

As an example, an extract of the business process “Catalogue” is shown describing the business process of exchanging catalogues between a supplier and a customer. The business process is modelled using BPMN [13].

Part of each business process is a flow of messages from the supplier—acting in the role of catalogue provider—to the customer—acting in the role of catalogue receiver. In this case, the message sent is the catalogue message containing information on the offered goods and services.

The information in such messages is additionally described in the information requirement model (IRM). This model covers all the information requirements needed to be exchanged within a transaction as part of a business process. The IRMs are specified using the notation of the UML class diagram. Each of the IRMs has a strict hierarchical structure, as it is illustrated in Fig. 4.

Fig. 4 Extract of the IRM for the transaction “Trdm019 Catalogue”
semantic parts of the transaction that is why they are related in a composition relationship to each other.

To complete the specification of the information exchange in a transaction, each of the attributes—representing an information requirement—is specified in more detail. Giving an example, in a catalogue process a catalogue has to be exchanged by the business partners. To identify the goods and services listed in the catalogue uniquely, an identifier has to be provided by the so-called information requirement "Item standard identifier".

Table 1 shows an extract of the specification specifying the concept of a unique identifier for good or a service listed as an offer in a catalogue. The definition of an information requirement includes also a specification of the cardinality, the data type, and a mapping to a corresponding business requirement. These were left out for clarity.

**Table 1.**

<table>
<thead>
<tr>
<th>InfReqId</th>
<th>Business term</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>tir19-092</td>
<td>Item standard identifier</td>
<td>An item identifier based on a registered scheme.</td>
</tr>
</tbody>
</table>

This specification covers only the semantic level. In consequence, the IRM for a transaction only specifies the concepts used in the transaction. In the case of the information requirement "Item standard identifier", this means it is a part of the information requirement “Catalogue” describing the content of a catalogue of goods and services.

To actually exchange a catalogue, a message format is needed that allows "wiring" the catalogue from the supplier to the customer. As CEN/WS BII does not provide such message formats, something else is needed. In this case, existing standards for message formats are used, which are mapped to the information requirements via a so-called syntax binding. In the case of the "Item standard identifier", the syntax binding to the messages UBL Catalogue and UN/CEFACT XML Cross-industry catalogue by XPath expressions as specified in Table 2.

**Table 2.**

<table>
<thead>
<tr>
<th>InfReqId</th>
<th>Syntax binding</th>
</tr>
</thead>
<tbody>
<tr>
<td>tir19-092</td>
<td>Catalogue/cac:CatalogueLine/cac:item/cbc:ID</td>
</tr>
<tr>
<td>tir19-092</td>
<td>CrossIndustryCatalogue/CICHSupplyChainTradeTransaction/SpecifiedCatalogueTradeProduct/ID</td>
</tr>
</tbody>
</table>

In this table, using the concepts described in Fig. 2 the information requirement “Item standard identifier” is bound to a specific syntax data element cbc:ID of the syntax message UBL Catalogue as well as to a specific syntax data element ID of the syntax message UN/CEFACT Cross-industry catalogue.

Following the CEN/WS BII approach described before, all business process related aspects of public procurement are specified by the profiles. These profiles cannot cover all possible aspects of public procurement in European states, but they are focused to the “core” aspects, i.e. those aspects that are equal or very similar in the various European states. This is in line with the third proposition mentioned before focusing on the core requirements of public procurement.

V. **The outcome of CEN/WS BII**

A. **Overview**

The various deliverables of the third phase of CEN/WS BII were published as CEN workshop agreements (CWA) covering all phases of the e-procurement chain (cf. Fig. 1) [14]. The profiles are organized in one general CWA specifying the methodology and architecture of CEN/WS BII and four CWAs covering the e-procurement chain. Each CWA specifies profiles, transactions, and syntax bindings or provides guidelines for specific topics related to the implementation of the profiles and transactions. Table 3 gives an overview on these CWAs.

**Table 3.**

<table>
<thead>
<tr>
<th>CWA of the third phase of CEN/WS BII</th>
</tr>
</thead>
<tbody>
<tr>
<td>CWA</td>
</tr>
<tr>
<td>-------------------------------------</td>
</tr>
<tr>
<td>17025 Methodology and architecture</td>
</tr>
<tr>
<td>17026 Notification profiles and transactions</td>
</tr>
<tr>
<td>17027 Tendering profiles and transactions</td>
</tr>
<tr>
<td>17028 Catalogue profiles and transactions</td>
</tr>
<tr>
<td>17029 Post-award profiles and transactions</td>
</tr>
</tbody>
</table>

B. **Methodology and architecture**

This CWA covers the methodological and architectural aspects for the other CWA by CEN/WS BII. It describes, how the other CWA are structured, how the business requirements are gathered and described, how the processes and data are modelled, and how the bindings to the various syntaxes are specified, etc.

The two parts 109 and 116 of the CWA are dedicated on the methodology and the architecture. Part 109 elaborates on the concept of core and especially on those core business requirements in public e-procurement that are most relevant for any member state. Part 109 outlines the definition of a core business requirement as well as the approach used by CEN/WS BII to identify these core business requirements.

Part 116 provides a business term vocabulary, which was the base for all the profiles and transactions provided by the four other CWAs. By this business term vocabulary all profiles and transactions are aligned with each other sharing the terms used in the profiles and transactions of all CWAs. This business term vocabulary can be seen as a preliminary ontology of public e-procurement.

C. **Notification profiles and transactions**

The CWA on notification covers the first phase in the e-procurement chain (cf. Fig. 1). The profiles specified in this CWA are rather specific for public e-procurement and do not cover the special needs of the private sector in the field of e-sourcing. Public administrations have to account for the money spent and they are not allowed to prefer certain sup-
pliers as well as they have to make the process of finding and selecting suppliers fully transparent.

This is reflected in the CWAs by providing profiles and transactions for notifying the public on publishing information on current sourcing activities and their outcome as well as profiles and transaction for searching published notification. As the underlying business processes are very specific for public e-procurement, various directives of the European Union, in particular 2014/23/EU [14], 2014/24/EU [16], and 2014/25/EU [17] published in the course of the third phase of CEN/WS BII, are sources for business requirements addressed by the profiles and transactions of this CWA.

D. Tendering profiles and transactions

The parts of the e-procurement chain covered by the second CWA is also specific for public e-procurement. But while the former CWA addresses the issues related to notifying the public on sourcing activities by contracting authorities, this CWA addresses all issues related to sourcing activities themselves. The parts of this CWA are profiles and transactions for calling for tenders, for receiving tenders, as well as conducting the awarding and contracting the most appropriate tender.

In addition, profiles and transactions are provided by this CWA to provide the accompanying documents needed in the context of public procurement, namely the qualification and the virtual company dossier. The related profiles and transactions cover the processes for evaluating the capabilities of suppliers submitting tenders and for self-declaration by a supplier that all necessary regulatory criteria are met.

As Table 3 indicates, this CWA is the one with the most parts, i.e., with the most profiles and transaction. The number of parts is not driven by the amount of processes covered in this CWA, but rather by the complexity of the covered processes. The complexity has its origin in the multitude of goods and services purchased by public administrations as well as the multitude of suppliers and of public administrations themselves. Public administrations buy almost everything from simple goods for maintenance, repair and operations to complex buildings and machines. A public administration can be a small municipality with little IT capabilities or a national ministry having an advanced IT infrastructure at hand.

To address these multitudes, several profiles and transactions are provided for various maturity levels. For instance, the profile for calling for tenders comes in three shapes. Firstly, a simple call for tenders is provided allowing only the provision of the call for tenders and unstructured documents specifying the goods and services to be tendered, qualification criteria, etc. Secondly, an advanced call for tenders is provided allowing the provision of a structured specification of the goods and services, qualification criteria, etc. Thirdly, the advanced call for tenders can be combined with a so-called pre-award catalogue request allowing the requirements on the requested goods and services in a structured and vendor-neutral way based on classification systems for goods and services.

As the processes covered by this CWA are very specific to the public procurement, regulations are the main source for business requirements, in particular the aforementioned directives by the European Union.

E. Catalogue profiles and transactions

The CWAs discussed two sections before, are located in the pre-award phase of the e-procurement chain. The CWA for catalogue profiles and catalog transactions can be seen as the bridge between the pre-award phase and the post-award phase. Consequently, this CWA provides specifications of core processes and transactions for both e-procurement phases, in particular all core processes and transactions for exchanging catalogues in the tendering phase as well those needed after the awarding of a supplier. Some transactions related to pre-award catalogues and specified in this CWA are even used in the profiles in the CWA on tendering.

In addition, this CWA provides two guidelines as well. One guideline elaborates on the implementation of pre-award catalogues and illustrates by providing examples how the various profiles and transaction can be used.

The other guideline elaborates on the usage of classification systems with the various profiles and transaction. This guideline gives a survey on the four major classification systems CPV, UNSPSC, GS1 GPC and eCl@ss as well as many domain-specific classification systems like ATC, TARC, ETIM, NCS, or ClaDiMed. Each of the classification systems is described and illustrated as well as examples are given what to do if the classification system is to be used in a transaction. Furthermore, issues of managing and providing classification systems are discussed.

F. Post-award profiles and transactions

The last CWA covers all core profiles and transactions for the post-award phase. These processes and exchanged transactions specify how to place orders (ordering), fulfill orders (fulfilment) as well as send invoices (invoicing) and pay invoices (payment). In the post-award phase, e.g., in ordering, fulfilment, invoicing and payment, the public and private sector are more similar in their goals, business requirements, and activities.

As a consequence, this area is more advanced than the pre-award area, because the standards developed for the private sector can be used in the public sectors as well. In particular, for almost every transaction there are syntax bindings to UBL and UN/CEFACT XML available. Compared to the CWAs from the pre-award area, it is easier to implement syntax messages available. In the case of the pre-award, appropriate syntax messages for a number of transactions have still to be developed by the standardization bodies.

A key profile and transaction in the post-award CWA is the profile for invoicing. In parallel to CEN/WS BII, a technical committee CEN/TC 434 was initiated to establish a semantic data model of the core elements of an electronic invoice [18]. The information requirement model for the corresponding transactions were aligned with the semantic data model developed by CEN/TC 434, which had an impact on the other IRMs, as all other IRMs are aligned to each other via the business term vocabulary.

In addition to the profiles and transactions, this CWA provides four guidelines as well. These guidelines provide fur-
ther details on how to implement specific use cases with the post-award profiles. The first guideline provides guidance on how to implement a master-data approach using the transactions by CEN/WS BII. The other three guidelines provide guidance on implementing the simplified invoice according to directive 2006/112/EC, on payment initiation and reconciliation, and pre-payments.

VI. DISCUSSION

After presenting the approach and the outcome of CEN/WS BII, the workshop and its work shall be put into context as well as research questions derived that might be of interest for the community of Information Systems (IS).

First of all, the questions regarding the effect of empire building mentioned in the introduction shall be addressed, in particular the question, if the approach and the outcome by CEN/WS BII can serve as a means to reduce the effect of Empire Building.

Referring to Wüster et al. [19], it can be stated that CEN WS/BII moves the break-even point between the costs for standardization and conversion towards conversion. On the one side, the more messages exchange is standardized the more costs will be caused due to missed opportunities by a lack of individuality. For instance, in case of a maximum level of standardization a company may not be able anymore to provide specific services giving the company a competitive advantage.

On the other side, a maximum level of individuality will cause high costs for developing many peer to peer converters between the various formats, costs for the actual conversion of messages, and costs by inappropriate conversions, for instance, loss of information during the process of conversion. As a consequence, there is a trade-off between a maximum level of standardization and a maximum level of individuality. The challenge is to find the “break-even” between these two both extrema, as it is illustrated in Fig. 5.
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Fig. 5 Trade-off between standardization and conversion [19]

The approach taken by CEN/WS BII moves the point of “break even” towards the maximum level of individuality, because its reduces the costs for conversion. The IRM with the syntax bindings to UBL messages and UN/CEFACT XML message serve as intermediary language allowing the conversion from one syntax message to another. In the case of the “Item standard identifier”, the syntax binding given in Table 2 states that from the perspective of CEN/WS BII both syntax elements have the same semantic, even if the semantics specified by UBL and UN/CEFACT XML may vary in details. But as long the syntax message is compliant to the corresponding IRM, the syntax elements can be easily converted from one to the other and vice versa.

Furthermore, there are other standards for syntax messages available, for instance, the German standards BMEcat for exchanging catalogues or ZUGFeRD for exchanging invoices, they can also define a syntax binding for their syntax standard to the corresponding IRM.

This also can be illustrated with the information requirement “Item standard identifier” explained above. There, a syntax binding was defined to a UBL and a UN/CEFACT XML message. By defining a syntax binding to BMEcat as well (cf. Table 4), it now becomes possible to convert the bound syntax elements of UBL, UN/CEFACT XML, and BMEcat into each other.

The semantics of the syntax element INTERNATIONAL_PID defined in the BMECat specification might be slightly different from the semantics specified for the information requirement “Item standard identifier”. But by using the syntax element with the semantics of “Item standard identifier”, the BMECat catalogue message becomes compliant with the IRM of CEN/WS BII. This way, the BMEcat community can keep their standard and can address their use cases specific for their community, but allowing a usage of BMEcat compliant with CEN/WS BII. In consequence, the syntax standard BMEcat becomes “interoperable” with the other syntax standards having syntax binding to CEN/WS BII.

Table 4. Syntax binding for Item standard identifier for UBL, UN/CEFACT XML, and BMEcat

<table>
<thead>
<tr>
<th>InfReqId</th>
<th>Syntax binding</th>
</tr>
</thead>
<tbody>
<tr>
<td>tir19-092</td>
<td>CrossIndustryCatalogue/CIICHSupplyChainTradeTransaction/IncludedCICLSupplyChainTradeLineItem/SpecifiedCatalogueTradeProduct/ID</td>
</tr>
<tr>
<td>tir19-092</td>
<td>BMECAT/T_NEW_CATALOG/PRODUCT/PRODUCT_DETAILS/INTERNATIONAL_PID</td>
</tr>
</tbody>
</table>

Consequently, conversions to other relevant syntax standards become easier, as the syntax elements can also be converted to the corresponding syntax elements of UBL and UN/CEFACT XML. This allows communities to define syntax standards for their own special needs as well as being compatible—at least with respect to the core requirements—with other syntax standards in use. The conversions to those standards become less expensive to develop and help to balance heterogeneity and interoperability of information systems in place [20]. In fact, it is argued that communities often just need a core they can adapt to and amend it with their community-specific requirements [21].

Here lies a first field of action, where the IS community can contribute to the standardization work. Although, the ex-
ample might give a good indicator for the benefits of the approach by CEN/WS BII, the question remains, if the approach will keep what it promises, i.e., that small and specialized communities can keep their practice-proved and tested syntax standards on the one side and at the same time are interoperable with other e-procurement systems with acceptable costs. Because, it might be also the case that the approach of CEN/WS BII is just another, but very subtle, means for empire building. It will not squeeze out particular syntax standard out of the market, but rather making all the syntax standards the same by imposing mandatory requirements on them.

Related to this first field of action, there is another field of action related to the second proposition of CEN/WS BII. To make syntax binding to IRMs feasible, these IRMs must cover an accepted and stable set of requirements. As mentioned before, the CWA on methodology and architecture elaborate on the concept of core and core requirements. This part of the CWA gives a definition and requirements on the core as well as hints how to find these core requirements. But this part lacks a precise definition, what a core requirement in practice is, and lacks a sound methodology how to find the core requirements in the various uses cases in the e-procurement chain.

In a wider vision, this requires that the architecture of all types of e-procurement standards used in Europe should be compatible with each other. There are initiatives to promote and ensure this kind of compatibility, such as ISA, the European Commission’s program for interoperability solutions for European Public administrations. This initiative developed the so-called European Interoperability Reference Architecture (EIRA). EIRA offers a service-orientated method, models and building blocks to develop, extend, and adapt any kind of e-government solution in Europe in a harmonized manner aiming at achieving interoperability over the whole lifecycle of these systems. In respect to specification by CEN/WS BII the challenge is to harmonize the profile- and process-orientated approach CEN/WS BII with the service-orientated reference architecture of EIRA in a way that the practical needs of users both on the buying and the selling side are taken into account. They have to understand, accept, efficiently use, and incorporate these standards and specifications in their everyday work.

In spite of the benefits of the outcome of CEN/WS BII, there are other limitations. One of them is that possible variants of a product, service, or process are not explicitly modeled. In the terms of CEN/WS BII they are interpreted as extensions or changes of the “Core”. But modelling and implementing these extensions or changes may be not easy because of the complexity and major diversities related to the various types of product, service types, and supply chain as well as the worldwide differences procurement regulations on the political, organizational, and technical level. In addition, in some industries and trading areas there exist special order and delivery concepts. Possible variants may cover product specific differences (liquids, hazards, food), sectors specific differences (health, chemistry, logistics), special supply chain types (projects, automotive supply chains and special order and delivery concepts like vendor managed inventory (VMI) or just-in-time delivery (JIT).

To incorporate these variants in goods, services, processes, and supply chains and to identify the common core requirements as well as provide the means to identify and to specify the core requirements is a third field of action where the IS community can contribute to the field of e-procurement standardization.

VII. CONCLUSION

In this paper, the work of the third phase of CEN/WS BII was presented and discussed. The outcomes provide a basis for implementing European-wide public e-procurement from notification and tendering to fulfillment and payment. The outcome was discussed arguing that the outcome might reduce the effect of empire building and allows an increased level of individuality by increasing the interoperability of e-procurement systems. Based on this, research questions and themes were outlined that might be addressed by the IS community in the future.

Addressing these research questions, may help to improve the approach of CEN/WS BII. This is important, as CEN has decided to establish the technical committee CEN/TC 440 [22], which picks up the outcome of CEN/WS BII and has the mandate to transform the CWAs into an efficient and acceptable formal European standard for public procurement. In fact, the work done by CEN/WS BII and continued in CEN/TC 440 contributes to one of the “grand challenges of Information Systems research” identified by Becker et al. [23] to “[integrate] information systems in one single virtual space” of e-procurement systems.
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Abstract—In all industries, competition between business organizations is vital to utilize collaborative logistics for planning, forecasting and efficient customer response to optimize the supply chain. Consequently, numerous business organizations build coalitions among themselves making their partnerships more effective.

The main goal of this study is to investigate how pairwise comparisons can identify near optimal coalition (related to collective intelligence in terms of computer science) for a group of independent business organizations.

Case studies are used to demonstrate the utility of the framework.

Index Terms—Collective intelligence, horizontal logistics collaboration, coalition, pairwise comparison, consistency analysis, expert opinion, knowledge management, business process.

I. INTRODUCTION

Collaboration mechanism, widely studied in logistics [1], [4], [10], [13], [16], [27], economics [5], [17], [24], [25], [30] and collective intelligence [33], [34], [38], [41], has specified two important issues: alliance formation and gain allocation.

Most models study the process of coalition formation in which all players contemplate forming one big coalition e.g. [37]. However, in many business settings the objective of development cooperation is obtaining the optimal alliance structure. In order to efficiently achieve individual goals and rewards through cooperation, a coalition may not necessary contain all possible collaborations. In realistic scenario, the coalition formation may be required to deal with both possible sub-groups of participants and individual preferences of each potential collaborator. These sub-groups are translated into number of sub-coalitions among independent firms. Finally, these models should reflect the fact that players must take their decision-making problems about in which coalitions they want to be. In particular, some coalition structure may be more preferable to others. To the best of our knowledge, there is no study that jointly considers these two research problems. For it, we adopt pairwise comparisons (PC) to develop a model of collaboration mechanism.

The paper is structured as follows. Section II is devoted to comprehensive introduction to PC. Section III-A reviews the comprehensive literature concerning the problems of alliance formation in logistics cases. In Section III-B we explain why enterprisers need to collaborate horizontally in logistics, as well as we introduce an alliance formation model among independent companies by PC. Next, in Section IV the method is illustrated by numerical example taken from logistics cases. The last Section concludes the paper, indicating the limits and a list of important directions for further research. Finally, this study is a continuation of what was previously presented at FedCSIS in [18], [6], [2].

II. PRELIMINARIES - PAIRWISE COMPARISONS

Pairwise comparisons may be one of the oldest methods used in science, where we compare entities $E_i$ in pairs when there is no unit of measure in use. In fact, most units are well defined for what we perceive to be “objective” entities. We can effectively measure: distance, weight, temperature, or time. From a mathematical point of view, pairwise comparisons (PC) create a PC matrix (say, $M$) of values $(m_{ij})$ of the $i$-th entity compared with the $j$-th entity. A small rating scale $[1/c, c]$ is used for $i$ to $j$ comparisons where $c > 1$ is a not-too-large real number (where $c$ is usually 3 to 5 in most practical applications). It is frequently assumed that all the values $m_{ij}$ on the main diagonal are 1 (the case of $E_i$ compared with $E_i$ and that $M$ is reciprocal: $m_{ij} = 1/m_{ji}$ for every $i, j = 1, ..., n$, since $x = 1/(1/x)$.

A pioneer of using PC method for elections was Llull in 13th century. Independently, Condorcet [7] used the pairwise comparisons in his publication of 1785 in the context of counting political ballots. In 1860, however, Fechner used this method in [14]. Thurstone [36] described pairwise comparisons method as the Law of Comparative Judgments in [36]. In 1977, Saaty [32] introduced a hierarchy instrumental for practical applications. However, shortcomings of this work have been criticized in [21].

The usefulness of pairwise comparisons approach, as well as reference to Llull were evidenced in one of the flagship ACM publications [12]. Furthermore, Professor Kenneth J. Arrow, the Nobel prize winner, has used “pair” 24 times in his seminal work [3].

We assume that $M$ is a reciprocal PC matrix over $R^+$, and $M$ is of the form:
III. Coalition Formation in Horizontal Logistics Collaboration

A. Literature review

In the past few decades, great attention has been placed on the logistics collaborations, which is concerned to be attained when two or more business organizations enter into a partnership for the purpose of improving the goals of supply chain in an effective and efficient way. Logistics collaborations are categorized as vertical and horizontal.

In this paper, we focus our attention on horizontal cooperation in logistics. It is defined as collaborations between companies that occurs on the same level of the supply chain [10] (e.g. collaboration among suppliers). The primary objective of the horizontal cooperation for each members is reduction of the costs. At the same time, coalition members can also achieve efficiency improvement and better customer service. Based on the research by Cuijissen [9], motives for horizontal cooperation can be categorized as listed in Table I.

The theory of coalition formation have traditionally been analyzed based on cooperative game theory. This popular approach was rewarded when L.S. Shapley received the Nobel Memorial Price in Economics Sciences 2012 together with A. E. Roth. Different cases of coalition formation and cost allocation methods are reported in the recent literature. However, the most popular are five types: transportation planning, traveling salesman problem, vehicle routing, joint distribution, and inventory related problems.

The horizontal collaboration in logistics is profitable, but the categories of impediments were also defined. They are: partner selection, negotiation and coordination, information and communication technology, determining and dividing the gains [9].
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TABLE I

<table>
<thead>
<tr>
<th>Cost and productivity</th>
<th>Customer service</th>
<th>Market position</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Cost reduction</td>
<td>- Complementary goods and services</td>
<td>- Penetrating new markets</td>
<td>- Developing technical standards</td>
</tr>
<tr>
<td>- Learning and internalization of tacit, collective and embedded knowledge</td>
<td>- Ability to comply to strict customer requirements/improved service</td>
<td>- New products development</td>
<td>- Accessing superior technology</td>
</tr>
<tr>
<td>- More skills labour force</td>
<td>- Specialization</td>
<td>- Serving larger firms</td>
<td>- Overcoming legal/regulatory barriers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Protecting market share</td>
<td>- Enhancing public image</td>
</tr>
</tbody>
</table>


TABLE II

<table>
<thead>
<tr>
<th>Coordination cost</th>
<th>Global optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negligible</td>
<td>$C_1$ : super-additive collaboration with global optimum preferences</td>
</tr>
<tr>
<td>Significant</td>
<td>$C_2$ : super-additive collaboration with individual optimum preferences</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Individual optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_3$ : non-super-additive collaboration with global optimum preferences</td>
</tr>
<tr>
<td>$C_4$ : non-super-additive collaboration with individual optimum preferences</td>
</tr>
</tbody>
</table>

non-empty and non-singletons. Next, each company evaluates two criteria connected with possible structure of coalition in terms of their relative importance. Index value from 1 to 4 (and its inverse 1/4 to 1) are used and entered row by row into a cross-matrix. All gradations are possible in between. Each pairwise comparisons $a_{ij} \in [1/4, 4]$ represents the scaled relative importance scores of element $i$ as compared to element $j$. In practice, values below the main diagonal do not need to be entered, since they are reciprocal to the corresponding values in the upper triangle. As a result, we get a pairwise comparisons matrix of size $m \times m$, where $m$ denotes the number of items to compare. Formally, for $n$ business organization $m = 2^{n-1} - 1$.

Step 2. Calculating the criteria weight. Once the firms provide all the $m(m-1)/2$ comparisons, the goal is to find a positive weight vector $w = [w_1, \ldots, w_m] \in \mathbb{R}^m$ such that the pairwise ratio of the weights, $w_i/w_j$, are as close as possible to the matrix elements $a_{ij}$, $1 \leq i,j \leq m$. For this purpose, we use the geometric means (GM) method.

Step 3. Collaboration decision. In this step, collaborators try to establish the structure of the coalition. This coalition for which the mean value is highest, is the most preferable for all potential partners and as a result successful collaboration groups should be established. However, in practice, there are two possibilities for this step: an agreement is achieved (collaboration relationship is established) or individual members of group deviate, the others move back to Step 1.

By constructing a PC matrix, we are able to identify the most desirable coalition for business organizations with individual preferences expressing incentives to collaborate. Following this collaboration process and specifying the technical details, this study provides a solution to horizontally cooperating companies who are reluctant to share sensitive information and want to avoid making excessive communications.

IV. RESULTS AND ANALYSIS

In this Section, we use a numerical example to apply presented PC method to determined alliance formation among independent business organizations, which have significance motivation to cooperate. This motivation has been frequently associated with the following drivers of horizontal collaboration: cost reduction, service improvement, market position, skill and knowledge sharing, investment and risk sharing, emission reduction, congestion reduction [40] as well as protect environment and mitigate climate change [35].

Let suppose we have a group of three companies (labeled $X_1, X_2, X_3$), then we separate candidate into possible collaboration groups (which are non-empty and non-singleton), namely:

$$\{X_1, X_2\}, \{X_1, X_3\}, \{X_2, X_3\}, \{X_1, X_2, X_3\}$$

In our case, each company based on their individual satisfaction (connected with drivers of horizontal collaboration) has to fill one pairwise comparisons matrix. Every business organization needed to determine 3 ratios: $m_{12}, m_{13}, m_{23}$, which are the part of following matrix:

$$M = \begin{bmatrix}
1 & m_{12} & m_{13} \\
\frac{1}{m_{12}} & 1 & m_{23} \\
\frac{1}{m_{13}} & \frac{1}{m_{23}} & 1
\end{bmatrix}$$

This step is the most complicated and should consist of some technical tools to design efficient method for filling the matrix. In each matrix on the main diagonal, we have number 1 due to the fact that it represents a relative ratio of a criterion against itself. All three PC matrixes are obtained and presented in Table III.

After each business organization sets its preference of alliance with other partners, the PC matrix is constructed and weights are computed as the geometric means of rows;
TABLE III
PAIRWISE COMPARISONS MATRIX FOR EACH COMPANY.

<table>
<thead>
<tr>
<th>Company A1 preferences</th>
<th>{X_1, X_2}</th>
<th>{X_1, X_3}</th>
<th>{X_1, X_2, X_3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{X_1, X_2}</td>
<td>1</td>
<td>1.5</td>
<td>3.6</td>
</tr>
<tr>
<td>{X_1, X_3}</td>
<td>0.67</td>
<td>1</td>
<td>3.6</td>
</tr>
<tr>
<td>{X_1, X_2, X_3}</td>
<td>0.33</td>
<td>0.28</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Company A2 preferences</th>
<th>{X_1, X_2}</th>
<th>{X_2, X_3}</th>
<th>{X_1, X_2, X_3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{X_1, X_2}</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>{X_2, X_3}</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>{X_1, X_2, X_3}</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Company A3 preferences</th>
<th>{X_1, X_3}</th>
<th>{X_2, X_3}</th>
<th>{X_1, X_2, X_3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{X_1, X_3}</td>
<td>1</td>
<td>2.5</td>
<td>1.3</td>
</tr>
<tr>
<td>{X_2, X_3}</td>
<td>0.4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>{X_1, X_2, X_3}</td>
<td>0.77</td>
<td>0.25</td>
<td>1</td>
</tr>
</tbody>
</table>

The weights of their coalitions structure were calculated using Concluder [8].

TABLE IV
WEIGHT EVALUATION BASED ON PAIRWISE COMPARISONS.

<table>
<thead>
<tr>
<th></th>
<th>{X_1, X_2}</th>
<th>{X_1, X_3}</th>
<th>{X_2, X_3}</th>
<th>{X_1, X_2, X_3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{X_1}</td>
<td>0.48</td>
<td>0.39</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>{X_2}</td>
<td>0.49</td>
<td>0</td>
<td>0.31</td>
<td>0.2</td>
</tr>
<tr>
<td>{X_3}</td>
<td>0</td>
<td>0.46</td>
<td>0.36</td>
<td>0.18</td>
</tr>
<tr>
<td>Average</td>
<td>0.32</td>
<td>0.28</td>
<td>0.22</td>
<td>0.17</td>
</tr>
</tbody>
</table>

In each row, there is one 0 value. It refers to the situation when a company does not have incentive to create a coalition with itself. Next, based on the results, a suitable coalition structure is constructed. It is supported by PC as a guidance tool for building coalitions. In the represented case, the highest preferences have been assigned to \( \{X_1, X_2\} \), while on the second place we have \( \{X_1, X_3\} \) coalition, and the least profitable sub-coalition is a grand coalition \( \{X_1, X_2, X_3\} \).

V. NUMBER OF COMPARISONS

The case study indicates that our model is attractive for smaller numbers of companies from 3 up to 5. From a practical point of view, the number of comparisons that should be made by one company is easy to handle. For bigger number of potential partners \( (n \geq 6) \), the comparisons are increasing exponentially. In Table V we see that for 7 companies, number of comparisons that should be made by one partner is 1953.

Table V shows that exponential growth does not cause comparisons increases for up 5 business organizations. Generally, when we have \( n \) company, the number of needed comparisons are presented in Table VI.

VI. CONCLUSIONS AND FUTURE RESEARCH

This study has demonstrated that using pairwise comparisons, as a framework to model cooperation in logistics, can produce valuable results. We have demonstrated in this study that pairwise comparisons can be effectively used for formation of coalitions when the coalition forming solutions follow the satisficing principle introduced by Herbert A. Simon in 1956 and well described in [39].

What is more important that this study initiates a new direction of research in important logistics problems. One of them is the open problem of the bargaining power of collaborative members in business negotiations. In current logistics practice, we observe that a person, group, or organization has ability to enforce their preferences. Such bargaining power is closely related to influence, financial and organizational power, size or status of the collaborators. The bargaining power directly influences the potential group decision. It should be considered in the alliance formation process.

Another research direction worth pursuing on coalition formation by PC is the characterization of the complementary coalition. The complementary coalition is the coalition of the company that is not included in the primary coalition, e.g. we have 5 business organizations that want to use the proposed method. By it, we find that coalition \( X_2, X_3 \) is near optimal coalition structure. What would be now the complementary coalition from the set \( X_1, X_3, X_2 \)? The third research direction is to investigate the coalition structure with some additional constraints. For instance, the number of coalition members in a coalition could be limited to \( k \), \( 2 \leq k \leq n \). The question now is how to form and search for such coalition structure. These issues are subject for our future research.

ACKNOWLEDGMENT

The authors are grateful to Grant O. Duncan (Team Lead, Business Intelligence and Software Integration, Health Sciences North, Sudbury, Ontario) and Tyler Jessup, Laurentian University, for their help with proofreading this text and development of the software system based on the presented theory.

REFERENCES

### TABLE V

**NUMBER OF COMPARISONS**

<table>
<thead>
<tr>
<th>Number of company</th>
<th>Possible sub-coalition</th>
<th>Number of PCM</th>
<th>Dimension of one PCM</th>
<th>Comparisons in one PCM</th>
<th>Total number of comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>84</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>5</td>
<td>105</td>
<td>465</td>
<td>525</td>
</tr>
<tr>
<td>6</td>
<td>57</td>
<td>6</td>
<td>63</td>
<td>1 953</td>
<td>13 671</td>
</tr>
<tr>
<td>7</td>
<td>120</td>
<td>7</td>
<td>127</td>
<td>8 001</td>
<td>64 008</td>
</tr>
<tr>
<td>8</td>
<td>247</td>
<td>8</td>
<td>255</td>
<td>32 385</td>
<td>291 465</td>
</tr>
<tr>
<td>9</td>
<td>502</td>
<td>9</td>
<td>1 013</td>
<td>130 305</td>
<td>1 303 050</td>
</tr>
<tr>
<td>10</td>
<td>1 013</td>
<td>10</td>
<td>511</td>
<td>1 013 050</td>
<td></td>
</tr>
</tbody>
</table>

### FORMULAS FOR NUMBER OF COMPARISONS

- $n^2 - n - 1$ - number of companies,
- $2^n - 1$ - number of all possible sub-coalitions,
- $(2^{n - 1} - 1)(2^{n - 2} - 1)$ - dimension of one PCM,
- $(2^{n - 1} - 1)(2^{n - 2} - 1)$ - number of comparisons in one PCM,
- $n(2^{n - 1} - 1)(2^{n - 2} - 1)$ - total number of comparisons,
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Abstract—In the article the authors would like to find the most suitable model of delivering an IT product for elderly people designed to activate them and support their everyday activities. The article consists of a few parts. At the beginning the situation and forecasts for the population of elderly people in Poland are presented. Later the methodology of conducted research is described. In the next part the analysis of the factors influencing the activation and support of elderly people has been made. On the basis of the results of the PEST analysis key roles of stakeholders of the micro- and macroenvironment of the particular IT product are identified and their influence on the delivery model is explained. The core functions of each role are elicited and briefly described in the context of the IT product delivery model for the chosen target group.

I. INTRODUCTION

What can be observed in many European societies is a demographic shift which causes significant changes in the proportion between the young and old population. The situation in Poland is very similar, however Poland, in contrast to many European countries, still seems to be a demographically young country. However, the projections for the future show a slight decrease in the total population of Polish citizens, in 2050 it will decrease by 4.5m, while the amount and percentage share of elderly people will increase from 21.5% (8.3m) in 2013 to 40.4% (13.7m) in 2050 [1]. This incorporates significant challenges for the Polish authorities and society itself. It is an impending threat to the economic and social stability in the country because of a great financial strain on the retirement system. As a result, the economic situation of the elderly population will get worse and they might be pushed into social exclusion.

Therefore, different parties undertake various activities to prepare for this situation. European Union funds are allocated among different R&D programs aimed at the improvement of the situation of elderly people like “Active and Assisted Living Research and Development Programme”, an initiative for fostering the emergence of innovative ICT products and services, allowing seniors to live independently, in order to improve their quality of life and autonomy and reduce the cost of their care [2]. Among the Horizon 2020 programs there is also the Work Programme 2016-2017 for Societal Challenge 1 (SC1 - related to Health Demographic Change and Wellbeing) of the Horizon 2020 programme to complement, support and add value to the policies of the Member States aimed at improving the health of the EU citizens and reduce health inequalities by promoting health, encouraging innovation in health, increasing the sustainability of health systems and protecting the Union citizens from serious cross-border health threats [3]. The central government is trying to adjust the retirement system and it also organizes some funding programs, like “Government Program for Social Activity of Elderly People for years 2014-2020”, whose aim is to improve the quality and level of life of elderly people in order to provide them with the possibility to age in a dignified manner through social activity [4]. There are also other initiatives organized by NGOs or private investors, like “Seniors in Action” aimed at enabling the realization of social projects by elderly people. There are many NGOs that support elderly people in their lives, some of them have national coverage, others – local. Local authorities try to support elderly people as well. They organize dedicated units to deal with matters of the elderly people, which often cooperate with NGOs, hospitals and nursing homes.

All these initiatives aimed at supporting elderly people can be supported by innovative information and communication technologies. Flexible web programming technologies, mobile devices (smartphones, tablets, wearables) with different kind of sensors (incl. health sensors) and effective wireless transmission technologies can significantly make life easier for elderly people if an IT product is customized for their needs.

At the European market, as well as at the Polish one, there are many web portals through which you can arrange a visit to a doctor or find a plumber (proreferral.com, thumbtack.com, myhammer.de, hassle.com, skilldigger.com, getdoido.com, sirlocal.pl, zamow-fachowca.pl, favore.pl, znanyekarz.pl, freelancer.pl). However, they are not dedicated to elderly people and therefore are not suited to their needs. It is important to offer seniors a solution that:

- supports them in many dimensions (providing services of different kind within a common platform),
• stimulates their everyday activity,
• ensures proper interaction with elderly people through the interface adapted to their perceptions and needs.

The lack of such a technical solution is noticed also by different units and organizations which deal with considered target group.

Therefore the main aim of the article is to find the most suitable model of delivering an IT product for elderly people in order to activate and support them. For this purpose an analysis of the factors influencing the activation and support of elderly people has been made. It is aimed at finding key roles of stakeholders of the micro- and macroenvironment of the particular IT product as well as their core functions in the context of the IT product delivery model for the chosen target group.

II. METHODOLOGY

The research on activation and support of elderly people in Poland with an IT product was preceded by a wide review of scientific and professional literature, as well as of the market reports with rich statistical data. After the identification of a knowledge domain the analysis of the gathered information was made. PEST Analysis was a method chosen for that purpose. It is a tool designed to analyse macro environmental factors [5]. The factors are classified into four different categories which cover political, economic, technological and social factors. As a result, there could be defined an environmental context of the issues analysed and the directions of micro environmental changes. Such an analysis is most frequently used to specify essential environmental sectors which influence a particular organization and its operating strategy [6] [7].

The purpose of the analysis resulting from a thorough understanding of the socio-political, economic and technological context was to identify the key characteristics of the IT product designed to activate and support this social group. They covered such factors as: the living standards of elderly people in Poland, their digital competencies and the infrastructural conditions.

The application of PEST tool resulted in the preliminary verification of the Polish market potential for the IT product dedicated to elderly people. It also allows to define the general profile of an IT product which may, after its adjustment to specific macroeconomic conditions, respond to the needs and expectations of the prospective recipient. The examination procedure involved the following steps:

1) Specifying through brainstorming the most significant factors to be taken into account in PEST Analysis, namely political, economic, social and technological factors.

2) Verification of the available research reports, including the statistical ones, and of the available resources in order to carry out a detailed analysis of the factors and in order to specify their impact and likelihood.

3) Specifying the influence of the factors on the IT product profile by defining the characteristics thereof.

The results of the analysis were later utilized for defining the model of the IT product delivery. For the graphical representation an onion model was chosen. It is a graph-based diagram template, which can be useful for understanding the interrelationships between an IT product and its stakeholders from micro- and macroenvironment [8][9]. Its structure can reflect the complexity of the model and strength of impact of particular roles of stakeholders by placing them on the proper layer. The first step in building the model was to develop a list of the potential roles of the stakeholders. Then the roles were assigned to the proper layers of the model: micro- or macroenvironment of the IT product. At the end, the core functions of each role were defined, analyzed and described.

III. PEST ANALYSIS – CONCLUSIONS AND REMARKS FOR AN IT PRODUCT

The Authors evaluated the factors which had been selected at the first stage of PEST Analysis by specifying their impact (on a scale from -2 to 2, where -2 was means factors with a very negative impact, +2 means factors with a very positive impact and 0 means factors of a neutral character) and likelihood (on a scale from 0 to 1, where 0 means unlikely phenomena and 1 means phenomena certain to happen). The influence was evaluated by multiplying one of the aforementioned factors by another. The detailed description of the whole studies and their results were presented during EHST conference last year [10].

Furthermore, the Authors determined in discussion the characteristics of the IT product dedicated to elderly people. The said characteristics constitute a response to a given factor and if the factor is negative, they constitute an antidote which is capable of eliminating its influence. At this stage, it is also possible to notice that according to the Authors, what influences the IT product dedicated to elderly people in the strongest, positive way is a high level of informatisation in Poland and what has the most negative influence are the biological, psychological and social barriers in the IT perception related to aging. The summary of the PEST Analysis effects is presented in Table 1.

On the basis of PEST Analysis, the Authors observed that what has the strongest positive influence on such a product is a high level of informatisation in Poland. Due to the existence of a developed infrastructure and due to the falling costs of its use, elderly people have a better access to modern IT products and to the Internet. Furthermore, both the domestic and European policies support initiatives dedicated to the analysed social group by providing the source of financing. Thus, IT companies have a possibility to provide senior citizens with a free access to their products and services. At the same time, the Software-as-a-service (SaaS) model is gaining importance as a form of software delivery. In that model the entire infrastructure along with the software is under the control of the service provider, while the user retains control over his or her data [11].
### TABLE 1 PEST ANALYSIS RESULTS

<table>
<thead>
<tr>
<th>Factor</th>
<th>Impact (from -2 to 2)</th>
<th>Likelihood (from 0 to 1)</th>
<th>Influence (impact x likelihood)</th>
<th>IT product expected characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Political factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>European and domestic policies facilitating activation of senior citizens</td>
<td>+2</td>
<td>0,5</td>
<td>1</td>
<td>Free</td>
</tr>
<tr>
<td>Domestic legal framework</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>Compliant with the legal framework</td>
</tr>
<tr>
<td>Prolonging working life</td>
<td>1,8</td>
<td>0,6</td>
<td>1,08</td>
<td>Oriented at offering services and entering into transactions</td>
</tr>
<tr>
<td><strong>Economic factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of income/expenses</td>
<td>-1</td>
<td>0,7</td>
<td>-0,7</td>
<td>Free</td>
</tr>
<tr>
<td>Level of wealth</td>
<td>1,2</td>
<td>0,5</td>
<td>0,6</td>
<td>Free</td>
</tr>
<tr>
<td><strong>Social factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age-related biological, mental, social barriers in IT perception</td>
<td>-1,6</td>
<td>0,8</td>
<td>-1,28</td>
<td>Adjusted to elderly people’s perception Help desk support provided</td>
</tr>
<tr>
<td>Social mobility</td>
<td>1,4</td>
<td>0,3</td>
<td>0,42</td>
<td>Community oriented (relations and communication) Mobile Integrated with popular messengers</td>
</tr>
<tr>
<td><strong>Technological factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informatisation level in Poland</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>Available online</td>
</tr>
<tr>
<td>Level of acceptance of technology by citizens</td>
<td>-1,8</td>
<td>0,3</td>
<td>-0,54</td>
<td>Help desk support provided</td>
</tr>
<tr>
<td>Condition of telecommunication market in Poland</td>
<td>0,6</td>
<td>0,9</td>
<td>0,54</td>
<td>Using popular communication channels (text messages, e-mail)</td>
</tr>
<tr>
<td>Software provision method</td>
<td>1,5</td>
<td>0,7</td>
<td>1,05</td>
<td>Available in SaaS model</td>
</tr>
<tr>
<td>Easiness of software developing</td>
<td>0,4</td>
<td>0,9</td>
<td>0,36</td>
<td>Using web standards Open to integration</td>
</tr>
<tr>
<td>Technological progress</td>
<td>0,6</td>
<td>0,7</td>
<td>0,42</td>
<td>Easily expandable</td>
</tr>
</tbody>
</table>

At the same time negative influences of several factors of the analysed environment were observed. While creating the profile of the IT product dedicated to elderly people one should take into consideration biological, psychological, social and legal barriers which constitute an obstacle for the users in question. Therefore, it is important to create suitable IT products which will respond to the needs and perception of elderly people and to undertake measures designed to educate them in this field. This will allow senior citizens to benefit from their intellectual capital, experiences and skills. Furthermore, this will help to eliminate the generation gap as well as the digital exclusion of elderly people.

### IV. THE IDENTIFICATION OF THE CORE STAKEHOLDERS’ ROLES AND THEIR FUNCTIONS IN THE IT PRODUCT DELIVERY MODEL

What was identified at the first stage of research on the IT product delivery model dedicated to elderly people was the role which might be performed by the stakeholders functioning in the product’s environment. The aforementioned roles are graphically presented in Fig. 1. It should be emphasised that the presented model does not exclude either the situation in which different roles are performed by different stakeholders or the situation in which one stakeholder performs distinct roles.

![Fig. 1. Key roles of the stakeholders of IT product in the context of its delivery model for elderly people](image-url)
the product in an indirect manner and which create the context and environment where both the product and the stakeholders from microenvironment function. In order to present the IT product delivery model dedicated to elderly people the Authors used the Onion Model, whose layers allowed them to clearly demonstrate and analyse the elements of the micro- and macroenvironment [10].

The roles of stakeholders are the following:

- End users - senior citizens,
- Service providers - entities offering services and products to senior citizens,
- IT product provider - the entity responsible for the IT product development, its delivery to the other stakeholders and technological support,
- Intermediary - the entity which mediates between senior citizens, service providers, and the IT product provider.

The roles of stakeholders from macroenvironment are the following:

- EU authorities,
- Public authorities,
- Local authorities,
- Private capital, sponsors,
- Public benefit organisations – NGO,
- Media.

As it has already been indicated above, the stakeholders from macroenvironment are those which create the environment where the other elements of the model can function. The said environment can be understood as the legal regulations which shape not only the social and economic conditions but also available ways of financing innovative solutions for senior citizens (private and public capital), bringing senior citizens together and activating them.

![Fig. 2. IT product delivery model for activating and supporting elderly people](image-url)
The next step in the research on the presented model was to define the characteristics of the IT product itself as well as to indicate the functions performed by particular roles located in the respective layers of the model. Owing to this, it was possible to present the model of a comprehensive character, which ultimately covered the product characteristics, roles performed by particular stakeholders and their functions. This has been illustrated in Fig. 2. It should be noted that the presented model of the IT product delivery has been developed on the basis of the PEST analysis results. Its elements have been defined in such a way that they constitute a response to the factors selected during the analysis and if the factor is negative, they constitute an antidote which is capable of eliminating its influence.

Among the characteristics defining the shape of the IT product the Authors indicated the following:

- The product being available to senior citizens for free,
- The product being available in the SOA model,
- The product being available through the browser without the necessity to install it,
- The interface being unified for all the offered services and featuring improvements dedicated to senior citizens,
- Multichannel - the IT product ability to work with different communication channels.

The fact that the product should be made available to senior citizens for free responds to this factor selected in the PEST analysis which indicates that elderly people in Poland have low incomes and therefore they will refuse to pay for the usage of an application of any kind. Another factor selected for the purpose of PEST analysis which has an influence on the IT product characteristics is the one related to the low level of digital competences among senior citizens. What has been suggested in order to eliminate this factor is the solution in which it will be possible to use the IT product without the necessity to install it. The aforementioned solution will be available due to the fact that the product will be built in compliance with the SOA (Service-Oriented Architecture) principles what ultimately will make it available as a service from the browser level. In practice, this allows to access the functionalities of the product and its interfaces just after entering the proper web page address into a web browser. The unified interface featuring improvements dedicated to senior citizens constitutes, in turn, the response to the barriers related to the limited perception of IT solutions, which results from biological and mental aging. Multichannel, which provides an access to different communication channels, shall enable efficient communication between both senior citizens and service providers and among senior citizens themselves. It is worthwhile to mention that the channels should be selected according to the criterion of usefulness for the target group. PEST analysis indicates that among the web technologies, senior citizens most frequently choose voice messengers (e.g. skype).

The next stage of building the IT product delivery model designed to support senior citizens' independence in life consisted in defining the functions which are performed by the particular roles. They shall be characterised below.

The term "end users" should be understood in this model as senior citizens who use the IT product to order those services which will allow them to live self-reliant, independent lives. Therefore, they perform the "consuming" function in this model. This function they register and then log into the IT product, thus gaining the access to their profile, to service providers' offers and to the mechanisms of ordering, appointment coordination and service quality evaluation. The interface available is unified and its appearance has been tailored to the needs of senior citizens. It becomes their single point of contact and allows them not only to order and evaluate services, which give them independence in life, but also to form a community within which they communicate with their peers. In case of any problems with the "consuming" function, senior citizens can ask the intermediary for help, what shall be depicted further in this article.

Service providers constitute another party to transactions realised with the usage of the IT product, and, as the term itself indicates, they provide services to senior citizens, thus performing the "offering" function in this model. In this function they specify their service offers, manage their own time or the time of their employees and/or volunteers, provide end users with the ability to book services, manage price lists and discounts, customise offers and confirm that the service will be performed.

IT product providers, in turn, have been assigned two basic functions in the presented model:

- Delivery,
- Maintenance.

The said functions are performed through developing the IT product in a particular programming language and through ensuring its broadly understood maintenance, covering not only the correction of errors but also product development and technological support for the users. The activities related to the 1st line technological support are conducted via the intermediary in this model. The aforementioned solution is applied in order to overcome the selected for PEST analysis barriers resulting from senior citizens' low digital competences and their problems with the perception of IT products. Furthermore, it should be noted that the "delivery" function is performed by the provider through delivering the IT product in the form of a service in the SaaS model. In practice, this means that the IT product, developed in compliance with the SOA principles is available via a browser, without the necessity to install client software. This responds to senior citizens' low digital competences, which were diagnosed with the application of
PEST analysis, and which manifest themselves in their lack of skills at computer administration, among other things.

The intermediary, in turn, has been assigned the following functions:

- Support,
- Mediation,
- Verification,
- Stimulation.

The intermediary is a stakeholder whose task is to respond to such factors selected in PEST analysis as: age-related mental, biological and social barriers in the perception of the IT product, senior citizens' low digital competences, distrust in new IT solutions and in service providers. The "support" function is performed by the intermediary through two basic activities:

- Providing a help-desk which offers ongoing technological and substantive assistance to senior citizens,
- Ensuring trainings for senior citizens, volunteers, and service providers.

The "mediation" function covers the relation between:

- Senior citizens, service providers and the IT provider, not only in the field of solving current problems but also of defining the needs which should be reflected in the IT product (functional analysis),
- Senior citizens and service providers in the area of financial transactions (negotiating the price, settlements of transactions) and of ordering the services on behalf of senior citizens (helpline).

The function designed to verify the quality offered by service providers covers both the preliminary assessment of their reliability before they are admitted to offer their services in the platform and the confirmation of the correctness of the services performed for senior citizens. With the usage of these tools, the intermediary builds broadly understood confidence in ordering services in this way.

The "stimulation" function, in turn, can be analysed in the context of cooperation with both senior citizens and service providers. The intermediary not only maintains contact with organizations whose task is to activate senior citizens and to bring them together, which is his way of attracting new end users, but he also actively searches for and attracts service providers which intend to reach senior citizens (helpline).

To provide financial means applicable to create new IT solutions dedicated to senior citizens,

- To undertake measures to activate senior citizens to use such technological solutions,
- To amend legal regulations in an ongoing manner in order to adjust them to the changing social needs.

Current measures undertaken by the local, public and EU authorities support financially technological innovations designed to provide senior citizens with the means which will enable them to live independent lives. The examples of such initiatives have already been discussed in the Introduction. Owing to such programmes, the organisers of such social initiatives can obtain financing, and, consequently, they can offer their IT products for free. This is particularly important in Poland. The research conducted earlier clearly indicates that Polish senior citizens are reluctant to pay for the usage of applications due to their low incomes.

What also constitutes a significant source of financing of activities related to providing senior citizens with technological solutions is private sponsoring. Companies (State-owned companies or private companies) donate funds for such purposes according to the assumptions on the corporate social responsibility (CSR). The fact that companies participate in the life of the local community and that they engage themselves in social investments constitutes the root of their firm position in this community. Not only do they gain the hearts of the local population but also the trust of the local authorities.

It is also possible (at the early stage of the project) to obtain financing from venture capitals, which will receive their shares in such a project.

Private individuals also support such initiatives through small one-time donations (crowdfunding) made via such crowdfunding platforms as Kickstarter or PolakPotrafi.pl. By doing so, they express their support for such projects and they even receive some petty benefits (e.g. shares in the project, discounts for services, gadgets, etc.)

Activating elderly people in the context analysed in this article takes place through informing the target group about
the possibilities to take advantage of such applications. This might be done through organising different social events, workshops, lectures, trips etc. What should be presented during such meetings is the system itself together with its characteristics, possibilities, and basic functionalities. It is also important to promote an active lifestyle suitable for senior citizens and to show them paths of their prospective development (third age universities). Due to such measures, they will be more willing to benefit from different kinds of services and it will be easier to persuade them to use the system described in this article.

This is the role performed mostly by NGOs and the media. Such actions should be also taken by care institutions, hospitals, church organisations and public figures. Due to their authority they will be able to recommend using such applications. What should also be promoted and rewarded are different forms of volunteering aimed at raising the awareness of senior citizens in the area of ordering services via the discussed system.

The Authors indicate legislative works, especially drafting legal provisions (both national and European regulations) as the third function performed by the stakeholders from macroenvironment of the IT product. The role of the said regulations is:

- To guarantee the security of transactions realised via the Internet,
- To protect personal data,
- To enable providers to offer services for elderly people in volunteering,
- To allow elderly people to work without losing their retirement pensions,
- To enable elderly people to offer mutual services (via the so called "time banks") and to settle their accounts (payments received for the work done) with the usage of virtual currency or barter.

The roles listed above and their functions constitute the basic structure of the model, yet, the possibility of its further extension or modification in non-standard cases is not excluded. The local or public authorities, for example, might perform the function consisting in activating elderly people even though the said function has been originally assigned only to the media and NGOs. Similarly, not only the intermediary but also service providers can boost the movement on the IT product web page through organising various promotional campaigns on their own web pages or during personal meetings with their clients.

IV.CONCLUSIONS AND FURTHER RESEARCH

The article presents the IT product delivery model dedicated to activate and support senior citizens in their independent everyday lives. The model has been developed on the basis of the strategic PEST analysis. The roles defined in this model and the functions performed by them constitute the response to the factors selected in PEST analysis and are designed to indicate the most important elements of the efficient delivery of the IT product which is suitable for the needs of the analysed target group. The Authors have also specified the strength of impact which particular roles and functions have by locating them in the proper layers of the onion model.

On the basis of the conducted research the following conclusions have been formulated:

- The presented model is of a comprehensive character and it covers such elements as the product, roles performed by particular stakeholders from micro- and macroenvironment and their functions,
- The elements of the model have been defined in such a way that they constitute a response to the factors selected during PEST analysis and if the factor is negative, they constitute an antidote which is capable of eliminating its influence,
- Particular roles have different strength/form of impact - they can influence the IT product interacting with it directly (delivery, maintenance, consuming/offering) or indirectly through creating favourable conditions for the usage of such solutions,
- Among the indicated roles which interact directly with the product, the role of the intermediary has been emphasised as he mediates between senior citizens and the other roles in the model and he facilitates senior citizens' usage of the IT product (eliminating age-related mental, biological and social barriers),
- The application of the suggested IT product delivery model constitutes an opportunity to reach the target group in the most efficient manner and to eliminate their individual limitations as well as the limitations resulting from the environment as identified in PEST analysis.

The research presented in this article does not cover all of the issues related to delivering IT products designed to increase the senior citizens' quality of life. On the one hand, what seems to be of particular importance is to deepen the analysis of all the stakeholders engaged in the process of the IT product delivery to the market, but on the other, the Authors acknowledge the need to model the functional structure of the product itself. Future papers authored by the research team shall be devoted to the aforementioned problems.
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Abstract—This article proposes a metaheuristic optimization/social simulation approach to find the optimal team for a given type of the project. The quality of the team is assessed in a black-box optimization environment, where the optimized function acts as a metaphor of the project to be completed within the certain time limit (number of fitness function evaluations) and each fitness function evaluation is considered to be a metaphor of a unit task. The employees in a team are modeled according to the Belbin’s Team Roles and the Particle Swarm Optimization (PSO) is used as a teamwork framework algorithm, while Evolutionary Algorithm (EA) as an algorithm for controlling the set of Team Roles for team members and leaders. This approach has been tested in a scenario of a simulated self-organizing team, where each employee decides about his own actions. The results from the performed simulation suggest, that such teams perform best if their leader is one of the actual work-oriented roles. Additionally, some projects required significantly different set of roles than the average team, resulting in improvement of the specialized team’s performance over that of the average team.

I. INTRODUCTION

IN 1981 and 1988 Raymond Meredith Belbin proposed his Team Roles theory [1]. This theory identifies nine clusters of people’s behaviors expressed during the cooperation with other people. The clusters are build upon well-known psychometric factors and an individual’s temperament assessment. Although the initial way of assigning team roles for the people has been criticized [2] the theory has been commercially successful, resulting in emergence of the Belbin Associates (http://www.belbin.com/).

From the author’s personal team management experience, this theory has proven quite useful for choosing proper tasks assignment and making accurate tasks justification, especially in the lack of other motivation methods.

An automatic method of finding a group of people with such set of Team Roles, whom could efficiently complete a given type of project (easy/repeatable, with some obstacles but a known general method of approach, high-risk research and development etc.), would greatly lower the risk and cost of doing such project. Such method could be also combined with a methods of automatic project planning [3], [4] or reusing information from previous projects [5], providing a set of decision support systems for project managers. Although such an approach will always be prone to the errors resulting from the simplicity of behavior modeling, it is still useful because of the possibility of simulating a vast number of hypothetical situations [6] and observing the recurring patterns in the proposed team structure. Such a simple model allows for capturing the general features of the team member behaviors with connection to the problem (e.g. analyzing the alternatives, following the state-of-the-art approach). Other applications of virtual agents simulation results used for improving business processes can be found in [7].

As the Particle Swarm Optimization (PSO) has been originally proposed as a social simulation framework, this article proposes a generalization of the PSO particle, which would act as a metaphor of an employee.

The rest of the paper is organized as follows. Section II describes the generalized PSO particle and the generalized PSO as the team simulation framework. Section III presents Evolutionary Algorithm (EA) as a method of changing team members and leaders Team Roles. Subsequently, section IV defines the Team Roles from the Belbin’s Theory. Sections V, VI and VII describe experiments setup and their results. Finally, section VIII concludes the paper.

II. PARTICLE SWARM OPTIMIZATION: TEAMWORK FRAMEWORK

As already mentioned, Particle Swarm Optimization (PSO) has been initially designed as an algorithm mimicking simple social behavior [8], quite similar to Reynold’s boids [9]. Also some recent research presents connection between complex network analysis and particle swarm behavior [10]. Therefore, it is well-suited to be interpreted as a sort of a multi-agent system providing a good framework for such simulated environment. Please note, that in the rest of the article the generalized PSO particles will be referred to as employees, if it will be more meaningful in the given context.

In order to allow employees to incorporate a different set of actions, modeling the behavior of an employee acting in a certain team role, the velocity update formula of the Standard PSO [11], has been generalized from choosing the best particle among particle’s neighbors to a various aggregation formulas (see Table I). This could result in a behaviors of particles like in Charged Particle Swarm Optimization [12] (in order to incorporate possibility of repulse [13] from certain individuals) and Civilization Algorithm / PSO with charisma (in order to incorporate possibility of special treatment of the information from the team leader):

\[
v = \omega v + c_1 r_1 (x_{Best} - x) + (m x_{c_2} + c_2) r_2 (x_{NeighborAggregation} - x)
\]
\[ P(X \in \text{Neighbors}(Y)) = \begin{cases} 
1, & X = Y \\
\frac{p_{lt}(X) + p_{lt}(Y)}{2}, & \text{Team}(X) = \text{Team}(Y) \\
\frac{p_{ls}(X) + p_{ls}(Y)}{2}, & \text{Team}(X) \neq \text{Team}(Y) \\
\min(1, p_{ls}(X) + p_{lt}(Y)), & \text{Team}(X) = \text{Team}(Y) \land (\text{Leader}(X) \lor \text{Leader}(Y)) \\
\min(1, p_{lt}(X) + p_{ls}(Y)), & \text{Team}(X) \neq \text{Team}(Y) \land \text{Leader}(X) \land \text{Leader}(Y) 
\end{cases} \]

Fig. 1. The probabilities that \( X \) would be a neighbor of \( Y \) in a given iteration.

Where:
- \( v \) is a velocity vector of the particle,
- \( x \) is a current location of the particle,
- \( x_{\text{Best}} \) is a best location visited by the particle,
- \( x_{\text{NeighborAggregation}} \) is a location computed (aggregated) on the base of information from all the neighbors of the particle (typically just the best location).

Additionally:
- \( \omega \) is an inertia coefficient,
- \( c_1 \) is a local attraction factor,
- \( c_2 \) (with additional \( \min_{c_2} \) bias) is a neighbor attraction (could be used as repulsion) factor,
- \( r_1, r_2 \) are vectors of uniformly distributed random variables.

The communication topology is a random one, with four probabilities defined for each role and a team leader modifier. The possibility of communication between two employees is established independently in each iteration, following the four probabilities:
- \( p_{ls} \) a probability of being neighbor of a teammate (speaking),
- \( p_{lt} \) a probability of neighboring a teammate (listening),
- \( p_{s} \) a probability of being neighbor of an employee from another team (speaking),
- \( p_{l} \) a probability of neighboring an employee from another team (listening).

In order to reduce the number of parameters of the simulation, 5 levels of probabilities have been introduced:
1) \( p_{\text{HIGH}} = 0.8 \)
2) \( p_{\text{TYPICAL}} = 0.5 \)
3) \( p_{\text{LOW}} = 0.1 \)
4) \( p_{\text{EVERY\_LOW}} = 0.01 \)
5) \( p_{\text{ZERO}} = 0.0 \)

In addition, if a given employee is a leader he will have higher probabilities of communicating with other leaders and his team members. The detailed rules for computing probability of successful communication between two employees are presented in Fig. 1.

III. EVOLUTIONARY ALGORITHM: TEAM MANAGEMENT FRAMEWORK

For managing the teams an Evolutionary Algorithm (EA) has been used (thus creating a meta-optimization like algorithm, although used for creating a certain Team Roles set rather than just optimizing a function).

The fitness function for the EA is a median of the difference between the achieved value of the function and the target value of the function within the limited budget of function evaluations on 15 different instances of the same function. The fitness function for the team is computed from the best values achieved by the members of this team.

The cross-over operator of the EA switches the Team Role of the team leader from the first parent with the Team Role of the team leader from the randomly chosen second parent, thus creating the child team.

The mutation operator of the EA randomly changes a team member’s Role into another Role.

The selection operator is based on the tournament selection between the parents and the offspring in order to maintain high diversity of the population. Please note, that the offspring could be result of the cross-over operation or mutation. In the case of cross-over randomly chosen child would compete with first of the parents. In the case of the mutation the cloned mutant will compete with the original individual.

IV. TEAM ROLES MODELS

In this section, a short description of each of the nine Team Roles will be given, summarized with the set of parameters (\( c_1, c_2 \), neighbor aggregation method, communication probabilities) used for modeling behavior for each role (see Table 1). Each role description starts with a short quote from the http://www.belbin.com website. For a detailed descriptions please refer to the works of the R.M.Belbin [14]. After that short description each agent would be described in terms of communication abilities and methods of processing the received information.

A. Plant

The first Team Role to be identified was the Plant (PL). The role was so-called because one such individual was planted in each team. They tended to be highly creative and good at solving problems in unconventional ways. [15]

PL is an individual worker with unorthodox ideas, but possibly some communication issues. PL works in isolation and tries to find new (uncommon) ways to solve the problems within the project. As a particle it acts as a charged particle in CPSO algorithm, repulsing from the average location of the best known results, thus searching for completely new solutions.
TABLE I

SUMMARY OF TEAM ROLES PARAMETERS

<table>
<thead>
<tr>
<th>Team role</th>
<th>$c_1$</th>
<th>$min_{c2}$</th>
<th>$c_2$</th>
<th>Aggregation method</th>
<th>$p_t$s</th>
<th>$p_{tl}$</th>
<th>$p_s$</th>
<th>$p_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant</td>
<td>1.4</td>
<td>−1.4</td>
<td>1.4</td>
<td>Average location</td>
<td>LOW</td>
<td>TYPICAL</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
<tr>
<td>Monitor Evaluator</td>
<td>0.0</td>
<td>0.9</td>
<td>0.2</td>
<td>Promising and not explored cluster centers</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
<tr>
<td>Coordinator</td>
<td>0.0</td>
<td>0.9</td>
<td>0.2</td>
<td>Subsequent cluster centers</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
<td>LOW</td>
<td>LOW</td>
</tr>
<tr>
<td>Resource Investigator</td>
<td>0.0</td>
<td>0.9</td>
<td>0.2</td>
<td>Max distance</td>
<td>HIGH</td>
<td>HIGH</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
</tr>
<tr>
<td>Implementer</td>
<td>1.4</td>
<td>0.0</td>
<td>1.4</td>
<td>Best neighbour</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
<tr>
<td>Completer Finisher</td>
<td>0.0</td>
<td>0.9</td>
<td>0.2</td>
<td>Best neighbour</td>
<td>LOW</td>
<td>VERY_LOW</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
<tr>
<td>Teamworker</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4</td>
<td>Average location</td>
<td>HIGH</td>
<td>HIGH</td>
<td>LOW</td>
<td>LOW</td>
</tr>
<tr>
<td>Shaper</td>
<td>1.4</td>
<td>0.0</td>
<td>1.4</td>
<td>Best neighbour</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
<tr>
<td>Specialist</td>
<td>0.0</td>
<td>0.9</td>
<td>0.2</td>
<td>Function approximation</td>
<td>TYPICAL</td>
<td>TYPICAL</td>
<td>ZERO</td>
<td>ZERO</td>
</tr>
</tbody>
</table>

B. Monitor Evaluator

The Monitor Evaluator (ME) was needed to provide a logical eye, make impartial judgements where required and to weigh up the team’s options in a dispassionate way. [15]

ME greatest ability is to separate facts from opinions and assess situation without emotional biases. MEs focus on elaborating on all the plausible alternatives leading to achieving project’s objectives.

As a particle, ME visits the locations which seem to be not explored enough, while having quite a good overall fitness function value. ME uses the UCB1 [16] approach in continuous problem by clustering the samples gathered by other particles, and computing the average value of the fitness function combined with the size (measured in number of samples) of the cluster. It uses such evaluation to choose which area should be explored, thus maintaining an exploitation-exploration balance. This behavior could also be looked upon as a sharing mechanism known from evolutionary approach, where fitness function quality is divided by the number of nearby specimen.

C. Coordinator

Co-ordinators (CO) were needed to focus on the team’s objectives, draw out team members and delegate work appropriately. [15]

CO’s abilities concentrate around proper work division and tasks delegation.

As a particle CO explores the area of each of the samples’ clusters in a subsequent manner. CO behavior is closely related to the work of the ME, but CO focuses its attention on each of the clusters regardless of its average function value.

D. Resource Investigator

When the team was at risk of becoming isolated and inwardly-focused, Resource Investigators (RI) provided inside knowledge on the opposition and made sure that the team’s idea would carry to the world outside the team. [15]

RI gathers information about other teams results (through high probability of communicating with the members of other teams).

As a particle, RI explores the promising areas which are the furthest from its current location.

E. Implementer

Implementers (IMP) were needed to plan a practical, workable strategy and carry it out as efficiently as possible. [15]

IMPs might be looked upon as the backbone member of a team. In the simulation, IMP acts as a standard PSO particle, which simulates following a most natural strategy balancing a choice between best external information and best personal experience.

F. Completer Finisher

Completer Finishers (CF) were most effectively used at the end of a task, to “polish” and scrutinise the work for errors, subjecting it to the highest standards of quality control. [15]

CF likes to work on a task until it is properly finished. Therefore CF’s listening ability is low, as CF is concentrated on his work (on the other hand, CF provides information about the progress). As a particle, CF is attracted to the best neighbor location, but due to low probability of being informed about a new location it explores one area for a longer period of time.

Due to $\omega$ factor it is expected to oscillate around a promising location (until finding a better one) with the smaller steps at each iteration, therefore acting similar to a Variable Neighborhood Search algorithm.

G. Teamworker

Teamworkers (TW) helped the team to gel, using their versatility to identify the work required and complete it on behalf of the team. [15]

TW tries to help people with their work. Although TW can communicate easily, such employee will not necessarily engage in a work related conversation.

As a particle TW is attracted by all of its neighbours working like a particle in Fully Informed PSO algorithm [17].

H. Shaper

Challenging individuals, known as Shapers (SH), provided the necessary drive to ensure that the team kept moving and did not lose focus or momentum. [15]

SH tries to finish project as fast as possible (possibly even at the cost of its quality). SHs like to influence the way other
TABLE II
AVERAGE FREQUENCY OF THE ROLES WHILE ACTING AS A TEAM MEMBER AND TEAM LEADER

<table>
<thead>
<tr>
<th>Function</th>
<th>CF</th>
<th>CO</th>
<th>IMP</th>
<th>ME</th>
<th>PL</th>
<th>RI</th>
<th>SH</th>
<th>SP</th>
<th>TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team leader</td>
<td>0.45</td>
<td>0.04</td>
<td>0.11</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.12</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Team member</td>
<td>0.23</td>
<td>0.09</td>
<td>0.12</td>
<td>0.09</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.09</td>
</tr>
</tbody>
</table>

TABLE III
AVERAGE FREQUENCY OF THE ROLES WHILE ACTING AS A TEAM LEADER FOR DIFFERENT FITNESS FUNCTIONS. THE FUNCTIONS ARE DIVIDED INTO 5 GROUPS: SEPARABLE, WITH LOW OR MODERATE CONDITIONING, WITH HIGH CONDITIONING, MULTI-MODAL WITH GLOBAL STRUCTURE, MULTI-MODAL WITH WEAK GLOBAL STRUCTURE [18]

<table>
<thead>
<tr>
<th>Optimized function</th>
<th>CF</th>
<th>CO</th>
<th>IMP</th>
<th>ME</th>
<th>PL</th>
<th>RI</th>
<th>SH</th>
<th>SP</th>
<th>TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>0.24</td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.06</td>
<td>0.06</td>
<td>0.30</td>
<td>0.02</td>
</tr>
<tr>
<td>f2</td>
<td>0.38</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.30</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>f3</td>
<td>0.30</td>
<td>0.02</td>
<td>0.08</td>
<td>0.00</td>
<td>0.04</td>
<td>0.08</td>
<td>0.28</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f4</td>
<td>0.42</td>
<td>0.02</td>
<td>0.14</td>
<td>0.00</td>
<td>0.08</td>
<td>0.02</td>
<td>0.30</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>f5</td>
<td>0.12</td>
<td>0.00</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.52</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>f6</td>
<td>0.72</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>f7</td>
<td>0.48</td>
<td>0.00</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f8</td>
<td>0.76</td>
<td>0.02</td>
<td>0.04</td>
<td>0.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>f9</td>
<td>0.54</td>
<td>0.00</td>
<td>0.02</td>
<td>0.08</td>
<td>0.08</td>
<td>0.14</td>
<td>0.06</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td>f10</td>
<td>0.60</td>
<td>0.16</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>f11</td>
<td>0.46</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.00</td>
<td>0.16</td>
<td>0.26</td>
</tr>
<tr>
<td>f12</td>
<td>0.46</td>
<td>0.12</td>
<td>0.22</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.16</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>f13</td>
<td>0.50</td>
<td>0.10</td>
<td>0.12</td>
<td>0.00</td>
<td>0.10</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.14</td>
</tr>
<tr>
<td>f14</td>
<td>0.52</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.12</td>
<td>0.10</td>
<td>0.16</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>f15</td>
<td>0.54</td>
<td>0.00</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>f16</td>
<td>0.70</td>
<td>0.02</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>f17</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.08</td>
<td>0.10</td>
<td>0.02</td>
<td>0.04</td>
<td>0.22</td>
<td>0.04</td>
</tr>
<tr>
<td>f18</td>
<td>0.56</td>
<td>0.08</td>
<td>0.08</td>
<td>0.02</td>
<td>0.02</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>f19</td>
<td>0.06</td>
<td>0.00</td>
<td>0.22</td>
<td>0.10</td>
<td>0.04</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>f20</td>
<td>0.42</td>
<td>0.00</td>
<td>0.22</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>f21</td>
<td>0.46</td>
<td>0.06</td>
<td>0.14</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
<td>0.00</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>f22</td>
<td>0.26</td>
<td>0.18</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.18</td>
<td>0.14</td>
<td>0.02</td>
</tr>
<tr>
<td>f23</td>
<td>0.40</td>
<td>0.00</td>
<td>0.04</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.26</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>f24</td>
<td>0.51</td>
<td>0.00</td>
<td>0.16</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.16</td>
<td>0.00</td>
<td>0.13</td>
</tr>
</tbody>
</table>

people work (if SH thinks, that the project would benefit from this).

As a particle SH acts exactly as IMP, but will have higher communication probability, which will speed up the convergence of the particles, thus resulting in finishing work earlier (although possibly in a much worse than optimal location).

I. Specialist

It was only after the initial research had been completed that the ninth Team Role, Specialist (SP) emerged. In the real world, the value of an individual with in-depth knowledge of a key area came to be recognized as yet another essential team contribution.

SP takes pride in being an expert and does not perform very well in cooperation, therefore as a particle SP observes the gathered samples and builds a set of linear models approximating promising areas of the optimized functions and then explores the area near the peak of approximating square functions.

V. ASSESSMENT ENVIRONMENT

As an assessment environment the GECCO (since 2009) and CEC (since 2015) BlackBox Optimization Benchmark set [18] has been used. It consists of 24 functions divided into 5 different categories, which would allow to have comparison for a different project difficulty levels.

This way, additional objective information on the quality of the team’s performance has been obtained by comparing it with standard optimization algorithms (although the research does not focus on this part).

VI. TESTS

The training of the teams has been done with 10 repetitions of the experiment with 9 teams with 10 team members each with 1000 PSO iterations and 20 EA iterations on the set of all 24 benchmark functions (15 instances of each function).

The results of the training provided a frequency of each role acting as a team leader or a team member for each of the functions in the final population within the EA algorithm.

VII. RESULTS

The results of the average roles frequency found within the training phase are presented in Table II. It can be seen that the Completer Finisher (CO) has been chosen as the most frequent Team Role for both the team member and the team
TABLE IV
AVERAGE FREQUENCY OF THE ROLES WHILE ACTING AS A TEAM MEMBER FOR DIFFERENT FITNESS FUNCTIONS. THE FUNCTIONS ARE DIVIDED INTO 5 GROUPS: SEPARABLE, WITH LOW OR MODERATE CONDITIONING, WITH HIGH CONDITIONING, MULTI-MODAL WITH GLOBAL STRUCTURE, MULTI-MODAL WITH WEAK GLOBAL STRUCTURE [18]

<table>
<thead>
<tr>
<th>Optimized function</th>
<th>CF</th>
<th>CO</th>
<th>IMP</th>
<th>ME</th>
<th>PL</th>
<th>RI</th>
<th>SH</th>
<th>SP</th>
<th>TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>0.13</td>
<td>0.08</td>
<td>0.11</td>
<td>0.09</td>
<td>0.07</td>
<td>0.09</td>
<td>0.09</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td>f2</td>
<td>0.25</td>
<td>0.06</td>
<td>0.16</td>
<td>0.08</td>
<td>0.07</td>
<td>0.06</td>
<td>0.18</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>f3</td>
<td>0.26</td>
<td>0.07</td>
<td>0.11</td>
<td>0.10</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>f4</td>
<td>0.22</td>
<td>0.09</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
<td>0.15</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>f5</td>
<td>0.15</td>
<td>0.07</td>
<td>0.13</td>
<td>0.08</td>
<td>0.10</td>
<td>0.09</td>
<td>0.19</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>f6</td>
<td>0.29</td>
<td>0.09</td>
<td>0.14</td>
<td>0.08</td>
<td>0.10</td>
<td>0.06</td>
<td>0.14</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>f7</td>
<td>0.26</td>
<td>0.09</td>
<td>0.10</td>
<td>0.08</td>
<td>0.07</td>
<td>0.08</td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f8</td>
<td>0.32</td>
<td>0.06</td>
<td>0.11</td>
<td>0.12</td>
<td>0.08</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>f9</td>
<td>0.29</td>
<td>0.09</td>
<td>0.11</td>
<td>0.08</td>
<td>0.09</td>
<td>0.07</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Specialized teams

<table>
<thead>
<tr>
<th>Optimized function</th>
<th>CF</th>
<th>CO</th>
<th>IMP</th>
<th>ME</th>
<th>PL</th>
<th>RI</th>
<th>SH</th>
<th>SP</th>
<th>TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>f10</td>
<td>0.31</td>
<td>0.10</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.07</td>
<td>0.06</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>f11</td>
<td>0.27</td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>f12</td>
<td>0.22</td>
<td>0.10</td>
<td>0.15</td>
<td>0.07</td>
<td>0.07</td>
<td>0.09</td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>f13</td>
<td>0.26</td>
<td>0.09</td>
<td>0.15</td>
<td>0.08</td>
<td>0.08</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>f14</td>
<td>0.27</td>
<td>0.07</td>
<td>0.09</td>
<td>0.09</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Average team

<table>
<thead>
<tr>
<th>Optimized function</th>
<th>CF</th>
<th>CO</th>
<th>IMP</th>
<th>ME</th>
<th>PL</th>
<th>RI</th>
<th>SH</th>
<th>SP</th>
<th>TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>f15</td>
<td>0.26</td>
<td>0.09</td>
<td>0.13</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.03</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>f16</td>
<td>0.23</td>
<td>0.09</td>
<td>0.12</td>
<td>0.08</td>
<td>0.07</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f17</td>
<td>0.21</td>
<td>0.09</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.09</td>
<td>0.08</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>f18</td>
<td>0.24</td>
<td>0.10</td>
<td>0.12</td>
<td>0.07</td>
<td>0.08</td>
<td>0.11</td>
<td>0.08</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f19</td>
<td>0.18</td>
<td>0.09</td>
<td>0.13</td>
<td>0.08</td>
<td>0.06</td>
<td>0.10</td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>f20</td>
<td>0.19</td>
<td>0.08</td>
<td>0.11</td>
<td>0.08</td>
<td>0.11</td>
<td>0.09</td>
<td>0.14</td>
<td>0.09</td>
<td>0.10</td>
</tr>
<tr>
<td>f21</td>
<td>0.24</td>
<td>0.09</td>
<td>0.11</td>
<td>0.06</td>
<td>0.08</td>
<td>0.09</td>
<td>0.09</td>
<td>0.14</td>
<td>0.09</td>
</tr>
<tr>
<td>f22</td>
<td>0.18</td>
<td>0.13</td>
<td>0.13</td>
<td>0.09</td>
<td>0.07</td>
<td>0.10</td>
<td>0.11</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>f23</td>
<td>0.19</td>
<td>0.07</td>
<td>0.12</td>
<td>0.07</td>
<td>0.08</td>
<td>0.14</td>
<td>0.09</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>f24</td>
<td>0.22</td>
<td>0.09</td>
<td>0.13</td>
<td>0.08</td>
<td>0.05</td>
<td>0.09</td>
<td>0.11</td>
<td>0.08</td>
<td>0.14</td>
</tr>
</tbody>
</table>

PSO with LM

leader. In the case of the team leaders the Shapers (SH) and Implementers (IMP) were chosen more frequently then the other 6 Team Roles, while in the case of the team members there seems to be no other significant distinction between average occurrences in the Team Roles except for the already mentioned CF. As can be seen from Tables III and IV the roles in the teams differ between the functions and the leader is always chosen among the most frequent of them.

The performance of the teams constructed from the average frequency of roles vs. specialized frequency of roles vs. PSO algorithm enhanced with a linear model with square function approximation is presented on Fig. 2. Although the performance in terms of the fraction of tries reaching 10^3, 10^-3, 10^-5 and 10^-8 targets is practically indistinguishable, on the other hand the number of types of functions for which certain optimization targets have been reached is higher for the specialized teams.

VIII. Conclusions

The proposed simulation showed the bias for team leaders towards the focused on the goal and hard-working team roles: Completer Finisher, Shaper, Implementer, Specialist and Teamworker. The results suggest that such leaders might lead to a best performance of a self-organizing team (as in the test framework each employee decided on its own about the task SP is going to perform). Additionally, from the average team members frequencies, the necessity for the representative of each of the roles among the team members has been stated. Some of the results, definitely still need a closer examination as they might be a result of a too simple implementation.
(especially of the Monitor Evaluator and Coordinator roles). Also lack of discrimination between reported and real best position might lead to small or improper impact on the teamwork by the Monitor Evaluator, Coordinator and Resource Investigator roles. It proved beneficial not only to find a proper balance of roles and most likely roles to act as a team leaders, but also to find teams with that balance specialized for the given problems, as the specialized teams performed slightly better then the average teams (see the number of functions for which the optimization goals were achieved on the Fig. 2).

In addition it is important to observe, that the proposed algorithm achieved quite good results as an optimization algorithm. It has been able to find the optimum value with difference from the target optimum lower then $10^{-3}$ in case of almost all the functions and lower then $10^{-6}$ in case of more than the half of them, achieving better results for the hardest $10^{-3}$ goal then a reference enhanced PSO. It should also be noted, that the algorithm has been tuned on the basis of performance with around 4.25 fitness function evaluations budget, which can be observed in comparison to PSO performance (see Fig. 2).

**Future work**

The future work should consist of building a more advanced simulation environment. It would be beneficial for the actions and interactions of the artificial agents actions to be related to the actions needed to complete some abstract project which can be later executed by human agents team, constructed according to the simulations results.

Additionally, the **employees** models might take into the account such possibilities as:

- migration of employees within teams set (instead of just changing into another role),
- conflicts between the team roles approach to work (resulting in loosing team members and the information gathered by them),
- reporting different achieved results in order to direct other employees to search given locations,
- employees being a probabilities vector of acting as a given role rather than just one team role.

The studies on the test environment itself might include:

- using asynchronous particles with time limit instead of a synchronized swarm with iterations budget bound,
- managing the team roles with another type of fitness function (taking into account cooperation of teams).
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Abstract—The development of complex software systems is more and more based on the composition and integration of autonomous component systems. This can be done either statically (proactive approach) at development-time or dynamically through a reactive approach in which a new composite system can possibly be created on-demand and/or at run-time from existing systems. With the aim of constructing and managing such complex and reactive software systems, we propose a megamodel-based environment supporting dynamic tool integration. Such an environment must therefore be consistent at any time (i.e. before, during and after an integration) and should also have to exhibit some self-* properties (such self management, self-healing and self-configuration). In order to meet these challenges we propose the use of Hoare’s Axiomatic Semantics and some inference rules to maintain the integrity of the megamodel and its components. For that we have defined a formal-safe execution as well as an execution semantic for each operation likely to modify the megamodel contents.
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I. INTRODUCTION

NOWADAYS software systems, such Component-Based Software Engineering (CBSE), are generally composite systems which are becoming more and more complex. These systems are usually built on top of a generic platform by plugging into it many different software components and tools.

Such platforms are often extended or specialized for a given domain by respectively adding or removing one or several software components. This can be done either statically in a proactive approach at development-time, or dynamically at run-time through a reactive approach. We will present in the following some advantages and drawbacks for both proactive and reactive integration approach. A comparative study of the two approaches are extensively developed in [10] to which we refer the reader for further information.

Proactive approach

A proactive integration is an approach in which application designers implement a new application manually by designing correspondence or composition rules describing the interaction patterns between its components. Such an approach is set up when the architecture is still under development, namely at design or development time.

Limits

It complicates the problem of ensuring consistency in the software systems and is severely limited in flexibility;

Advantages

It supports more powerful integration methods and ensures that the adaptation will not produce anomalous behavior. This is due the fact that a proactive approach try to identify the potential effect of making a change even before the change has actually been made. It might also prohibit certain changes that would otherwise lead to unexpected behavior [11].

Reactive approach

In a dynamic (or reactive) integration a new composite system can possibly be created on-demand and/or at runtime from existing systems, considering the user preferences and the context to personalize the system maintenance process.

Limits

It is difficult to use traditional testing and formal verification techniques to check safety and other correctness properties.

Advantages

Dynamic integration allows software components (module behavior) and their interactions to be changed while modules are executing. Such a reactive approach starts to work at the moment the actual changes are being made, and typically try to resolve potential inconsistencies interactively. Moreover it may also enable a number of useful applications that could not be envisioned during development time. Therefore, such a kind of integration is suitable for end-user applications where available components are dynamic and users needs may be varying frequently.

Abstraction plays an important role in component-based programming, it is taken into account through encapsulation which ensures information hiding and independence between components [20]. To provide such an abstraction while building complex software systems, Model-Driven Engineering (MDE) seems to be a preferential solution. In fact, it is a "recent" Software Engineering (SE) discipline which promotes models as first class entities in the software system development and maintenance. In the MDE field, a model is defined as an artifact which consists of model elements, conforms to a specific metamodel and represents a given view of a system. A metamodel can be defined as a language that describes the various kinds of contained model elements and the way they are arranged, related and constrained [1]. However a system is often represented by various kinds of interrelated models.
Moreover, the architecture of a software system defines such a system in terms of components and interactions between them. MDE provides the concept of a megamodel as a building block for modeling in the large [3], thus to hide fine-grained details that obscure understanding and focus on the "big picture", i.e., system structure, interactions between models, assignment of models as parameters or results for model transformations, and so on. Indeed, megamodeling offers the possibility to handle models (and metamodels) as first-class entities, to specify relationships between them and to navigate among them. Furthermore, by keeping track of all the heterogeneous modeling artifacts (models, metamodels, DSL, etc.) within a megamodel, all of them are treating as models. This results in a homogeneous infrastructure which enables the management of complex modeling artifacts [2].

Our purpose is to use megamodels for representing the components of an architecture and the interactions between them. Thereby to develop an integration management approach based on operations defined in the megamodel. As already stated a megamodel refers to a model that have models as its elements and that captures the interconnections between multiple models (component models) in the form of model operations, generally represented as model transformations (global operation models) [1]. All of these models will then be represented in a single runtime megamodel which will be handled as an execution environment or more simply as a (mega-)program which is updated with each new (global) operation execution [6]. The megamodel is therefore subjected to frequent dynamic changes which consist of either adding or removing components. However such changes must not violate the integrity of the megamodel and its constituent components. It is therefore necessary for one to be able to add or remove components while maintaining some kind of integrity of the entire system represented by a megamodel.

In order to meet these challenges we consider a megamodel as a program and use techniques for proving program correctness. These techniques are known as Hoare’s axiomatic semantics and are used with some inference rules for checking the megamodel’s consistency by defining, for each global operation likely to modify the megamodel contents, a formal and safe execution as well as an execution semantic which denotes the observable behavior of a program as it is executed.

The rest of the paper is organized as follows. Section II presents the problem statements. Section III is reserved for related works in which we present some papers that use megamodeling techniques. Section IV presents our approach of megamodel management of dynamic tool integration. Section V is reserved for the use of axiomatic semantics in order to provide a mean to check the megamodel’s consistency. Section VI presents an example in which we illustrate the presented approach. Section VII concludes the paper and gives its future works.

II. PROBLEM STATEMENTS

In the MDE vision, software development and management processes involve the creation and use of many related modeling artifacts which are becoming increasingly important. As a consequence, there is the need for efficient mechanisms to manage this constantly growing number of models which is due to many reasons, as those that follow [21]:

- Each viewpoint of the software is represented using a model with respect to the most adapted formalism (metamodel).
- Complex models need to be decomposed into smaller ones with different levels of abstraction.
- On behalf of the "separation of concerns", different models are created for different purposes.

Many aspects of model-management have been considered in the literature in which the concept of megamodels ([1], [5], [6], [15], etc.) and macromodels [21] have been proposed. However all of them, except in [15], focus on the management of development models whereas it could be very interesting to extend the use of models such as macromodels and megamodels for the management of runtime artifacts through the use of runtime models. Such runtime artifacts may include component creation and destruction, exceptions/errors, operation inputs and output, components invocation operations, dynamic artifact types, dynamic component names, and so on.

Otherwise, causal connection between models and represented systems means that each time one read the model, he gets the information representing the current system state, and similarly, each time one writes the model, the information he writes makes the proper system change [16]. Using models at runtime for specifying runtime artifacts have two main requirements. 1. the model as interrogated should provide up-to-date and exact information about the system. 2. if the model is causally connected, then adaptations can be made at the model level rather than at the system level.

The importance of the use of models at runtime has been extensively discussed in [20]. In that paper, several problems for which runtime models could be useful have been proposed without giving any piste about how to implement a solution. Among those problems, one can cite the support of semantic integration of software components represented through runtime models. For example, suppose that we have a user who expresses a request in order to merge two models into one. To achieve this, most of the model-based approaches such in [12], [13] and [14], use development models by putting the system offline, at first. Then they specify a set of correspondence or composition rules generally using the respective metamodels of the two input models. Finally they restart the system to apply changes in the system. Another solution which does not necessitate of putting down the system consists of describing directly the merging operation by reasoning on runtime models. In this case, when implementing such an approach, one has to recognize that the solution will never stay constant. That is, it could happen a situation where new models are introduced in the running system, and perhaps, some models to be removed from it. This continuous change necessitates the modeler to focus on how the system will react to those frequent changes and therefore how it will evolve.
over time. An important challenge here is how to realize such a solution while maintaining some kind of integrity of the entire system. To achieve this, the approach should therefore implement a reactive environment to face changes in the running system. In order to satisfy users requests for example, such an environment should have to exhibit some self-* properties as self-management, self-healing and self-configuration.

The presented model-based approaches ([12], [13] and [14]) solve the problem of integration of software components by using the first solution through the use of development models, therefore such approaches can be considered as proactive integration. But we found no approach carrying out this problem using runtime models.

III. RELATED WORKS

In this section, some approaches of model management are presented. Such approaches use some specific models such as megamodels or macromodels to manage changes in a complex modeling environment. Megamodels and macromodels based-approaches provide a framework for an efficient creation, storage, access and execution of large amounts of modeling artifacts and their interconnections [5]. Indeed each of these approaches provides a mechanism to represent and control changes that occur in the megamodel through various techniques.

In [1], Bezivin and al. are experimenting through their AMMP (Atlas Model Management Platform) environment the need to consider separately the activities of modeling in the small and modeling in the large. A megamodel is considered as a kind of registry that can be seen as a model which elements are models or refer to models. Thus a megamodel will help the AMMP platform to know the available tools or services. Authors use megamodels (which provide a global view on models) for the support of model-driven software development by using it for model management. Megamodels are also applied to facilitate traceability between models and their elements.

In [4], authors present MoScript which is a megamodel agnostic platform and a textual DSL for accessing, querying and manipulating modeling artifacts represented in a megamodel. Several modeling tasks are performed using different kinds of operations which involve operations without side effects and operations with side effects. Operations without side effects (QueryOp, TransformOp, ProjectOp, StateCheckOp) are those that do not modify the megamodel contents. Operations with side effects (SaveOp, RemoveOp, RegisterOp) are operations that are likely to modify the megamodel contents. MoScript also allows to write queries that retrieve models from a repository or that register newly produced models back to the repository.

In [21], a macromodel is defined as a model consisting of elements denoting models and links denoting intended relationships between these models with their internal details abstracted away. For an efficient management of models, the author considers different kinds of modeling artifacts (models and relationships) which act on different layers (orders of hierarchy). Applications of the use of these different models could be twice : the consistency checking between constituent models and the inference of relations from other relations.

In [6], the author considers a megamodel as a program in which the declaration and definition of models within a megamodel as statements of a model-based programming language. Then the execution of a simple program composed of a sequence of such statements manipulates the contents of a megamodel. The important contribution of handling a megamodel as being a program is that it enables the prevention of typing errors during the execution of such programs. An typing error is for example the application of a function on arguments for which it was not defined.

In [15] authors propose the use of megamodels for the management of models at runtime. A runtime model provides a viewpoint, on a running software system, that is usually used for managing the system. Authors present a set of models, which have to be managed at runtime, as Reflection models, Implementation models, Evaluation models, Change models, Monitoring models and Execution models. In order to manage these models authors also propose a set of operations such Update, Effects, Check for failures, Failure analysis rules, Repair strategies. They propose the use of megamodels at runtime for both navigation and automation.

IV. OUR APPROACH: USE OF MDE TECHNIQUES FOR DYNAMIC TOOL INTEGRATION

Our motivation here is to use MDE techniques, particularly runtime models, in order to set up a megamodel-based environment supporting dynamic tool integration in a complex software system. In fact, our management of changes must ensure the consistency, correctness, and any desired properties of runtime change in the megamodel. In other words, our proposition for supporting dynamic integration should:

- Use a megamodel as a basis for model changes and management and which represents the dynamic architectural model of the global system;
- Provide inference rules for reasoning about and preventing changes from violating the megamodel’s integrity;
- Help identify what models are likely to be targeted/modified, for example, by the insertion of a new model into the running system.

In this section we present at first the problem of tool integration, then we show how a tool is represented through various kinds of models and their interconnections in the megamodel. Finally we present our megamodel management and its constituent components.

A. Tool integration

A problem for tool integration is the general lack of standards for representing tools and their relationships. This has slowed the creation of fully integrated environments. In fact, one important barrier in current software engineering environments is the difficulty of integrating tools that address different aspects of the development process. As mentioned
in [8], integration is not a property of a single tool, but of its relationships with other elements in the environment. The key notion is the relationships between tools but also the properties of these relationships. These relationships can be represented through dimensions or types; a very consistent work on this purpose was attributed to Wassermann in [7] whose dimensions of tool integration are quoted by almost the totality of the other authors. The platform dimension for tool integration is concerned with the framework services that are commonly used by tools. Presentation integration deals with user interaction and data integration with data interchange. Control integration is concerned with interoperability between tools, and finally process integration refers to the different roles played by tools during a whole software process.

B. Tools as integrated models

In component-based programing a software system is conceived as a collection of several tools. Each tool contains some components which could encapsulate some services and provides or requires some operations from other tools. The components are always reached through the operations of the tool. They are said to be encapsulated in the tool. For each tool the problem is how to offer services, each one representing an integration dimension, to other tools and if there is the need how to use their services, in order to achieve a common goal. For that, it is necessary that each time a tool is added into the software system, it has to be registered as its supported services. Such a situation supposes to have a common view of what are a tool, its implemented services, operations it offers or requires etc. With respect to these requirements, we assume, as in [1], that tools will be handled as models.

Each tool consists of component models which could encapsulate some services. A service may correspond to any element of the Wasserman’s integration dimension [7]. It can then be data, a function, a process element, platform element or presentation element. A tool may also provide or require some operations from other tools. Indeed, given two different tools, the interactions between two corresponding models come in the form of model operations (global operation models). A global operation model for example may also have input and output parameters, each parameter being itself considered as a component model. Thus a megamodel consists of component models and global operation models. A component model encapsulates artifacts which represent services of a tool. A global operation model can be seen as a type of an operation between component models. It therefore represents a model of future interactions (global operation instances) that connect some component instances. In other words, a global operation model defines one or more interaction rules, can be instantiated on component instances and allows to dynamically establish links between components. A global operation model can only be applied to component models already contained in the megamodel, and its results are new component models which are automatically added in the megamodel.

Manipulating a megamodel is then like programming where the megamodel acts as an environment, or more simply as a (mega-) program. It can be updated with each new global operation execution. However considering a megamodel as a program has already been proposed in [6]. In such contexts, the megamodel is subjected to frequent and dynamic changes which can due to the execution of operations (instructions) on components such the introduction of new components; the recreation of failed components; the modifications of component interconnections; the change component operating parameters, etc. A global operation models corresponds to a set of operations which are executed in response to changes related to the underlying system state changes. Indeed, after each execution of a global operation model, the megamodel has to be updated. Then, each component has the possibility/responsibility to update the megamodel through the execution of global operation instances. However the corresponding changes have not to violate the integrity of the megamodel which have to stay consistent.

C. The megamodel management

The first step in creating any composite service is to locate the service components (or tools) that provide the functionality that is to be placed in the new service [19]. To facilitate this process in our approach, all component models must be stored in a component directory, namely the megamodel, which can be accessed and managed at runtime. Each component model should be named and typed, and has also to specify what information (services) it represents in its corresponding integration dimension [7] represented by the model. Component models should also provide a description of its provided operations (through global operation models), its required operations (from other components), as well as the input and output services of all of these operations. Figure 1 represents the metamodel of the megamodel with respect to such considerations. Hereafter we present its main concepts.

- **Model**: Specifies that an entity is a model;
- **ModelLevel**: Allows knowing if it is a terminal model or a reference model;
- **ModelType**: Allows giving the type of a model, to know its metamodel;
- **ModelDimension**: Allows knowing the information represented in the model (data, process, ...);
- **GlobalOperation**: Supports operation on component models as:
  - **Load**: Registers a component model in the Megamodel if it is not already registered.
  - **Extract**: Allows the extraction of component models from the Megamodel.
  - **Refine**: Allows to represent the refinement operation, i.e. transforming a model in a given dimension into another;
  - **Change2Ref**: Transforms a model in a given metamodel to another.
  - **Match**: Takes as input two models of the same kind and performs especially well for detecting the differences between two versions of a component model.
Fig. 1. Megamodel’s Metamodel

- **Map**: Uncovers how two models "correspond" to each other. It takes two models as input and returns a morphism (which will be considered as a model) between them.
- **Merge**: Merges two models into one based on a mapping (Map) between them.

V. USING HOARE’S AXIOMATIC FOR PROVING MEGAMODEL’S CONSISTENCY

A. Hoare Triples To Define Proof System of Axiomatic Semantics

In Hoare logic a program is considered a transformer of states. A state here represents the values of all the variables of a program. The execution of a program has the effect, if it ends, to transform an initial state to a final state. The specification of a program will be developing properties on these two states. Axiomatic semantics provides a style appropriate to the proof of programs. Thus, to prove a program, it just needed to specify the means of assertions written using logical formulas and then establish that the program meets its specification. That is to say that the specification and the program comply with the rules of an axiomatic semantics defining the valid executions of each statement in the source language. The technique used to prove an annotated program by assertions reduces it into a set of logical formulas called verification conditions, no longer refer to the instructions of the program. Prove a program thus reduces to checking the validity of logical formulas [9]. Properties of axiomatic semantics are expressed in general as expressions of Hoare logic: \( \{p\}S\{q\} \) where \( p \) and \( q \) are properties expressed in predicate logic, \( p \) supposed to be verified by memory before execution of the program \( S \), and \( q \) to be checked after execution of \( S \) on the same machine that have checked \( p \). Starting from the fact that one have to define a set of assertions that define as pre-conditions and post-condition rules of equilibrium of the system then the formalism of the Hoare logic is the most appropriate to represent the development of the possible states of the program, but also to make easier correction system. Considering the triple \((x+1 > 0) / x := x + 1 (\{ x > 0 \})\). Such assertion means: if " \( x+1 > 0 \)" is true before the execution of " \( x := x+1 \) ", then after his execution, the condition " \( x > 0 \)" becomes true. Or for the condition " \( x > 0 \)" is true after execution of " \( x:=x+1 \) " It is necessary that the condition " \( x+1 > 0 \)" is verified, before performing the allocation.

B. Hoare’s axiomatic semantics for proving megamodels consistency

As already said, the megamodel acts as an environment which is updated with each new global operation execution. A global operation model consists of a set of pre-conditions \( P \), a sequence of operations \( Seq \), and a set of post-conditions \( Q \). 

\[ \{P\}Seq\{Q\} \]

The pre-conditions define the set of states of the system from which the sequence of operations can be invoked. Each operation is to be invoked in the order in which it appears in the sequence, with the specified actual parameters and has possibly a side effect which corresponds to the effect of that operation
on other components. Indeed, each operation targets by default one or more component models or other global operation models in the megamodel. The post-conditions define the set of states that satisfy the desired result after executing the sequence of operations. The state of the megamodel is modeled by a set of assertions. And hence, for each global operation models to maintain this balance, it is necessary to know how its statements and flow effect affect correctness of models based on techniques available for proving programs consistency. To achieve, this we have defined as in our previous works [9], an execution semantics for each global operation in the megamodel. Execution semantics of a global operation models in the megamodel denote its observable behavior (i.e. its effect on the state of the megamodel and components) as it is executed.

With this intention, it is enough that all the Hoare’s triplets are valid and for this reason, it is necessary to formally define an execution semantic for each instance $Seq$ of a global operation model.

VI. EXAMPLE : DYNAMIC TOOL INTEGRATION

A. Defining semantic execution for global operations

Suppose that we have a megamodel $\mathbf{M}$ which represents the overall structure of a software system $\mathbf{S}$ in terms of its constituent components (component models) and their interconnections (global operation models). Given that we have a new tool $\mathbf{T}$ to plug in the system $\mathbf{S}$. The tool $\mathbf{T}$ is then represented through multiple models, each one representing an integration dimension. $\mathbf{T}$ is said to be well integrated in $\mathbf{S}$ if for each dimension, the model representing a given dimension is well integrated with the model of $\mathbf{S}$ representing that dimension. To integrate two models we use the global operator called Merge. Our goal is not to say how to integrate two models (for that see [18]) but how the environment must react to the integration of new tools.

The algorithm (see algorithm 1) only gives the framework for implementing an environment supporting dynamic integration: it does not show how to implement an integration. When implementing an integration approach one has to recognize that the solution will never stay constant: new tools will be added, and, perhaps tools will be removed. This continuous change necessitates that the designer places emphasis on how the megamodel will evolve over time. Hoare’s axiomatic semantics allow us to fix this problem by proposing formal safe and semantics execution for all the global operation instances in the megamodel. The execution semantics of a global operation is the effect of that operation on the state of the megamodel and will be defined by a rule.

In order to show how we use the axiomatic semantics for checking the megamodel’s integrity, we consider an execution of the above algorithm. We assume that we have a system $\mathbf{S}$ which will be extended by plugging into it a tool $\mathbf{T}$. Given that the treatment is the same for all of the dimensions, we will consider in this example that $\mathbf{T}$ will be integrated to $\mathbf{S}$ according to the data dimension.

- $\mathbf{M}$ is the megamodel representing the system $\mathbf{S}$.
- $\mathbf{T}$ is the megamodel representing the tool $\mathbf{T}$.
- $\mathbf{S}$ is the system modeled by the megamodel $\mathbf{M}$.
- $\mathbf{m} \in \mathbf{M}$ is a model of a given dimension.
- $\mathbf{ms} \in \mathbf{M}$ is the model representing the system $\mathbf{S}$.
- $\mathbf{mt} \in \mathbf{M}$ is the model representing the tool $\mathbf{T}$.
- $\mathbf{map} \in \mathbf{M}$ is the morphism (model) representing how $\mathbf{ms} \in \mathbf{M}$ and $\mathbf{mt} \in \mathbf{M}$ "correspond" to each other.

We will define an execution semantic for the global operation $\text{Merge}$ enabling to integrate the tool $\mathbf{T}$ with the software $\mathbf{S}$ represented by the megamodel $\mathbf{M}$ according to their data dimension:

**Operation : Merge**

$\text{merge} \leftarrow \text{Merge} (\mathbf{ms}, \mathbf{map}, \mathbf{mt})$

**Pre-conditions**

\[
P \iff \{ P_1, P_2, P_3, P_4, P_5, P_6, P_7, P_8, P_9, P_{10} \}
\]

\[
P_1 \quad : = \quad \mathbf{ms} \in \mathbf{M}
\]
\[
P_2 \quad : = \quad \text{level}(\mathbf{ms}, \text{"terminal")}
\]
\[
P_3 \quad : = \quad \text{type}(\mathbf{ms}, \text{"UML")}
\]
\[
P_4 \quad : = \quad \text{dimension}(\mathbf{ms}, \text{"data")}
\]
\[
P_5 \quad : = \quad \mathbf{mt} \in \mathbf{M}
\]
\[
P_6 \quad : = \quad \text{level}(\mathbf{mt}, \text{"terminal")}
\]
\[
P_7 \quad : = \quad \text{type}(\mathbf{mt}, \text{"UML")}
\]
\[
P_8 \quad : = \quad \text{dimension}(\mathbf{mt}, \text{"data")}
\]
\[
P_9 \quad : = \quad \mathbf{map} \in \mathbf{M}
\]
\[
P_{10} \quad : = \quad \text{merge} \notin \mathbf{M}
\]

**Algorithm 1 : Integrating new tool in the megamodel**

1. **Input**: Software System $\mathbf{S}$, Tool $\mathbf{T}$, Megamodel $\mathbf{M}$
2. **Output**: $\mathbf{M}$ representing $\mathbf{S}$ in which $\mathbf{T}$ has been plugged
3. **BEGIN**
4. **For each dimension $d_i$**
5. **Begin**
6. **Let** $\mathbf{ms}_i$ representing the dimension $d_i$ of $\mathbf{S}$
7. $\mathbf{ms}_i \leftarrow \text{Extract} (\mathbf{S}, d_i)$
8. **Load** ($\mathbf{M}$, $\mathbf{ms}_i$)
9. **Let** $\mathbf{mt}_i$ representing the dimension $d_i$ of $\mathbf{T}$
10. $\mathbf{mt}_i \leftarrow \text{Extract} (\mathbf{T}, d_i)$
11. **Load** ($\mathbf{M}$, $\mathbf{mt}_i$)
12. **If** ($\mathbf{mt}_i$ AND $\mathbf{ms}_i$ have different metamodels) Then
13. $\mathbf{mt}_i \leftarrow \text{Change2Ref} (\mathbf{ms}_i)$
14. **Else**
15. **Let** $\mathbf{map}_i$ be a morphism model defined as follows
16. $\mathbf{map}_i \leftarrow \text{Map}(\mathbf{ms}_i, \mathbf{mt}_i)$
17. **Load** ($\mathbf{M}$, $\mathbf{map}_i$);
18. $\mathbf{ms}_i \leftarrow \text{Merge}(\mathbf{ms}_i, \mathbf{map}_i, \mathbf{mt}_i)$
19. **Load** ($\mathbf{M}$, $\mathbf{ms}_i$);
20. **End**
21. **End**
22. **RETURN** $\mathbf{M}$
23. **END.**
Post-conditions

\[ Q \iff \bigcap \begin{cases} 
Q_1 & ::= \text{ms}_d \in M \\
Q_2 & ::= \text{level}(\text{ms}_d,"\text{terminal}\") \\
Q_3 & ::= \text{type}(\text{ms}_d,"\text{UML}\") \\
Q_4 & ::= \text{dimension}(\text{ms}_d,"\text{data}\") \\
Q_5 & ::= \text{mt}_d \in M \\
Q_6 & ::= \text{level}(\text{mt}_d,"\text{terminal}\") \\
Q_7 & ::= \text{type}(\text{mt}_d,"\text{UML}\") \\
Q_8 & ::= \text{dimension}(\text{mt}_d,"\text{data}\") \\
Q_9 & ::= \text{map}_d \in M \\
Q_{10} & ::= \text{merge}_d \in M
\end{cases} \]

We have the triplet:

\[ \{P\} \text{Merge}(\text{ms}_d, \text{map}_d, \text{mt}_d) \{Q\} \]

In the same manner, we define an execution semantics for each global operation defined in the megamodel. However, carrying out a global operation may require the execution of other global operations for standardizing the input models (ripple effect). This means that the output of a global operation may correspond to the inputs of another.

B. Inference rules for safe executions of global operations

The operation Merge takes as inputs two models representing the same dimension, in the contrary case, it would be necessary to call the global operation model Refine. Then if the two input models have not the same metamodel then we can also use the global operation Change2Ref enabling to transform a model specified in a given metamodel to another metamodel. Before applying the Merge operation, we have to earlier call the global operation Map with the two input models. Indeed the third parameter (map) to Merge is a morphism that describes elements of ms\_d and mt\_d that are equivalent and should be "merged" into a single element map\_d in M. Once that all the models as inputs were described in the sound formalism, then one can apply the operation of merging. One thus realizes that it could exist a logical precedence between two or more global operations defined in the megamodel. In order to take into account these considerations we have to set up, in addition to axioms, a deductive system which permits the deduction of new theorems from one or more axioms or theorems already proved. A rule of inference takes the form "If \( X \rightarrow Y \) then \( X \rightarrow Z \)" i.e. if assertions of the form \( X \) and \( Y \) have been proved as theorems, then \( Z \) is also thereby proved as a theorem.

For that we will use two rules of inference presented in [17], namely the rule of consequence and the rule of composition. After that, we present an example in which these two rules are applied.

(i) Rules of consequence:

\[ \begin{align*}
& \text{If } \vdash \{P\} S[R] \text{ and } \vdash R \supset Q \text{ then } \vdash \{P\} S\{Q\} \\
& \text{If } \vdash \{P\} S[R] \text{ and } \vdash P \supset Q \text{ then } \vdash \{Q\} S[R]
\end{align*} \]

These rules state that if the execution of a global operation ensures the truth of the assertion \( Q \), then it also ensures the truth of every assertion logically implied by \( Q \).

(ii) Rule of composition:

\[ \text{If } \vdash \{P\} S_1[Q_1] \text{ and } \vdash \{Q_1\} S_2[R] \text{ then } \vdash \{P\} (S_1; S_2)[R] \]

This rule states that if the proven result of the first part of a global operation is identical to the pre-condition under which the second global operation produces its intended result, then both global operations will produce the intended result, provided that the pre-condition of the first global operation is satisfied. We will use the notation:

\[ \vdash \{P\} S_1[Q_1] \vdash \{Q_1\} S_2[R] \]

We can then define the inference rule for the Merge global operation which enables us to carry out the integration of two models. Considering the previous example. We have to describe an execution of Merge between the two models : ms\_d and mt\_d. However before applying the Merge Operation, it must be necessary to invoke at first the Operations : Change2Ref and Map.

Operation : Change2Ref

\[ \text{mt}_d \leftarrow \text{Change2Ref}(\text{ms}_d) \]

Pre-conditions

\[ P \iff \bigcap \begin{cases} 
P_1 & ::= \text{mt}_d \in M \\
P_2 & ::= \text{ms}_d \in M \\
P_3 & ::= \text{type}(\text{ms}_d) \neq \text{type}(\text{mt}_d) \\
P_4 & ::= \text{dimension}(\text{ms}_d) \neq \text{dimension}(\text{mt}_d)
\end{cases} \]

Post-conditions

\[ Q \iff \bigcap \begin{cases} 
Q_1 & ::= \text{mt}_d \in M \\
Q_2 & ::= \text{ms}_d \in M \\
Q_3 & ::= \text{type}(\text{ms}_d) = \text{type}(\text{mt}_d) \\
Q_4 & ::= \text{dimension}(\text{ms}_d) = \text{dimension}(\text{mt}_d)
\end{cases} \]

We have : \( A_1 \leftarrow \{P\} \text{Change2Ref}\{Q\} \)

Operation : Map

\[ \text{map}_d \leftarrow \text{Map}(\text{ms}_d, \text{mt}_d) \]

Pre-conditions

\[ M \iff \bigcap \begin{cases} 
M_1 & ::= \text{mt}_d \in M \\
M_2 & ::= \text{ms}_d \in M \\
M_3 & ::= \text{map}_d \notin M \\
M_4 & ::= \text{type}(\text{ms}_d) = \text{type}(\text{mt}_d) \\
M_5 & ::= \text{dimension}(\text{ms}_d) = \text{dimension}(\text{mt}_d)
\end{cases} \]

Post-conditions

\[ N \iff \bigcap \begin{cases} 
N_1 & ::= \text{mt}_d \in M \\
N_2 & ::= \text{ms}_d \in M \\
N_3 & ::= \text{map}_d \in M \\
N_4 & ::= \text{type}(\text{ms}_d) = \text{type}(\text{mt}_d) \\
N_5 & ::= \text{dimension}(\text{ms}_d) = \text{dimension}(\text{mt}_d)
\end{cases} \]

We have : \( A_2 \leftarrow \{M\} \text{Map}\{N\} \)

Using the rules of consequence on (i) and (ii) we obtain:

\[ \vdash \{P\} \text{Change2Ref}\{R\} \text{ and } \vdash R \supset M \text{ then } \vdash \{P\} \text{MAP}\{N\} \]
We have: $A_3 \leftarrow \{P\}Map\{N\} \ (iii)$

**Operation:** Merge

$merge_d \leftarrow Merge(ms_d, map_d, \ldots \ (pp. \ 141-155). \ Springer \ Berlin \ Heidelberg. \ (2009, \ June)).$

**Pre-conditions**

$I \Rightarrow \bigcap I_1 \ : \ m_d \in M$

$I_2 \ : \ m_{sd} \in M$

$I_3 \ : \ map_d \in M$

$I_4 \ : \ merge_d \in M$

$I_5 \ : \ type(m_{sd}) == type(m_d)$

$I_6 \ : \ \text{dimension}(m_{sd}) == \text{dimension}(m_d)$

**Post-conditions**

$R \Rightarrow \bigcap R_1 \ : \ m_d \in M$

$R_2 \ : \ m_{sd} \in M$

$R_3 \ : \ map_d \in M$

$R_4 \ : \ merge_d \in M$

$R_5 \ : \ type(m_{sd}) == type(m_d)$

$R_6 \ : \ \text{dimension}(m_{sd}) == \text{dimension}(m_d)$

We have: $A_4 \leftarrow \{I\}Merge\{R\} \ (iv)$

Using the rules of consequence on (iii) and (iv) we obtain:

$\vdash \{P\}Map\{N\} \text{ and } I \supset N \text{ then } \vdash \{P\}Merge\{R\}$

We have: $A_5 \leftarrow \{P\}Merge\{R\} \ (v)$

More formally, using the rules of composition we obtain:

$\vdash \{P\}Change2Ref\{Q\} + \{M\}Map\{N\} + \{I\}Merge\{R\} + Merge$

**VII. CONCLUSION AND FUTURE WORKS**

In this paper, we have presented a model-based environment of dynamic tool integration based on a MDE vision. We use a megamodel in order to manage dynamic changes in the software architecture. For that we have considered the megamodel as being a program and accordingly we have proposed an approach (namely Hoare’s axiomatic semantics) already used for proving program’s correctness which enables to keep the megamodel consistent.

As we look at future works, we will certainly be looking to set up Domain-Specific Modeling Language (DSML) which enables us to automatize the management of the megamodels and whose instructions will be the global operation instances. Therefore, each instruction, which consists of global operation execution, is likely to modify the megamodel structure and semantics. That is why such a DSML should also integrate an inference engine in order to provide a mean to reason about the elements of the megamodels. This is the inference engine that will be used to check the megamodels integrity and its elements through the validation of Hoare’s triplets.
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Abstract — The article discusses the causes of the difficulties and contradictions associated with the management information systems referring to the competences of knowledge workers in organizations. As far as entities are concerned, the reasons are mainly the effects of global phenomena of socio-economic life. Unfortunately, with the increase in the declared need for competences in the knowledge-based economy, there are a growing number of knowledge workers without jobs and livelihood. Social inequalities are rising. At the same time, the productivity in enterprises is increasing, the profits are growing, and the wages are declining. Knowledge workers without stable jobs are the new dangerous class "precariat" of enormous magnitude. There are very serious threats which require solutions for the management of information systems referring to the competences of knowledge workers at all levels of socio-economic life.

I. INTRODUCTION

The authors of this paper face difficulties with the identification [1], measurement, assessment and analysis of competences of knowledge workers on a daily basis, which universities struggle with. Competences of knowledge workers are also a challenge in other organizations, in particular in the commercial companies. A competence in the knowledge-based economy is a complex category based on three attributes: knowledge, skills and approaches adjusted to the situation (capabilities, personal, psychosocial and cognitive predispositions). A competence is often equated with qualifications. The problem of information systems in this context, has been signalled methodically by J. Oleński in 2000 [2], who has indicated the cause of standardization deficiencies in the system of national accounts SNA 93 and ESA 95. J. Oleński identified the paradoxes of information systems, which the authors of this study verified in their studies, and in particular since 2010 in enterprises in the Pomeranian Province. The aim of this study is to identify the most serious consequences of underdevelopment of information systems (ISM) in the context of competence.

Managing knowledge workers is not an easy task, and the topic is still present in some economic and social institutions, local and regional communities, and also on a national and global scale. The paper presents selected aspects of competences in the knowledge-based economy from the perspective of knowledge workers, who have become a part of the emerging social group called a precariat [3]. The precariat is a social group newly forming on the global scale, whose characteristics are so different from past experience, that not only in theory, but also in practice (managers and politicians) there is no understanding of its essence and size. The precariat create new requirements for IT systems referring to managing knowledge workers. In this paper, the authors synthetically present assumptions and main conclusions of the study, whose aim was to demonstrate on a small group the phenomenon of the lost human capital potential, not only in enterprises but also in the region due to the underdevelopment of information systems in the context of professional competence.

II. ECONOMIC AND SOCIAL PROSPERITY

The essence of the industrial economy was land, capital, labour (work) and its harmonious development was provided for example by reorganization of rules connected with working conditions. Labour is understood as human efforts made to produce the good along with the price, which is a wage. In the classical economics of A. Smith (1776) two other factors are land and natural resources owned by people (a price of land is a land rent) and capital understood as goods produced previously by people and used to the production of other goods – such as buildings, tools and machinery (the price of the capital is interest rate). The contemporary world entered the postindustrial economy based on globalization and information society - often called the knowledge-based economy - with the exposed factor of mental work (white-collar workers) focused on information and knowledge, which is shown in the Figure 1.
According to G. Standing [8], at the top of the hierarchy there is a plutocracy, and below are elite, a salariat, a proletariat, a precariat and a lumpenprecariat. Plutocracy are 0.01% of the richest people, hundreds of people, who own the capital worth approximately 20-40 billion USD, and at the top of this group there are people owning 80-90 billion USD! They have great power, mightiness, they can have impact on media, sponsor politics and fund political parties. Elite can be distinguished by huge capital gains and whereas Salariat is characterised by stable employment, high salaries, access to capital gains, various benefits, pension schemes, etc. Proletariat is disappearing all over the world; Precariat is a newly emerging social group. Lumpenprekariat are people expelled from society, suffering from different types of mental disorders, homeless, isolated.

According to G. Standing’s estimates [9], the precariat accounts for above 40% of adult population of societies in the developed countries, and according to studies conducted in Japan – over 50% are a group of precarians, i.e. people deprived of stable employment and doomed to have a job below their level of educational qualifications. The social group ‘precariats’ is defined in three dimensions [3]: relationships of production, relationships of distribution, political relationships. The precariat has been spreading and growing at a faster pace since the crisis in the year 2008 as a result of the policy of austerity measures and budget cuts. Employers take the opportunity to reduce costs through a deterioration of working conditions. Sadly, knowledge workers account for a large part of the precariat, which is not a good sign of development of the knowledge-based economy [10].

The authors [11] have attempted to identify the prosperity in context of labour and tools, crucial for fulfilling the task, which has been recently noted by Poles seeking the job. The authors have distinguished seven phenomena of social and economic life in Poland and with the help of those phenomena they showed the main weak points of work processes. The authors have exposed the neglects connected with the relation of work and ICT tools as the vital foundation of building the prosperity in XXI century.

On the one hand worldwide and Polish experiences still bring negative outcomes, but on the other hand there is a search for the transformation of society and the transformation of organizations with „human face” and reflecting capabilities and the potential of new technologies. The achievements of Scandinavian countries, such as Finland and Sweden in particular, are often presented as the example of economic and social prosperity.

III. COMPETENCES FRAMEWORK AND QUALIFICATIONS FRAMEWORK

In times of the knowledge-based economy more than 135 countries have decided to introduce qualifications framework (QF), also the EU countries have been involved in the EQF. Qualifications framework systematises knowledge, skills,
approaches and is based on two dimensions of the competences: general education and vocational education. Polish qualifications framework (PQF) comprises eight levels. The graph in the Figure 3 presents a synthetic interpretation of relationships between both dimensions. Because of the substantial collapse of formal vocational education in Poland one can say, that general education has formal character (the Y-axis), and vocational education – non-formal and informal (the X-axis). Although the graph was constructed on the basis of studies conducted in Poland, its interpretation is universal.

![Fig. 3 Relationships of identified cases in the Polish education system](image)

The point A in Figure 3 (and the area it belongs to) describes a relatively small group of workers, just like the point B. However, a large group of workers and potential workers, particularly young ones, are represented by the point C. Obviously, the point D is ideal in terms of effectiveness, balancing theoretical and practical potential. It can be assumed, that while moving upwards a diagonal, scribed by points AD, the importance (value) of a worker is increasing for the knowledge-based economy.

The analyses, which are being conducted by the Polish Ministry of Digital Affairs, have led to the elaboration of a very useful model of digital competences, which are the central attribute of key competences for the knowledge-based economy [12]. According to the EU [13], key competences are those, which all people need for fulfilment and personal development, being an active citizen, social integration and employment. The following eight key competences have been established: (1) communication in the mother tongue; (2) communication in foreign languages; (3) mathematical competence and basic competences in science and technology; (4) digital competence; (5) learning to learn; (6) social and civic competences; (7) sense of initiative and entrepreneurship; (8) cultural awareness and expression. The relational model [12] was identified on the basis of studies conducted in Poland.


diagram showing seven dimensions of quality

Fig. 4 „Image of quality” of knowledge workers competences from selected vocational groups [16]

The graph in the Figure 4 shows seven dimensions of quality, which are universal for the area of knowledge represented by two sample solutions. Analyzing the eighth dimension - „perceived quality” - is recommended individually for each solution (project) or even for each person taking part in the project. With this tool a contractor of the solution R1 and/or R2 has the support before making
irresponsible promises (mainly due to the possession of an “image of quality” regarding competences of knowledge workers acting as sellers and performers). Similarly for employers, taking a look at competences of companies (through knowledge workers representing them) who offer both solutions is a useful “image of quality” for a planned innovation.

The authors considered this tool aspect, defining (identifying) knowledge cage for project teams [18] and trying to analyze a “pig in a poke” syndrome (“cat in the sack” syndrome) [19]. Not only the knowledge-based economy, but also information society needs this type of tools, although their practical usage is a long-term process. A good example are difficulties connected with evaluating intellectual capital of companies and applying to them generally accepted accounting principles, which is described with determination in publications written by i.a. L. Niemczyk [20].

The identification and analysis of information gap does not lose its instrumental up-to-date character, including competence gaps, which the authors focused on in studies and many publications, for example [21]. However, due to dynamic changes and development of science and technology in social and economic life there is non-trivial problem regarding the model for identifying gaps, and the risk of uncritical trust in models. Many companies and a lot of their workers recorded losses in a long-term perspective, which had been caused by affirmation of flexible forms of employment providing short-term gains. Life begins to be consumed by the work/activity.

Attempts aimed at moderating the knowledge-based economy in the EU have led to the rule of forming “intelligent specializations” for countries and regions.

V. THE WORKING CONDITIONS AND TRANSFORMATION IN POLAND

Transformation in Poland after 1989 was also associated with the necessity of the creation of public employment services, which have matured to the role of socio-economic, along with the formation of the labor market. Parallel changes were subject to information systems for monitoring and evaluation of the labor market. Therefore it is worth noting synthetically the current state of information systems of Polish public employment services, although it would be interesting to apply the possibilities of a conversion method for the evaluation [22] and assess the quality of e-government portals [23]. The authors focused on information as an economic resource, as a common good and as an economy infrastructure in line with the aspects approach of J. Oleński [2]. Despite the development of a new systems of national accounts SNA 2008 and ESA 2010 it is still not possible to classify the resources important for the knowledge-based economy.

The public information system for Polish employment services looks notably modest, although the progress is undoubtedly large. They are integrated and standardized different information systems, run by various entities, providing the Internet vortal [24]. From the perspective of the labor market the portal provides five "databases", including the classification of professions and specialties, and standards / professional competencies base and modular training programs. In addition, the portal also provides "statistics and analysis", but unfortunately only in two areas: the "registered unemployment" and "employment of foreigners in Poland". During the integration of information systems in the vortal there were ignored reports on "competition deficit and surplus" available only on the website of the Ministry of Family, Labour and Social Policy [25].

As to "strategies and programming documents" on the vortal there is a strategy for the development of human capital, which is a copy of the strategy "Europe 2020". Among the attachments three are two recent documents: "The project of the National Action Plan for Employment in the period 2015-2017" and " Program and organizational assumptions for preparation of the National Action Plan for Employment in the years 2015-2017". All program goals are grouped in the two following priority areas: increasing the efficiency of the management of the labour market in order to support the growth of employment and increase of adaptability of the labour market. Undoubtedly, this information system would need the risk analysis in accordance with the conclusions of [26], as well as the use of idea electronic communities published in [27].

The direction of changes which was indicated by G. Standing, resulting in the depreciation of knowledge workers who have been respected and successful in professional life so far, is also confirmed by consequences of restructuring of companies in Pomeranian (pomorskie) voivodeship at the turn of 2014 and 2015 year. The authors have conducted research based on 241 people (20F/221M), who experienced unexpected personal trauma. Virtually overnight, mainly engineering and technical workers found out, that their knowledge, skills and experience were worthless, regardless of their formal education (19% of whom were experienced employees with university degrees), which is shown at the graph in the Figure 5 (also regardless of their non-formal and informal education, qualifications, played roles and occupied positions – over 60% of them were highly qualified technicians).

![Fig. 5 A structure of the researched group by formal education](own research)
Due to intervention of state institutions, people from the researched group could have tried to become entrepreneurs, starting their own companies with the financial support (grants) or acquire new qualifications, taking part in free trainings. Because of the transformation of companies (92% of big enterprises) a group of the precariat has increased on the Pomeranian labour market, which does not mean that there has been an increase in the number of unemployed. The companies, in line with their own decisions, has lost their intellectual capital. The personal situation of employees made redundant for reasons attributable to the employers has deteriorated drastically, despite the state supportive intervention. The analyzed group of 241 people accounts for a part of wider studies which have been conducted by the authors, involving 2094 people, since the year 2010, and a phenomenon of the fast growing precariat is widespread. In the context of this fact, the knowledge-based economy and its main assumptions seem to be a utopia and require a fundamental revision.

Similar state intervention as in the Pomeranian Province were undertaken during the years 2007-2014 and are planned in the years 2014-2020 also in other provinces. During the study it was verified that this type of government intervention to increase the efficiency and adaptability of the labor market. However, emerging information resources were used mainly for the settlement of this business. Contractor of intervention was obliged to collect data in three information systems: PEFS 2007, monitoring of indicators and the Registry "employability".

The PEFS 2007 served in the years 2007 to 2014 in the records of the persons (people) receiving support from national and European funds (ESF). Monitoring of indicators was processed normally on a quarterly basis and served as quantitative reporting in 7 layouts (input-output, by employers, by age, by education and other specific indicators). Records of "employability" was used as a quantitative monitoring of two states employment of persons covered by the support i.e. at 3 months and 6 months after termination of support. Information resources of these systems were very dispersed and were only operating instruments although their potential was much greater.

There was probably an effort taken for the integration of the functionality of those three information systems into a single system SL2014, which the authors plan to verify in the terms of the range of information and support of decision-making processes in the context of professional competencies, the phenomenon of loss of human capital, and tackling the problem of the depreciation of precariat. Unfortunately, the research hypothesis is not optimistic, which is not a good anticipation for the development of knowledge-based economy. Development of the knowledge-based economy cannot be based only on companies but also on the added value of various state intervention, including similar to those covered by the research.

VI. CONCLUSION

The knowledge-based economy in practice deviates significantly from the theoretical assumptions. Transformations taking place in organizations and countries have led to negative economic and social consequences.

What the studies confirm is that the level of economic and social prosperity has decreased significantly in the developed countries. The adverse effects of existing changes are heavily felt by educated people, who, in principle, were to be the pillar of the knowledge-based economy (Figure 1). The mental work - as the most crucial production factor - has relationships in production highlights the tendencies depreciating possibilities enabling to keep the pace of development for science, technologies and culture, e.g. the individualization of work. As a result, the economic and social situation of the new social class ‘precariat’ is deteriorating (Figure 2). According to G. Standing, for the first time in history of economics, the productivity is growing, capital gains are increasing, but salaries are decreasing.

For the organizations who are in the period of transition to the knowledge-based economy, the quality management is still a useful tool. The instrumental potential is still associated with the improvement of systems and information processes, i.e. information gap, competence gap, information asymmetry, etc. Thus, the information economics indicates directions in implementations of information systems supported by ICT technologies. Applications of ICT technologies, assisting various areas of managing organizations in transitions, are still pioneers and creators of directions of changes, strengthening the position of ICT industry. The industry does well with commercialization and marketing of its offers starting from the highest political levels (the latest examples are the fourth digital-industrial revolution and Internet of Things along with standards). Developing models and applying benchmarking is seen as crucial. There is a growing need for instruments of accounting, which evaluate intellectual capital.

With the alarming state of the knowledge-based economy in the context of precariat and complex situation on the labour market, companies have intensified their marketing efforts and raised interests in the applications enabling human resources management. The need „lack of well qualified specialists” was identified as well as the set of solutions supported by ICT applications, including paying more attention to the development of already employed workers and the better matching workers to the positions. Thus, „the competence mismatch, which results in the low effectiveness of workers” [28], has become a marketing argument for the implementation of advanced IT tools as the only antidote for large and medium enterprises.

It should be underlined that the issue of knowledge workers’ productivity is not at the core of the current global collapse of the knowledge-based economy. If direct employers and indirect employers (state institutions) do not
react in relatively fast and effective way to difficult, sometimes even dramatic economic and social situations of knowledge workers - who are pushed to the class of precariat, the development of the knowledge-based economy will be obstructed because of the depreciation of high competences, education and lifelong learning. Currently, a dramatic waste of the intellectual potential is continuing and is growing on the global scale. Managers and politicians are not able to manage intellectual capital and social capital, putting themselves first, while the scale and pace of enrichment is unimaginable. As far as Poland is concerned, the situation and conclusions are similar, although in many ways they reflect the specificity of the country.
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Abstract—In today's world, the term serious game is becoming more and more popular since these games have a purpose of engaging the user and contributing to the achievement of a specific goal other than pure entertainment games. Serious gaming has high potential and power to transfer knowledge and educate people. Serious games are applied to a large spectrum of application areas ranging from military, government to healthcare. Also, researchers found out that serious gaming is a potential tool in order to enable young people to understand the complexity of sustainability and energy conservation topics and stimulate the energy saving attitudes and behaviors and arising energy conservation awareness in a fun way. This study purposes to disseminate energy culture via developing a serious game for university students. Thus, the paper focuses on serious gaming with a broad range of aspects including the need of serious gaming in various sectors and its benefit for behavior change and its effects on energy culture. While developing the game, the conceptual framework which is called as ‘Design Pattern Library’ is considered. Description and the flow of the game are determined and the game is played between students. Results obtained by this study will enlighten both researchers and game design experts in terms of disseminating energy culture via serious gaming.

Index Terms—Serious Gaming, Energy Culture, Behavioral Change

I. INTRODUCTION

It is known that the idea of playing a game has emerged since the ancient past and it is still on going as an integral part of today’s world. The Dice game which is one of the oldest games discovered by humans is known to be set 3000 years ago in South Iran (as cited in Laamarti et al., 2014). Games are played according to a set of established rules, played out within a specific time frame and a place with a player or a group of players. Indeed, games have always been powerful to affect people’s lives in many aspects and still games have huge power on people wherever in the world. It is known that games have power to bring people all together from 7 to 70 and socialize. It is claimed that games are even powerful in revealing and building people’s characters (Michael et al., 2006) Most importantly, games have power to teach, to educate and to train. Since most games are claimed to have a primary purpose of entertainment, enjoyment and fun way to pass the time or interact with other players, serious games are distinguished with their serious purposes. IDATE pointed out three main principles of serious games: delivering a message, providing training and enabling the exchange of information (2010). These principles briefly show that serious games have a goal to transmit a message with a serious purpose, to improve the users’ cognitive and/or motor skills via trainings and to provide an environment for flow of data between users. Besides, Knol and Vries supported that serious gaming is a potential tool in order to enable young people to understand the complexity of sustainability and energy conservation topics and stimulate the energy saving attitudes and behaviors and arising energy conservation awareness in a fun way (2011). Most importantly, these serious games are explicitly designed to encourage behavioral change. As this study aims to disseminate energy culture via serious gaming, the next part consists of literature review on serious gaming. Also, sample games that aim to change energy related behavior patterns are analyzed. The third part explains how the methodology works for developing a serious game. The game board and the flow of the game ‘Enopoly’ is given in the fourth part. The fifth part discusses the results of the game and gives suggestions for further studies. This study aims to contribute both researchers and game developers.

II. LITERATURE REVIEW

A. Serious Gaming in Various Sectors

There is a growing evidence that some people responds better to “playful” kind of formats of information feedback and this is why the serious gaming trend raises by using digital games for learning, simulation and demonstration (Wood et al., 2014). Inevitably, the serious game sector is showing significant growth in the medium term. According to IDATE’S Serious Gaming Market and Data Report (2010), it is stated that serious gaming is an attractive sector and the players in the sector are grouped into 4 categories as seen on the figure below: Traditional software sector players, groups of investors, intermediate players and the targeted sectors.

The report emphasized on targeted sectors category are mainly consisted of healthcare, teaching and training, information communication promotion, defense and civil security. Indeed, there is a wider segmentation since serious gaming applications can be used in any sectors. To begin with healthcare sector, it is remarked that sector specific aspects are broad and serious games is widely used from marketing of medication brands to provide medical trainings. While some of these applications are used for medical purposes such as helping with diagnosis, preventing illnesses,
others offer training, fitness, physiotherapy and also advertising. To discuss the role of serious games in teaching and training sector, these games carried a large spectrum of aims such as teaching social science and physical science, management skills, foreign languages, team building skills etc. Thus, the games are not only presented to general public but also enterprises such as training specialist, manufacturers, military etc. Thirdly, public information and business communication sector is taken into consideration and it is remarked that these games are used as an instrument to inform and communicate. When sector-specific serious games are analyzed, the purposes of past applications were diversified such as learning about renewable energy sources, promoting real estates, increasing awareness of flood protection and prevention policies etc. Finally, serious games that are devoted to defense and civil security sector are analyzed. It is found out that mainly, three features of serious games are used in military games: serving as recruitment tool, showcasing the armed forces and serving as training tool for military staff.

B. Sample Games in Energy and Sustainability Field

Bertoldi et al., asserted that intelligent education of young people which focuses on increasing awareness of the role of energy in societal level and household level and influences their energy related attitudes play an important role in terms of stimulating household energy conservation (as cited in Knol and Vries, 2000). Therefore, there has been many projects devoted energy efficiency, sustainability and renewable energy across the Europe and the serious gaming is considered as an innovative educational concept to reach young people. Compared to traditional educational tools, Bennet et al. asserted that serious gaming has higher potential because today’s young people prefer visual information to textual, like to play games, are adapted and oriented to multiple media channels and highly active on social network sites (as cited in Knol and Vries, 2008). According to study of Grossberg et al., 53 games that all have the purpose of influencing behavior around energy efficiency and sustainability have been analyzed and it is found out that these serious games covered a wide range of solutions such as recycling, alternative energy, energy saving, utility efficiency etc. It is found out that these games are providing such common features like clear goals and rules, a compelling study, quick feedback and achievable short-term challenging tasks (as cited in Grossberg et al., 2015). In the study, ‘Cool Choices’ which is a nonprofit sustainability-focused serious game that is used in workplaces and schools and ‘EnerCities’ game which aims to reach out young people, especially secondary school students to alert and increase their awareness around energy saving and renewable energy are analyzed.

C. Serious Games for Changing Behavior

All in all, there are such actions required to take by individuals for energy efficiency and sustainability aspects and these actions are highly related to characteristics of individuals such as age, gender, preferences and attitudes. Therefore, serious games are recommended to change these behavioral patterns of people. It’s stated that these games are used to support players in decision making, learning and aim to change behaviors whether the game is played by a single user or multiple users (Wood et al., 2014). To influence the occurrence or frequency of certain set of behaviors, empirical techniques are designed under applied behavior analysis (ABA) which is also called behavior modification (Due et al., 2014). According to researchers, behavior modification has been proven to be effective in different set of fields ranging from health, education to energy. However, these behavior modification methods are widely criticized in terms of resulting in unwanted side effects such as growing emotional disorders due to the punishments, arising hatred because of feeling of being manipulated through positive reinforcement and so on. Furthermore, these procedures of implementing behavior modification have been criticized by some researchers because a specific level of training is required and these trainings are time consuming and the procedures are not practical in terms of aligning with real life. In contrast to behavior modification which is made through imposing or removing a certain stimulus to lead behavioral change, serious games are claimed to achieve same results by creating an engaging experience using the elements of game Moreover, serious games relate such habit changes to positive emotional feedback and encourage positive behavior change in a pleasant and playful way (Schuller et al., 2013)

III. Methodology

Serious games can be of any genre, use any game technologies and be developed for any platforms (Kankaanranta et al., 2009). Serious games have common points with other games in term of owning its rules, accepting input from players, simulating behaviors and providing feedback within the context of the rules and behaviors (Michael et al., 2006). Therefore, design and development issues of serious games and entertainment games have similarities. Nevertheless, the primary design criteria in serious games highly differs since it is not “fun” but a serious purpose such as training, teaching etc. Thus, these games are more concerned with whether
or what the game is teaching and how the players can actually apply these learnt objects in the real life. It is discussed that serious games may be more entertaining but less capable in terms of knowledge acquisition if these were only designed by game developers. On the other hand, teacher or trainers might design such games that are powerful through educational purposes but these games would be lacking in motivating and engaging players (Marne et al., 2012). Thus, it is claimed that the conceptual framework which is called as ‘Design Pattern Library’ is created to facilitate the cooperation between various stakeholders in design stages of serious games. The stakeholders are grouped into two categories: the pedagogical experts and game experts. While pedagogical experts include educators, knowledge engineers, trainers and domain specialists; game experts consist of game developers, level designers, game producers, graphic and sound designers and so on (Marne et al., 2012). Therefore, six facets of the conceptual framework are used in the study and each facet is described by its title, a serious game design problem and a general solution and its experts. According to Marne et al.’s study, the six facets of the conceptual framework are given as: Pedagogical objectives, domain simulation, interactions with the simulation, problems and progression, decorum and conditions of use (2012). Indeed, the model helps to assign right experts to each of the six design areas of the serious games.

Briefly, pedagogical objectives aim to define the pedagogical content of the serious game and its general solution is to specify the knowledge model of the domain and educational purposes. The second facet, domain simulation, handles the problem of how to respond consistently the correct and incorrect actions taken by game players within a specific certain context. Thirdly, interactions with the simulation defines how to the engage the players when they are allowed to interact with the simulator. The forth facet, which is problems and progression, deals with which problems to give the players to solve and in which order these problems should be arranged. Decorum defines the types of multimedia or fun components of the game, that are not related to the domain simulation, to foster the player motivation. Finally, condition of use aims to define where, when, how and with whom the game is played.

IV. THE GAME

A. Game Description

The ‘Enopoly’ game aims to increase energy saving knowledge of students, to inspire them in terms of initiating energy-related projects in the campus and to increase their desire to continue a career path in energy sector. The game is developed as a board game and it takes place in the main campus of Istanbul Technical University as part of its scenario. As part of the scenario, players are granted with €1250 by the school rectorate and they aim to invest energy saving projects most wisely. The player who has the highest value of invested projects at the end of the game is selected as winner. The energy saving initiatives and projects at the campus are: Water purification system at the lake, energy conservation planting, bicycle stations, recycling center, campus farming, solar panels and wind turbines. Also, there are traditional buildings to invest such as dorm buildings, ITU Teknokent and Culture and Arts Union building.

Throughout the game, students are picking game cards when they land to specific areas and they lose or earn money based on scenarios related to their being investor of these projects. These areas are specified as below:

- **Green Reward**: Player landing on Green Reward space collects €50 if she/he has investments in blue, green or yellow areas.
- **Think Tank**: Players landing on Think Tank space lose a turn. During the turn, she/he must generate an energy-saving idea for the campus and share it with other places. Project ideas are pinned to the campus map which is on the game board.
- **Energy Fact**: Players landing on the Energy Fact space must pick up a ‘Energy Fact Card’ and read it out.
Environment: Players landing on Environment space must pick up an ‘Environment Card’ and read it out. The player then either collects money from the bank or pays a fine.

Also, players landing on certain areas must pay a charge to the investor that is specified on investor card. Moreover, players earn more if they invest to same colored projects or if they have LEED certification investment for traditional buildings.

B. Game Flow

V. Case Study

The game was first played with 10 different students in a classroom and the player groups were composed of 3 to 4 students. Before playing the game, a survey was handled to the students. Therefore, students responded to survey questions without knowing the concept of the game. The reason why students were not introduced to the game was to minimize any bias effects. With these survey questions, it’s aimed to measure game’s effect on players about their knowledge, concerns, motivations about energy-related topics. Therefore, a comparison between survey results before and after playing the game will be used as an indicator to analyze effect of the game on players.

Table 1: Comparison of Survey Results

<table>
<thead>
<tr>
<th>Pre-Game Results</th>
<th>After-Game Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest in learning about energy saving and sustainability</td>
<td>4.3</td>
</tr>
<tr>
<td>Awareness about lowering energy usage as an individual</td>
<td>4</td>
</tr>
<tr>
<td>Awareness about responsibility to initiate energy saving projects at campus</td>
<td>3.6</td>
</tr>
<tr>
<td>Concerns about environment</td>
<td>4.7</td>
</tr>
<tr>
<td>Consideration of a career path in energy sector</td>
<td>2.8</td>
</tr>
<tr>
<td>Desire to get a job in energy sector</td>
<td>3.2</td>
</tr>
<tr>
<td>Desire to initiate energy saving projects</td>
<td>3.6</td>
</tr>
</tbody>
</table>
VI. RESULTS AND DISCUSSION

By taking pre-game and after-game survey results into consideration, a comparison is made to measure the effect of Enopoly game on players. According to the results, it’s seen that players’ interest in learning about energy saving and sustainability increased slightly and awareness about lowering energy usage as individual increased considerably from 4 to 4.5. As the game aims to stimulate the awareness and attitude of university students relating to energy saving and sustainability, the results were positively aligned with it. Also, players’ awareness about their responsibility to initiate energy saving projects at campus has risen dramatically from 3.6 to 4.4. Throughout the game play, it was observed that players highly enjoyed Think-Tank space as they had opportunity to voice campus energy-saving ideas with other players and have such discussions.

Players indicated that they are already concerned about environment at the before the game play. Therefore, there has not been significant change related to concerns. Additionally, players proved a higher motivation and desire to follow a career path in energy sector after playing the game. Also, the game stimulated players’ desires to initiate energy saving projects; there has been a significant increase from 3.6 to 4.1 at the end of the game. There is been a significant increase from 3.6 to 4.1 at the end of the game. It is found that in contrast to behavior modification which is made through imposing or removing a certain stimulus to lead behavioral change, serious games are powerful to achieve same results by creating an engaging experience using the elements of game. Also, it is claimed that serious games relate such habitual changes to positive emotional feedback and encourage positive behavior change in a pleasant and playful way (Schuller et al., 2013) According to the players’ feedbacks and observations, Enopoly game made such engaging experience to the players with energy saving and sustainability topics in a playful way. Also, data analyses and student reflections shown that Enopoly has such a power to effect players’ knowledge, motivation and intrinsic desires on energy-related topics, projects and jobs.
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Abstract—Current business faces new challenges that require modern and adjusted IT models. Authors of this paper try to identify and indicate selected challenges that are addressed by cloud computing concept and Big Data solutions. Authors of this paper concentrate on Microsoft Azure cloud offering mainly in area of Big Data and they want to prove that development of Big Data solutions in cloud environment can be efficient from financial and functional perspective.

I. INTRODUCTION

Nowadays organizations are facing new challenges due to emerging business models. They operate on a market where competitors provide customers with more sophisticated and advanced services. Enterprises need to benefit from modern technologies if they want to reach or even overtake competitors. There is number of examples of companies that invented new service or product and seriously changed the way the market works. Examples of Uber, Netflix, Spotify, Airbnb or WhatsApp show that basing on communication technologies and efficient data processing and usage one can build business worth much more than the one working in traditional model. Of course market leaders are forced to continuously streamline their business basing on 2 main pillars: delivery of unique value to their clients and customers and controlling efficiency of business processes – mainly based on cost-cutting. Companies like Microsoft, Google, Amazon, Facebook are in a process of continuous improvement of business strategies, models and operational processes to keep their current position or expand the business.

II. BUSINESS AND IT CHALLENGES

There are several IT challenges that companies need to consider in current business. Among them we can distinguish:

• Innovation agility [1],[2] – understood as flexibility of IT architectures and business approaches to quickly deliver value, evaluate efficiency and market potential and if necessary scale up the innovation or withdraw with reasonable incurred expenses

• Interoperability and microservices architectures [3],[4] – which delivers IT architectures that are from IT perspective understandable, maintainable, scalable. Loosely coupled components are reusable. They collectively provide the complete functionality of a large software application. The services cooperate by exchanging data and information with other services without any human interaction. The services should be black boxes with precisely defined input parameters and output results. From business perspective such approach allows to efficiently create innovative services for clients that are composition of carefully selected microservices delivered by various vendors that we consider to be most efficient, proficient and capable. Various software applications are capable to cooperate because of interoperability between different programming languages, systems that allow integration of services. Various types of resources are federated, what allows transparently mapping multiple autonomous resources to be treated by users as one federated resource.

• Mobile interfaces [5],[6] – modern requirements regard ability to complete interaction with software application using all possible devices. Users or customers spend more and more time in Internet using not only smartphones or tablets but also wearable devices providing discrete interfaces that allow control of mobile devices through subtle gestures in order to gain social acceptance. If company provides customer/user with the capabilities empowering use various possible devices and ways of communication with their service, it will be considered to be more
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attractive but also impressive and efficient than others.

- Consumerization [6] of business activities expressed mainly in BYOD approach. It addresses the adoption of consumer devices and applications in the workforce. Employees bring computer tablets and smartphones into the workplace and harness social media applications and special purpose apps for their work lives. Such behavior if not properly managed may impact enterprise security but also can increase productivity of individuals and teams. The effects of consumerization are considered to be a major driver that redefines the relationship between employees (in terms of consumers of enterprise IT) and the IT organization [7]. Examples of consumerization we can observe in a phenomenon of existence iPhone and iPad in business scenarios, the usage of Facebook in companies and popularity of such application like Yammer or Hipchat that are based on Facebook. Another example are Google-like enterprise search indexing internal business content and documents in company that seem to be efficient in knowledge management scenarios.

- Internet of things measurability. The advancements and convergence of micro-electromechanical systems (MEMS) technology, wireless communications, and digital electronics has resulted in the development of miniature devices having the ability to sense, compute, and communicate wirelessly in short distances. These miniature devices called nodes interconnect to form a wireless sensor networks (WSN) and find wide ranging applications in environmental monitoring, infrastructure monitoring, traffic monitoring, retail, etc. [8]. IoT approach is not narrowed only to connecting things such as devices, machines etc. to the Internet, but it also allows them to interact with each other, exchange specific data, and complete some tasks without human interaction. Machine-to-machine (M2M) communication is nothing new, but this way of using sensors and wireless connection is revolutionary. Basic example of M2M operation is when sensors gather data, send it to a network either wirelessly or via cable connection, where its directed to a central server. We are able to create a wide range of IoT based business scenarios that give a real benefits to end users. We also have to be aware that all those signals and messages exchanged by IoT devices occur to be a valuable data that can be gathered and used, for example for decision making or enhancing operations. The amount of data generated by IoT devices is grooving rapidly. The figure 1 presents forecasts regarding number of connected devices in use globally. Assuming that part of them produce data that is worth storing and analyzing we can conclude that it is impossible to build efficient analytical system basing on relational databases and data warehousing technologies. Due to anticipated efficiency issues dig data technologies have to be involved in the processing of Internet of Things originated data.

![The Internet Of Everything](image.png)

Figure 1 Forecasts for the entire Internet-connected ecosystem. Source: BI Intelligence [9]

Mentioned challenges are addressed mainly by two emerging IT concepts that are significant nowadays and affect business models. They are Big Data and Cloud Computing. Formally separable concepts in some areas are strongly related and their association can deliver real profits for users. Authors are aiming to present both concepts basing on an example of Microsoft Azure offering that is one of the most advanced platforms addressing mentioned challenges.

II. CLOUD COMPUTING OFFERING

Of course Microsoft platform is not the only existing. There are competitive platform provided by Amazon (Amazon Web Services), Google Cloud Platform provided by Google. Authors decided to mention those 3 because according to Gartner’s report called Magic Quadrant they are worldwide leaders. Magic quadrants evaluates solution in 2 dimensions [10]:

- Ability to Execute - Gartner analysts evaluate technology vendors on the quality and efficacy of the processes, systems, methods or procedures that enable IT providers’ performance to be competitive, efficient and effective, and to positively affect revenue, retention and reputation. The following criteria were evaluated: Product/Service, Overall Viability, Sales Execution/Pricing, Market
Responsiveness/Record, Marketing Execution, Customer Experience, Operations.

- Completeness of Vision - Gartner analysts evaluate technology vendors on their ability to articulate logical statements convincingly about current and future market direction, innovation, customer needs and competitive forces, as well as how they map to Gartner's position. The following criteria were taken into consideration: Market Understanding, Marketing Strategy, Sales Strategy, Offering (Product) Strategy, Business Model, Vertical/Industry Strategy, Innovation, Geographic Strategy.

Gartner prepared separate quadrants in the following categories:

- Infrastructure as a Service (IaaS) is a type of cloud computing service; it parallels the infrastructure and data center initiatives of IT. Cloud compute IaaS constitutes the largest segment of this market (the broader IaaS market also includes cloud storage and cloud printing)[10]. Figure 2 presents IaaS Quadrant.

- Platform as a Service (PaaS) is a cloud computing model that delivers applications over the Internet. In a PaaS model, a cloud provider delivers hardware and software tools -- usually those needed for application development -- to its users as a service. A PaaS provider hosts the hardware and software on its own infrastructure.[12]

Regarding IaaS offering Amazon Web Services is considered to be worldwide leader. Microsoft Azure is located on the 2nd place and Google on 3rd. In terms of PaaS offering Salesforce is acknowledged to be a leader. PaaS model is only delivered by Salesforce that is why the company was not mentioned by authors as cloud provider. Microsoft and Google have 2nd and 3rd place.

The aim of authors is not to evaluate the proficiency of every cloud provider. Microsoft Azure was chosen because of its existence in the cloud providers rankings and because of other research works conducted by authors in that platform.

The main advantages of using cloud services boil down to:

- Savings in terms of initial expenses on infrastructure and platform creation. Cloud services require payments for the resources that company really utilizes. In most cases there are no upfront costs assigned to hardware and software licenses purchase.

- Scalability - If application needs a large computing power for relatively short time the cloud can provide resources dynamically what is financially efficient. It is also available to allocate a large amount of resources in a relatively short time what is impossible in regards to on-premises environment.

- The operational costs are reduced because they are spread over a number of clients. In most cases it is more efficient to subscribe cloud services then to provide independently such constituents like energy, air conditioning, renting premises, security, maintenance, networking, management and many others.

- Wide range of well standardized services that can enrich capabilities of planned solution. In MS Azure the number of new services increased by 500 during
one year. Of course some of them are available in a preview edition (what means they have not been fully stable yet) but majority of them is available to use and they are relatively easy to integrate with other solutions.

There are also some boundaries related with cloud services that company needs to accept before starting usage of cloud services:

- Standardization – public cloud providers have to standardize their services in order to be able to maintain their quality. If clients defines individual requirements because of some special resources demands or he needs individual services or contracts – cloud vendor most probably will not be able to fulfill client’s requirements.
- Limited SLA – in most cases cloud providers offer reasonable SLA (MS Azure offers from 99,9% to 99,95% SLA depending on service and chosen architecture). If client requires higher value – in most cases it is impossible to assure such quality.
- Distance between data and their user. If we store data in Local Area Network we have a high speed access. If data are stored in cloud we reach them through Internet connection that in most cases is slower than LAN. If we have a problem with Internet reliability we can be isolated from our data or applications. Authors do not mention the security as a boundary of cloud offering because all leading vendors addressed the issue and are able to assure security on much higher level than it is possible in on premises infrastructure.

Indicated advantages in most cases address the challenges mentioned earlier. Cloud eliminates entrance barriers that supports innovation agility. A number of available, well standardized services support the benefits of interoperability and microservices architectures. Scalability is curtail in every Internet of Things solution. We cannot predict precisely the final number of connected devices and amount of produced data that is why such solutions require a flexible resource allocation what is beneficial from performance perspective.

III. BIG DATA ECOSYSTEM OVERVIEW

As it was mentioned current business generate and possess a huge amount of data created during their operational activity. The data is stored in various IT systems in miscellaneous formats and very often in different locations. Continuous development of Computer Sciences and Information Technologies is increasing the level of knowledge concerning methods of designing and creating databases and processing the data that give us new possibilities and opportunities in acquiring information and knowledge increasing the business performance.

Big data concept is not aimed to deliver a business critical transactional systems. It is more about performing analytics.

Recently big data and big data analytics have been used to describe the data sets and analytical techniques in applications that are so large (from terabytes to exabytes) and complex (from sensor to social media data) that they require advanced and unique data [13]. The challenge of big data is to manage a large volume of data with optimal processing time [14].

Describing Big Data architecture we have to start from MapReduce concept is one of the most important techniques, and currently the preferred choice of cloud providers, for providing cloud-based data analysis services [15]. This platform invented by Google allows distribute processing on large number of computers. It is basing on 2 steps. Mapping is a step splitting the complex task into subtasks and reduce is about aggregation of results to combine them into one answer. Map function processes a key/value pair to generate a set of intermediate key/value pairs, and a reduce function merges all intermediate values associated with the same intermediate key [16],[17].

Basing on a MapReduce concept Apache™ Hadoop® platform emerged. The Apache™ Hadoop® project develops open-source software for reliable, scalable, distributed computing.

The Apache Hadoop software library is a framework that allows for the distributed processing of large data sets across clusters of computers using simple programming models. It is designed to scale up from single servers to thousands of machines, each offering local computation and storage. Rather than rely on hardware to deliver high-availability, the library itself is designed to detect and handle failures at the application layer, so delivering a highly-available service on top of a cluster of computers, each of which may be prone to failures.

The project includes these modules[18]:

- Hadoop Common: The common utilities that support the other Hadoop modules.
- Hadoop Distributed File System (HDFSTM): A distributed file system that provides high-throughput access to application data.
- Hadoop MapReduce: A YARN-based system for parallel processing of large data sets.

Basing on Apache Hadoop interesting projects are developed like:

- Cassandra™: A scalable multi-master database with no single points of failure.
- HBase™: A scalable, distributed database that supports structured data storage for large tables.
- Hive™: A data warehouse infrastructure that provides data summarization and ad hoc querying.
- Mahout™: A Scalable machine learning and data mining library.
- Pig™: A high-level data-flow language and execution framework for parallel computation.
- Spark™: A fast and general compute engine for Hadoop data. Spark provides a simple and expressive programming model that supports a wide range of applications, including ETL, machine learning, stream processing, and graph computation.

IV. BIG DATA IN MICROSOFT AZURE

Microsoft is an active contributor to the Apache Software Foundation development effort. Their engineers work, committing code and driving innovation in partnership with the open source community across a range of Hadoop projects. Microsoft understand benefits of contributing Apache Hadoop development because they include most important Hadoop Components into MS Azure scope.

Most important Azure service called Azure HDInsight is a 100% Apache Hadoop-based service in the Azure cloud. It offers all the advantages of Hadoop, plus the ability to integrate with Excel, your on-premises Hadoop clusters and the Microsoft ecosystem of business software and services [19]. Azure HDInsight includes the most important modules and components like:
- MapReduce
- Pig
- Hive
- HBase
- Storm
- Spark
- RServer.

Azure also includes 3rd party solutions basing on Hadoop concept. They are:
- Cloudera Enterprise Data Hub
- Hortonworks Sandbox on Azure

Why to implement Hadoop in the cloud? Deploying Hadoop on-premises requires hardware and skilled Hadoop experts to set up, tune and maintain them. Cloud service possess preconfigured platforms that we can launch in minutes without up-front costs. Most big data tasks require individual tasks of data processing and after it is finished we can shut down the platform and stop incurring expenses.

If we want to initiate Hadoop cluster in Microsoft Azure platform we have to specify:
1. Type of a cluster. We have to choose from: Hadoop, Storm, HBase, Spark and R Server (2 latest existing in a preview edition). We also need to define Operating system (Linux or Windows) and version of chosen software. Configuration of a cluster type is presented on figure 4.

CONCLUSIONS

New business challenges require modern and adjusted IT models. Some of challenges are addressed by cloud computing concept. In modern business we need analytical tools that are able to perform analytical tasks efficiently. Big
Data solutions can support those business needs. Authors of this paper wanted to prove that building Big Data solutions in cloud environment in some cases can be more efficient and give additional value supporting enterprise business.
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Knowledge management is a large multidisciplinary field having its roots in Management and Artificial Intelligence. Activity of an extended organization should be supported by an organized and optimized flow of knowledge to effectively help all participants in their work.

We have the pleasure to invite you to contribute to and to participate in the conference “Knowledge Acquisition and Management”. The predecessor of the KAM conference has been organized for the first time in 1992, as a venue for scientists and practitioners to address different aspects of usage of advanced information technologies in management, with focus on intelligent techniques and knowledge management. In 2003 the conference changed somewhat its focus and was organized for the first under its current name. Furthermore, the KAM conference became an international event, with participants from around the world. In 2012 we’ve joined to Federated Conference on Computer Science and Systems becoming one of the oldest event.

The aim of this event is to create possibility of presenting and discussing approaches, techniques and tools in the knowledge acquisition and other knowledge management areas with focus on contribution of artificial intelligence for improvement of human-machine intelligence and face the challenges of this century. We expect that the conference & workshop will enable exchange of information and experiences, and delve into current trends of methodological, technological and implementation aspects of knowledge management processes.
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Abstract — Although electroencephalography (EEG) is not typically used for verifying the sense of balance, it can be used for analysing cortical signals responsible for this phenomenon. Simple balance tasks can be proposed as a good indicator of whether the sense of balance is acting more or less actively. This article presents preliminary results for the potential of using EEG to balance sensing. The results are not unequivocal and further research is required.

I. INTRODUCTION

SENSE of balance is an extremely important ability that allows humans to maintain an upright posture or to remain stable in many advanced motion processes. However, the organs responsible for the sense of balance partially lose their function with age, which is a major problem in the aging population. This problem also concerns younger people with dysfunctions or diseases of organs responsible for equilibrioception [1].

People over 65 years old lose balance significantly more frequently than younger people. In this group, one in every three persons experiences one or more falls due to balance loss each year [1]. This can lead to serious injuries and eventually become a life threat. Even if the consequences are not too severe, living with a poor sense of balance can be a serious inconvenience, causing a fear of falling. Other long-term consequences include weak self-reliance, low social and behavioural activity and more limited mobility. For this reason, there is a raising need for sensor-based multimodal systems that provide care and support for older people [2].

Taking into consideration the fact that nowadays the population is aging, sense of balance examinations may help to diagnose and in consequence treat balance disorders. This could raise the standard of living of older or ill people, and prevent many dangerous accidents from happening.

Physiologically, there are a few organs responsible for balance control. The signals' source for the sense of balance originates from the vestibular system, the eyes and proprioceptors. These signals are analysed by the central nervous system, mainly the cerebellum and the brain stem.

The involvement of the cerebral cortex in balance control has also been proven [3], [4]. For this reason, examining the human brain and its functions is of great importance in relation to balance.

Most basic examinations of human balance are neurological tests such as the finger-to-nose test, the Romberg test, the Unterberger and Fukuda stepping test, the Hauant’s test or gait analysis [5]. Performing diagnostic procedures with computer assistance helps to gather and interpret more valuable data such as posturography, cranioocraphy or the Kinect supported analysis of physical tests. Taking into account the fact that balance loss causes involuntary eye movements called nystagmus, diagnostic procedures can also include: electronystagmography (ENG), electrooculography (EOG), videonystagmography (VNG), infrared reflection oculography (IROG), and the search coil technique. Because one of the most important parts of the equilibrium organ in the human body is the vestibular apparatus, the last type of methods used are audiometric tests, mainly electrocochleography (ECOG) and Brainstem Auditory Evoked Potentials. The least frequently used method for analysing the human balance is electroencephalography (EEG). This is because it is the most high-level method. The cerebral cortex is responsible for analysing all neural signals, including balance sensing. This is why it becomes more and more popular in terms of balance examination [3]. It requires advanced signal processing to obtain the diagnostic information from the EEG signal. The most common technique of EEG signal analysis is the Fourier transform. Such an approach allows analysing different frequency bands separately.

Calculating the Fourier transform of the signal enables the use of Power Spectral Density (PSD) which reflects the distribution of signal power over frequency [6]. PSD has been used for identifying cortical activity changes on the basis of EEG [3].

The aim of the study was to verify if using EEG was possible to differentiate the one and two feet standing position which required more body balancing than the stable both feet posture.
II. METHODS

A. Design of the test and examination conditions

The tests consisted of two EEG measurement series for each patient. The first one was conducted for a patient who was standing with both feet on the ground maintaining an upright standing posture. The second one was conducted for a patient standing on one foot and also trying to maintain an upright standing posture.

Each measurement series lasted approximately three minutes – all data were cut to the same length during the analysing process. All other external stimuli, apart from one or two feet standing position and vision were excluded.

B. Examined subjects

Seven volunteers were recruited for the tests, four men and three women. All of them were young - between 20 and 35 years of age - and their sense of balance was supposedly ordinary. They did not have any documented disorders that might have influenced it. Their anatomy also did not indicate any pathological disorders that might have resulted in postural deviations. In order to compare the results for open and closed eyes, some measurement series were conducted for open (3 subjects, 1 man and 2 women, patients number 1-3) and some for closed eyes (4 subjects, 3 men and 1 woman, patients number 4-7).

C. Measurement system structure

The BioSemi EEG system was used during the measurements [7]. It is a multi-channel, high resolution biopotential measurement system for research applications. The system consisted of: 16 active electrodes as well as two reference electrodes, headcap, AD-box, which is an analog-to-digital converter receiving and amplifying the signals coming from the electrodes, USB receiver, which converts the digitized signal into USB output, PC workstation directly connected to the USB receiver, and dedicated software for EEG data analysis.

The electrodes were located in accordance with the manufacturer's suggestions for 16 active electrodes' application. Their location was compatible with standardized 10-20 system for EEG measurement (Fig. 1).

D. Data analysis

All data were processed using the Matlab environment. First, the magnitude squared coherence (MSC) [8] for the two signals (one and two feet standing positions) was calculated using originally and down sampled data

\[
MSC = \left| C_{xy}(\omega) \right|^2 = \frac{|G_{xy}(\omega)|^2}{G_{xx}(\omega)G_{yy}(\omega)}
\]  

where \(G_{xx}(\omega)\), \(G_{yy}(\omega)\) are the power spectra of these signals, and \(G_{xy}(\omega)\) is the cross-power spectrum. These parameters can be obtained by means of the Fourier transform

\[
G_{xx}(\omega) = |X(\omega)|^2 \quad (2)
\]

\[
G_{yy}(\omega) = |Y(\omega)|^2 \quad (3)
\]

\[
G_{xy}(\omega) = X(\omega)Y^*(\omega) \quad (4)
\]

where \(X(\omega)\) and \(Y(\omega)\) are the Fourier transforms of one and two feet standing positions’ EEG signals. The magnitude squared coherence was calculated to find the most significant frequency band for further analysis. The band selection was also supported by results presented in [3]. Finally, the beta rhythm defined as 13 – 19 Hz and sigma defined as 30 – 40 Hz frequency range were chosen.

Next, the power for the selected bands of the signal was calculated using the Fourier transform. Since we are interested in the reaction to increased balance requirements, time changes of the power were estimated. The reference signal was taken as the average power for the selected bands calculated for the two feet standing position.
In the case of the one foot standing position, the power was calculated for 60 s and 1 s time windows shifted through the whole measurement time.

The measurements were conducted with open and closed eyes since in the second case the balance preservation is more complicated.

The power for the selected frequency band was calculated using PSD

$$PSD(X) = |X(\omega)|^2$$  \hspace{1cm} (5)

where $X(\omega)$ is the Fourier transform of the input $x(t)$ signal.

III. RESULTS

In the following figures the relative power versus time is shown. These were normalized in relation to the mean value of both feet standing power for the selected channel.

The relative power for the beta band of channel number 10 for the one foot standing position of patient number 4 for 60 s and 1 s averaging windows is shown in Fig. 2. To better show the difference, the power was normalized to the power of 60 s window.

![Fig. 2 Example of the length of averaging window influence.](image1)

The relative power for the beta band of channel number 10 for the one foot and two feet standing positions of patient number 3 for 60 s averaging window is shown in Fig. 3.

![Fig. 3 Example of relative power for the one foot (x) and two feet (o) standing positions for open eyes.](image2)

The relative power for the beta band of channel number 10 for the one foot and two feet standing positions of patient number 5 for 60 s averaging window is shown in Fig. 4.

![Fig. 4 Example of relative power for the one foot (x) and two feet (o) standing positions for closed eyes.](image3)

The relative power for the beta band of channel number 9 for the one foot and two feet standing positions of patient number 7 for 60 s averaging window is shown in Fig. 5.

![Fig. 5 Example of relative power for the one foot (x) and two feet (o) standing positions for closed eyes.](image4)

The relative power for the sigma band of channel number 9 for the one foot and two feet standing positions of patient number 7 for 60 s averaging window is shown in Fig. 6.

![Fig. 6 Example of relative power for the one foot (x) and two feet (o) standing positions for closed eyes.](image5)

The relative power for the beta band of channel number 9 for the one foot and two feet standing positions of patient number 4 for 60 s averaging window is shown in Fig. 7.

![Fig. 7 Example of relative power for the one foot (x) and two feet (o) standing positions for closed eyes.](image6)
IV. DISCUSSION

The measurement results are not fully consistent. The number of examined subjects might not have been sufficient. Increasing the number of examined subjects may lower the discrepancy between data.

The coherence did not clearly indicate the best frequency band for analysis - neither for any examined electrode, nor for any examined subject. This may be due to complications in its calculations. Because of this, further comparison was conducted for beta and sigma frequency bands according to [3].

Another problem was channel selection. All 16 channels gave different results. Channels 3, 6, 7, 9, 10, and 14 – 16 were most meticulously analysed. The results observed are patient dependent, including differences between electrode signals. This might have been caused by physiological differences and a slight difference in the location of electrodes caused by headcap displacements.

The power of the signal can change even for the selected band. One reason is the electrode's placement, while the second one can be due to balance itself. Even in the two feet standing position the signal can vary with time and this variation may be observed in the selected channels. Due to the very tight appliance of the headcap and the corresponding signals in neighbouring electrodes, it is unlikely that the cause are changes in contact impedance.

In the case of the one foot standing position, the signal variation can be observed as well. Some of the variations may be due to the brain’s reaction to changes in the patient’s position or tiredness caused by the length of the examination.

The problem consists in that in the event of losing balance the lead tension may change, which may cause short time variations in the measurement signal. This should be reduced by averaging power in a 60-second window (Fig. 2). Such averaging may also prevent the fast signal changes from being observed. This is why the comparison with a 1-second averaging window was carried out. In the case of the 1-second averaging window more rapid changes are visible, however, some of them may be due to distortion such as changes in lead tensions.

The influence of open/closed eyes on the signal registered was also observed. The difference between the one foot and two feet standing position was harder to observe for examinations carried out with eyes open. It was due to the role of the eyes in balance maintenance – it was harder for the patients to remain in an upright posture with the lack of visual stimuli (Figs. 3-4).

The main problem is that measurement data are not consistent. The results depend on the patient, channel and frequency band. However, in most cases there is a difference in signal power for different standing positions. These personal differences in the results obtained may be due to anatomical and physiological differences (especially the sense of balance).

The relation between power for two standing positions for the selected bands is person dependent (Figs. 5-7).

The most consistent results were obtained for closed eyes for channel number 6 and sigma frequency band.

The brain regions responsible for motor functions may also participate in the measured signals. This is why the analysis is so complicated.

According to the results obtained, new tests are prepared based on the evoked potentials (EP) approach. The plan assumes examination using periodic lifting of one foot.

V. CONCLUSIONS

The primary results show that it is possible to analyse the sense of balance using EEG, however, the frequency band and channel selection requires more investigation. Careful specification of the measurement protocol to remove unwanted sources of EEG signal also requires further verification – for example of conditions relating to open and closed eyes.

The problem of data analysis may follow from the complicated dependence of EEG signal on many sources like visual, motor aspects, etc.

The time variability of power courses for different time averaging window lengths should be also investigated as a possible indicator of the sense of balance.

It seems that further analysis for a larger number of people would allow to estimate the sense of balance on the basis of single channel or differential EEG measurements using time analysis for selected frequency bands.
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Abstract—This paper presents an approach to create a platform for development and evaluation of task execution algorithms relying on services composition. Proposed solution is based on an agent paradigm where autonomous agents can cooperate and negotiate in order to execute specified tasks which are defined by input/output descriptions. Tasks are realized by the means of services exposed by different agents. In case when there is no a single service fulfilling the submitted task requirements, there is a need for an automated composition of services into one complex workflow. The platform provides ready to use communication blocks which can be easily used for algorithms development without consideration for complex conversation protocols handling. All the algorithms developed on the platform are service implementation independent and oriented on inter-agent communication.

I. SERVICE COMPOSITION PROBLEM

THE SERVICE composition is not a new problem and has been already considered in the literature. There is a number of different approaches to this problem:

• Centralized service providers systems which do not provide any kind of composition [1], but only give the user access to different resources in a uniform manner.
• Centralized systems providing workflow static composition and dynamic services selection features [2], [3]. Those require the user to define all the tasks in the workflow and the system itself performs only dynamic services selection based on the requested QoS parameters. They are often focused on the specific services architecture instead of generic algorithms.
• Decentralized agent service providers systems [4]. Those consider mainly broker agents providing features for discovering and negotiating services execution parameters. They do not provide any means of workflows composition but can be used as underlying systems.
• Decentralized agent systems with static workflow composition [5], [6]. In contrast to centralized systems, they can use autonomous agents for dynamic services selection. Agents acting as services brokers can negotiate compatibility and QoS parameters of the services.
• Systems, both centralized and decentralized, with dynamic workflow composition [7], [8]. Those require from the users only definition of the required output and optional input. Decentralized agent systems with dynamic composition are often used in the simulation of business processes used in the virtual organizations.

Most of the services composition systems are focused on the particular services architectures and description standards (UDDI, WSDL, OWL-S). The implemented cooperation algorithms are tested together with services efficiency which does not give the generic knowledge about the algorithms itself. Moreover, agent solutions not always consider agent communication standards which makes them even more limited to a particular solution.

A generic testbed environment, APIS (Agent Platform for Integration of Services), was created. Because the platform is not based on any particular service architecture it allows for testing cooperation algorithms with a focus on their performance rather than on services execution performance. The platform provides means for discovering, negotiating and executing abstract services using inter-agent communication based on the FIPA communication protocols [9].

There is a number of approaches for describing services for the composition process needs. Those can be full ontological descriptions concerning input/output syntactical definitions as well as semantical process definitions and some additional preconditions [10]. This allows for full ontological reasoning about services compatibility as well as desired output. Another known approach is syntactical input/output description combined with semantical service description based on thesaurus allowing for services matching based on words semantical distance [11]. Possibly simpler approach is semantical and syntactical input/output description with only I/O compatibility reasoning [12].

This paper proposes different solution, based on input/output and QoS ontological descriptions allowing for reasoning output → input compatibility between services. It assumes that I/O and QoS descriptions are enough for describing what and how should be done. Because this work does not consider different services architectures, at this point services adaptation has not been taken into consideration.

II. AGENTS AS SERVICE PROVIDERS

According to the most basic definition, an agent is a computer system that is situated in some environment, and that is capable of autonomous action in this environment in order to meet its delegated objectives. It might as well be an environment of some kind of services. Those can be both, Web Services distributed on remote machines connected to
the Internet as well as business services representing company activities mapped into computer system for the sake of simulations and automation. Agents can be treated both, as autonomous services providers and executors existing in such an environment. Moreover multi agent systems which assume communication and interaction between agents residing in the system, are suitable for this case.

When one agent is going to invoke a service of another one, there is a need for some kind of agreement between them to be established. Such an agreement should be made on the basis of some negotiations and be profitable for both sides. This actions can be described by Service Level Agreement (SLA) which is contractual obligations between a service consumer and a service provider, which can represent guarantees of quality of service (QoS), non-functional requirements of a service consumer and promises of a service provider [13].

III. MODEL OF SELF-ORGANIZATION

This section presents a proposal of solution for the tasks composition problem. It distinguishes between different roles which can be taken by composing agents as well as between different communicative acts used in the composition process.

A. Agent Architecture

Figure 1 presents the APIS agent abstract architecture overview. It is a variation of the layered architecture where each of the layer can have a number of sub layers. All the layers (even the sub layers) can perceive input by a means of the see function which basically receives messages from other agents in the environment as well as produce output made of messages directed to those agents. Layers can be spawned dynamically by other layers and be attached as sub-layers or top level ones. All the layers are connected to agent inner state (for the sake of simplification, the architecture figure shows only one such a connection) which basically is a set of a services (both owned and those provided by other agents) known to the agent. Moreover, each of the layers contains its own state which is shared only with parent layer and sub layers. This state allows for performing long running actions based on previous interactions with other agents.

In this model, the only agent interactions with its environment are done through messages exchanged with other residing agents. The environment state can be described as one ore more messages (possibly from different agents) perceived within some context (e.g.: asking about particular service):

$$e = \{\mu_1, \mu_2, \ldots, \mu_n\} \quad (1)$$

where:

- $\mu \in M$ which is a set of all possible messages.

This leads to defining agents actions also as set of messages (possibly addressed to different receivers):

$$a = \{\mu_1, \mu_2, \ldots, \mu_n\} \quad (2)$$

Finally, the agent decision function can be defined as a mapping from sequences\(^1\) of messages sets\(^2\) to messages sets:

$$a : \phi(M)^* \rightarrow \phi(M) \quad (3)$$

The agent run function can be defined as subsequent environment state (message set) to action (message set) transitions:

$$r : M_0^e \xrightarrow{M_{e_1}} \cdots \xrightarrow{M_{e_n}} M_u^o \quad (4)$$

where:

- $M^e \in \phi(M)$ is a set of input messages,
- $M^o \in \phi(M)$ is a set of output messages.

The run function can be formally presented as a mapping of environment states sequences and action sequences to environment states:

$$r : \mathcal{E}^* \times \mathcal{A}^* \rightarrow \mathcal{E} \quad (5)$$

Similarly to agent definition, the standard agent see function mapping environment state sequences to percepts can be defined as a mapping from a set of messages to percepts:

$$\text{see} : \phi(M)^* \rightarrow P \quad (6)$$

and the action function mapping sequence of percepts to actions as a mapping from a sequence of percepts to a set of messages:

$$\text{action} : P^* \rightarrow \phi(M) \quad (7)$$

In layered architectures, decision function is realized through a set of behaviours, each associated with one layer. Because single layer can take part in ongoing inter agent negotiations, it can produce a number of different actions (messages sent to different agents) as well as be activated by a number of different environment states (messages from different agents) transformed into percepts. Because this is not a traditional layered approach where behaviours are described.

\(^1\)Sequences over set $S$ are written as $S^*$

\(^2\)Power set over set $S$ is written as $\phi(S)$
as a pair of condition set and a resulting action there is a need for additional layer action function which defines how specified inputs are transformed into outputs:

$$beh = (P^c, \mathcal{A}^r, beh\_action)$$

where:
- $P^c$ is set of percepts called the condition,
- $\mathcal{A}^r$ is set of possible actions called the result,
- $beh\_action$ is single layer action function.

A single behaviour action function can be defined as a mapping of percepts sequences and services sets to actions (sets of messages):

$$beh\_action : P^r \times \varphi(Se) \to \varphi(M)$$

where:
- $Se = \{se_1, se_2, \ldots, se_{|S|}\}$ is a set of all services.

In order to compare different approaches to complex service workflows composition, a number of different utility functions can be introduced. A successful composition utility function returns values 1 and 0 determining if a composition process for a particular task was successful or not:

$$u_s: \mathcal{R} \to \{0, 1\}$$

where:
- $\mathcal{R} = \{r_1, r_2, \ldots, r_{|R|}\}$ is a set of all possible runs in the environment.

A message utility function gives a natural number telling how many messages were used for a particular task execution:

$$u_m: \mathcal{R} \to \mathbb{N}$$

and a conversations utility function says how many different conversations have been started:

$$u_c: \mathcal{R} \to \mathbb{N}$$

A QoS utility function gives information about values of different QoS parameters describing the composed business process execution:

$$u_q: \mathcal{R} \to \varphi(\mathbb{N})$$

A time utility function tells how much real time (this value can vary on different hardware environment configurations) was used for the composition process:

$$u_t: \mathcal{R} \to \mathbb{R}$$

B. Agent Environment

The APIS platform assumes an agent system where a number of agents are spawned in order to cooperate. The multi-agent system can be formally described as:

$$sys = (A, env)$$

where:
- $A$ is a set of all agents in the system,
- $env = (\mathcal{E}, e_0, \tau)$ is agent environment with initial state and state transfer function defined.

The classification of the agent environment in the APIS platform can be considered in two different scenarios concerning platform life time:
- short-run – all agents spawned at the same time only for single task execution request,
- long-run – agents can be spawned dynamically during platform lifetime, many independent task execution requests.

The environment characteristics which are common for both situations and does not change depending on platform life time are (based on [14, p. 30]):
- non-deterministic – because agents’ actions consequences depend on inner states of all the agents taking part in a interaction, the single result can not be fully predicted,
- dynamic – dynamic environments change without agent interaction, the APIS platform environment can change only as a result of agents’ action, but not all of the agents always take part in those interactions so the environment can change without their knowledge.

In the short-run, agents are spawned only for a single task execution and removed form platform afterwards. This method can be used for testing different algorithms and comparing them with different agents and services configurations. Moreover it can be used for cases when particular task should be carried on without any dependencies to other possible tasks. The environment characteristics in this situation are (based on [14, p. 30]):
- episodic – there is no connection between scenarios as agents are spawned only for a single task execution,
- discrete – there is finite number of environment and agents states (especially services composition possibilities) resulting from the initial platform configuration.

In the long-run, agents can be spawned and removed dynamically during the whole platform life-cycle. This allows agents to learn new composed services resulting from different tasks executions. This approach is especially useful in virtual organizations simulations. The environment characteristics in this situation are (based on [14, p. 30]):
- non-episodic – agents’ decisions concerning the composition process are based on their knowledge about services, in a long-time running environment agents learn about new services and conditions negotiated at some point can influence future compositions,
- discrete – because number of agents residing on the platform, and services they know can change, there is an infinite number of services composition possibilities.

IV. INFRASTRUCTURE

The developed APIS platform [15], [16] is based on the JADE (Java Agent DEvelopment Framework) which is an agent development framework allowing for creating distributed multi agent systems [17]. It is one for the mostly used and recognizable agent platforms [5], [4], [3], [8], [6].

JADE supports behavior-oriented agent model, that means all agents actions are in a form of behaviors launched during
agent life cycle. One agent can make use of a number of different behaviors purposed for realization of different goals. New behaviors can be added while launching agent as well as during its life-cycle from other behaviors. This allows for dynamically adding behaviors related to the decisions made by an agent and clearly complies with the agent model defined in this paper.

An agent environment can be build with several nodes (in JADE called containers) which can run on one or more physical machines connected with network creating distributed environment. All the agents reside in those containers. JADE configuration requires at least one main container responsible for the whole platform, other dependent containers connect to the main one. JADE allows for configuration with a number of backup main containers synchronizing during life-cycle. Figure 2 shows an example JADE infrastructure. Only few connection between agents components were shown for the sake of simplification.

All agents belonging to the same platform can communicate with each other using ACL (Agent Communication Language), a standard language for agents communication defined by FIPA (The Foundation of Intelligent Physical Agents) [9]. Messages content is defined by two things: Semantic Language (SL) defining grammar of the message and domain ontology defining vocabulary. The language is defined by FIPA and is provided in JADE as a SL Codec whereas the ontology must be provided by the developer.

V. AGENTS TYPES

When concerning roles in the complex tasks execution process, different approaches can be taken. The APIS platform allows for deploying equal peers without any relations between them as well as agents organized into some hierarchies. There are different roles, that can be taken by agents in the tasks execution process:

- client – an agent that searches for agents capable of executing particular task,
- principal – an agent that has some subordinates from whom it can request some actions,
- contractor – an agent able to expose some services, their QoS parameters as well as payment conditions,
- coordinator – additional role for contractor, introduced for better readability of centralized algorithms,
- subordinate – an agent that has a principal which can request some actions,
- collaborator – an agents collaborating with other agent on equal rights in order to perform some actions.

Then, different relationships between agents can be listed:

- client - contractor (coordinator) – client searches for contractors capable of executing particular tasks, during negotiations contractor provides QoS parameters which are evaluated by client,
- principal - subordinate – those are agents inside the same agency, where principal belongs to the sub-agency higher in the hierarchy, there are no negotiations and subordinate is not able to refuse performing requested tasks unless it is not capable of performing it,
- collaborator - collaborator – those can be agents in the same agency and both belonging to sub-agencies on the same level in the hierarchy, they can be requested by principal to perform some tasks together and they must jointly work out a solution.

One agent can be in more than one role at the same time. For example the same agent can be contractor for external client, collaborator for agents in the same sub-agency and principal for agents in sub-agencies lower in the hierarchy at the same time.

VI. COMMUNICATION PROTOCOLS

According to the FIPA standard, there is a number of protocols describing in details communication between agents [9]. In order to ensure that the APIS platform is complying with the FIPA standard, all the composition algorithms should be based on the FIPA protocols. Initially, for the needs of this work the five protocols were chosen: cancel, request, query, contract net and iterated contract net protocols.

The cancel meta protocol allows the initiator to cancel on going interaction with another participant under any protocol [9]. The initiator trying to cancel an interaction, needs to send cancel message containing the message that it
wants to cancel. The participant can reply with inform message after successful termination or failure message when termination did not succeed.

The query protocol allows the initiator to ask the participant if a given proposition is true by sending query-if message or ask for information concerning a given object by sending query-ref message [9]. The participant can agree or not agree to respond by replying with respectively agree or refuse message. If the participant agreed to response, it sends inform message containing true/false reply or information concerning provided object. It can also send failure message if an attempt to acquire the answer finished with an error.

The request protocol allows the initiator to request an execution of a given action by the participant by sending a request message [9]. The participant can refuse performing the given action by replying with a refuse message or agree by replying with an agree message. The participant replies with an inform message which contains an action outcome. The participant can reply with a failure message if performing the action finished with an error.

The contract net protocol allows the initiator to gather a number of proposals of performing some action from one or more participants [9]. Firstly, the initiator sends a cfp message containing action description to potential performers. The participants can reply with a propose message containing some conditions of executing the given action or with a refuse message when they are not interested. After gathering all the replies or exceeding a deadline (specified in the first cfp message) the initiator browses the proposals and selects one or more the best ones. Authors of the selected proposals receive an accept-proposal message and authors of the rejected ones receive a reject-proposal message. All the proposals received after the given deadline are automatically rejected and their authors receive a reject-proposal message with a corresponding information. Similarly to the request protocol, after finishing the action, the participants send an inform message which can contain an action result or failure message in case of a failure.

The iterated contract net enriches the contract net protocol with a possibility of stating more exact conditions in a negotiation process [9]. After selecting propositions, the initiator can decide if that was or not the final iteration. If it was the final iteration, protocol proceeds as in standard contract net protocol. If it was not the final iteration, the initiator sends more exact cfp message. This process can be repeated until the initiator decided, that further negotiations are not required.

VII. Algorithms Building Blocks

The idea of the APIS platform is to develop complex tasks execution algorithms using pre-made block providing all inter-agent communication actions so the developer can focus on the algorithms structure. Normally developer would be forced to implement all the communication stack including packing, unpacking, sending, receiving and filtering messages within a number of ongoing conversations.

Figure 3 presents hierarchy of behaviours which can be used by the developer while creating an active side of the execution process. Those behaviours are:

- SimpleBehaviour – basic JADE behaviour class for all agent behaviours,
- BaseCommunicationBehaviour – basic communication stack operations common for all the used protocols,
- CancelBehaviour – implementation of meta cancel protocol, allows to cancel any ongoing conversation,
- QueryIfBehaviour – implementation of query if protocol, allows to check if given fact is true according to other agents, requires only providing the fact and a receiver,
- RequestBehaviour – implementation of the request protocol, allows to request performing some action by another agent, requires providing the action definition and a receiver,
- ContractNetBehaviour – implementation of the contract net protocol, allows to call for proposals of performing some action, gather those proposal, select the best one and gather the result, requires providing the action definition, a list of receivers and a proposals comparator,
- IteratedContractNetBehaviour – implementation of iterated contract net protocol, allows to do the same as the ContractNetBehaviour but with negotiation iterations.

Figure 4 presents hierarchy of behaviours which are automatically used by the passive side of the execution process. Those can not be used directly by the developer and are launched automatically by the agent when specified initiating messages is received. Those behaviours are:

- ResolverBehaviour – basic resolving behaviour implementing common communication stack,
- CancelResolverBehaviour – behaviour launched when a cancel message is received,
- QueryIfResolverBehaviour – behaviour launched when a query if message is received, checks submitted fact and responds with a result,
- RequestResolverBehaviour – behaviour launched when a request message is received, performs requested action and responds with a result,
is received, prepares proposal and if accepted performs request action and responds with a result.

While the passive behaviours are fixed, their outputs can be changed by the mean of resolvers. The resolvers are interfaces which can be implemented by the developer and which are used by the passive behaviours. Figure 5 presents a hierarchy of resolvers used on the platform. Those interfaces are:

- Resolver – basic interface for all the resolvers,
- CancelResolver – defines actions carried on by the agent after receiving cancel message,
- QueryIfResolver – defines actions for checking if giver fact is true,
- RequestResolver – defines actions of executing specified action and returning its result,
- CallForProposalResolver – defines action of preparing proposal and if accepted execution specified action and returning its result.

VIII. SIMPLE COMPOSITION ALGORITHM

In order to show that the platforms fulfills its requirements, the simple composition algorithm was prepared. During its implementation no communication based code was prepared. Figure 6 presents classes which were developed and their relation to those provided by the platform. Those classes are:

- Coordinator – agent coordinating the composition process, registers appropriate request resolver,
- Contractor – agent providing some services, registers appropriate call for proposal resolver,
- ReqResolver – implementation of the request resolver, when receiving a request to execute some task it starts the composition behaviour,
- CFPResolver – implementation of the call for proposal resolver, checks if requested task output can be provided by any of the services known by the resolver owner and if yes prepares an appropriate proposal,
- CompositionBehaviour – a behaviour responsible for composing a new workflow of services in order to provided desired task output, in order to find subsequent workflow services it starts underlying contract net behaviours.

IX. RUNNING THE ALGORITHM

The designed algorithm was carried on by the following agents exposing specified services:

- agent-pizza-maker:
  - MakePizza : (base, topping, sauce) → (pizza);
- agent-baker:
  - MakeBase : (flour, water) → (base);
- agent-sauce-maker:
  - MakeSauce : (tomato, water) → (sauce);
- agent-topping-maker:
  - MakeTopping : (vegetable) → (topping);
- agent-seller:
  - ProvideFlour : () → (flour),
  - ProvideWater : () → (water),
  - ProvideVegetable : () → (vegetable),
  - ProvideTomato : () → (tomato);
- agent-coordinator,
- testRunner.

All the agents with the agent- prefix are contractors without any hierarchical relationships. The agent-coordinator is an agent which receives a request from the client (the testRunner agent). Only services exposed by the agent-seller agent do not require any input so they should be used as the workflow initial services.

The subsequent messages exchanged by the agent are presented in figures from 8 to 11 which were created with APIS version of JADE sniffer agent. The communication snapshot presents which messages belong to which conversation. The explanation of goals of each conversation is presented in table I. The final workflow providing desired output is presented in figure 7 which was created using the APIS service sniffing tool. Values for the utility (10, 11, 12, 13, 14) functions are: $u_s = 1$, $u_m = 129$, $u_c = 55$, $u_q = 9$, $u_t = 150.5\text{ms}$. 
X. Conclusion

The idea of this work was to provide an agent platform allowing for developing and evaluating complex tasks execution and services composition algorithms. In order to focus on the algorithms, the platform is not based on any services implementation but only on inter agent FIPA communication standard. It has been shown how APIS algorithms building blocks comply with the FIPA communication protocols and that they can be successfully used in developing execution and composition algorithm. The set of building blocks can be easily expanded with new protocols by implementing low-level communication stack. Moreover it has been shown that platform accompanying sniffing tools allow for good algorithms evaluation. Proposed utility functions can be used for comparing different algorithms.

Despite the fact that the APIS platform is not based on any services implementation it can be in future easily enriched with one by changing appropriate algorithms building blocks. As future work, the most important possibility is developing and evaluating more complex execution and composition algorithms, especially distributed ones based on work division.
Fig. 10. Communication snapshot (continued)

Fig. 11. Communication snapshot (continued)
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Abstract—This paper presents preliminary results of action research in which we search for fundamentals of an universal theory of balanced approaches to software process. It is developed on the basis of balanced approach for professional development program for business analysts which integrates approaches oriented on talents, competencies and techniques. This paper includes the description of key concepts in background approaches, components of the framework for professional development program for business analysts and preliminary results of the universal theory of balanced approaches to software process.

I. INTRODUCTION

WHEN asking the question ＂Can everyone become a good business analyst?＂ during the trainings for students and professionals, nearly 100% of answers is ＂no.＂ The role of business analysts in software projects becomes increasingly important and challenging [1-3]. Business analysts perform their tasks on the edge of several domains. They are expected to provide a link between business and technology. They should support managers in making decisions about innovations. The results of their performance have a large impact on the work of software developers and the final success or failure of software projects. Tasks of business analysts require huge knowledge, several behavioral skills, proper attitudes, and probably… real talents. Additionally, it seems that business analysts have to learn continuously and acquire diversified experience in order to deal with more and more advanced challenges. Thus, the problem of effective professional development program is important to individual business analysts who want to develop their career. Additionally, it is in scope of interest of coaches, mentors or tutors who can support business analysts in their professional development as well as project managers or human resources (HR) managers who are responsible for goal achievement in projects or organization capability.

Traditional approaches to education of system or business analysts are based on teaching several techniques, including requirements engineering, software modeling and business modeling. On the other hand, best practice rooted in industry emphasizes the importance of behavioral competencies, such as communication or interaction skills. Since they depend on personality features and they are difficult to assess by teachers, they often are skipped in education. Talent-oriented or career-oriented approaches are not popular in business analysis education, with a few exceptions [4-5]. The term of talent appears mainly in job offers for business analysts, but not much research has been done in this area. Approaches based on methodology, competencies and talents have different fundamental assumptions. Thus the following questions can be posed: Are these approaches contradictory or complementary? Is there another kind of relationship between them? How to integrate them? How to balance actions recommended by them? Could a universal theory of balanced approaches be helpful in performing these tasks?

The goals of the paper are:
• to present a balanced approach to professional development of business analysts which integrates talent-oriented approach, competence development and methodological software process definition,
• to search for fundamentals of an universal theory of balanced approaches to software process.

We apply the research methodology inspired by action research [6]. When solving a practical problem of supporting business analysts in their professional development, we attempt to find universal concepts of balanced approaches which can be useful also for solving the problems of balanced approaches in other contexts. In our argumentation, we use also other cases of balanced or integrated approaches.

The paper is structured as follows. Section 2 presents key concepts in the background approaches. Section 3 describes components of the framework for balanced approach to the program of professional development of business analysts. Section 4 presents preliminary results of searching for fundamentals of the universal theory of balanced approaches. Section 5 draws conclusions and presents prospects for further work.

II. KEY CONCEPTS IN BACKGROUND APPROACHES

The background approaches take different perspectives which is manifested by different terminology and patterns of action. In order to be precise in our considerations, we select a few characteristic terminology and mark their key concepts. We also attempt to make connection points between them with the purpose of preparation to a balanced approach.

The following background approaches are used:
• methodological approach represented by IBM Rational Unified Process (IBM RUP) which has defined a group
of analysts roles in software development process and has assigned to them tasks and work products [7-9],

- competencies described in "A Guide to the Business Analysis Body of Knowledge (IIBA BABOK Guide) [2],
- talent-oriented approach [10, 11] which is based on recognition of personal talents and continuous development of professional competencies.

A. Methods and Techniques

IBM RUP defines roles in software development process. The group of analysts includes the following roles: business architect, business designer, business-process analyst, requirements specifier, stakeholder and system analyst. The roles have very precise descriptions. They are related to tasks and to work products for which the roles are responsible. A set or required skills is defined for each role. For example, "a person acting as business-process analyst must be a good facilitator and have excellent communication skills; knowledge of the business domain is essential for those acting in this role". Roles, tasks and work products are used in configurations of software process for given types of projects and they are used for preparing plans of software development for concrete projects. In context of company, analysts are expected to perform their tasks according to their role description in order to produce work products. They can use several kinds of guidelines. The main values are methodological rigor and efficient performance of high quality work products.

IBM RUP contains description of skills, which makes a connection point to competence-based approach. The detailed description of roles can be used for career path definition. However, when changing the company, a person can face other career paths. A set of methodological role definitions may direct individual program of competence development by indicating the skills which are important in a given professional situation.

B. Business Analyst Competencies

IIBA BABOK Guide defines a business analyst as "any person who performs business analysis tasks described in the BABOK® Guide, no matter their job title or organizational role." For effective performance, business analysts should have competencies in the following groups:

- Analytical thinking and problems solving;
- Behavioral characteristics, such as ethics, trustworthiness, and personal organization;
- Business knowledge about general principles, industry-specific, organizational and knowledge about solutions;
- Communication skills;
- Interaction skills including facilitation and negotiation, leadership and teamwork; and
- Tools and technology.

Effectiveness measures are described for all competencies which allows for making assessments. The main value of this approach is in adaptability to the needs based on professional skills. Techniques in IIBA BABOK guide constitute a kind of toolbox.

The extensive description of underlying competencies makes a significant contribution of IIBA, but the IIBA BABOK Guide contains also methodological components such as knowledge areas, tasks in the knowledge areas and related techniques.

C. Talent-Oriented Approach

A popular way of thinking about changes in personal development is a transition from a present (AS-IS) state to the desired (TO-BE) state. When this approach is integrated with talent recognition, it might lead to perfection. The elements of the change can include the knowledge, the practical use of some techniques and the behavioral skills and attitudes.

Talent management is one of the trends in HR management nowadays. Talents are naturally recurring patterns of thought, feeling or behavior that can be productively applied to achieve a nearly-perfect performance of a given activity. The activity is performed with ease and pleasure. It gives satisfaction. On contrary, the lack of talent causes several difficulties and negative emotional attitudes when performing the activity. Talent management can be considered from both individual and organizational perspectives. There are several topics in debate about talents, including the percentage of talented employees in organization ranging from 2% to entire 100%; the features which constitute talents; possible dependence on organizational context; and effective ways of talent management. It is believed that talent, passion and hard work are key factors of every success.

Talented individuals who want to become successful business analysts should individually elaborate vision of their careers and find ways of making progress by gaining experience and competence development. The connection point to methodologies is the following: talent development can be supported by taking a sequence of more and more challenging positions or roles. Explicit knowledge of required competencies can help in conscious improvement of their skills.

III. BALANCING TALENTS, COMPETENCIES AND TECHNIQUES IN PROFESSIONAL DEVELOPMENT PROGRAM

This section describes an attempt to integrate approaches based on talents, competencies and methodologies of business analysts in a framework for balanced professional development program.

A. Framework Overview

The main components of the framework are presented in Fig. 1. The fundamental element of professional development program is a change from assessment of present (AS-IS) state to the vision of desired (TO-BE) state. Obviously not just one change, but several changes should be performed iteratively. For the first change, a pure self-assessment and a rough vision of the desired TO-BE state should be made. Starting from the second iteration, results of action from previous iterations can be used as criteria of assessment and progress evaluation. In further steps, effectiveness measures find their application.
The individual program includes also plan of actions on the way of making the change. It can be related to gaining new knowledge about principles of business, certain industry or organization. It can contain a task to learn a new business analysis technique or CASE tool features. The training can be achieved by self-studies or participating in specialized courses. In other cases, skills can be acquired by experience of performing certain kinds of activities. Probably, the most difficult to gain are the behavioral competencies, such as communication skills and interaction skills. However, with the progress in the area of personal development training and coaching, these kinds of change are also possible.

B. Resources

Both the vision of TO-BE state and the assessment of AS-IS state can be supported by resources which can constitute a frame of reference for making proper decisions. The change can be based on recognition of talents and ambition of career development. In this case, one can start with their strengths, practice related activities and develop complementary skills which allow for solving more and more advanced problems.

The change can be driven by career path defined in a company. In this case, it starts with a list of job requirements or role description in software process (e.g. role definitions in companies which develop software according to IBM RUP). The training can facilitate further steps in career path. The job requirements can be also used as a checklist for self-assessment and serve as a basis for formulation of the vision of TO-BE state.

When specific job requirements are not available or skill development is made with a more general purpose, one can use more general frames of reference, such as categories of business analyst competencies in IIBA BABOK Guide. In this case, detailed effectiveness measures can be useful for tracing the progress.

For advanced business analysts, professional literature on business analysis trends or advances in business knowledge in related domains can be used in continuous professional development.

C. Discussion

When attempting to reflect on the framework from metaconceptual perspective, one can notice that the core concept of change has been taken from personal development perspective. This is because it is the most closely related to the problem to be solved. Other background approaches contribute to resources in an additive manner. It is good to see their unified role. But on the other hand, there are no recommendations how to balance use of resources in given circumstances. In order to capture this issue more precisely, some knowledge about general rules of balanced approaches would be useful.

This framework has been verified in a case study. It has shown usefulness of the terminology for description of real case and for directing iterative professional development program. Additionally, it highlighted aspects related to practical application, such as the role of coach in this process.

IV. TOWARDS A UNIVERSAL THEORY OF BALANCED APPROACHES

A. Universal Problem

The concept of balanced approaches to software process has a much broader scope. Almost all software companies face the challenge of changes in the surrounding world which force them to adapt. They have usually worked out some effective software processes related to their expertise. On the other hand, new technologies and approaches are being proposed. How to keep their best practice and improve with new approaches? How to keep balance in this activity? The best example of common challenge which several companies had to face recently was the confrontation of methodological software development processes with the trend of agile approaches. Some companies had to deal also with increasing requirements regarding usability and user experience. Other trendy approaches include: business process management, collaborative software development, mobile application, gamification, smart technologies, idea of cashless world, etc. One can expect, that novel approaches are being continuously proposed in future. In consequence, software companies will have to address the challenges of innovation and adaptation continuously. Can we facilitate it with an universal theory of balanced approaches?

B. From Balanced Program to Universal Theory

Having the results of balanced professional development program with a case study of its application in practice, we are going to see how it can contribute to a unified theory of balanced approaches. The second question is whether they are general or not.

We have started with key concepts of approaches to be balanced and we were looking for connection points. The problem of balancing any approaches is not about providing solutions from scratch. It is always based on some background approaches. Furthermore, we need to integrate them before we can balance them.
Several strategies were used in order to integrate and balance the approaches. Selection of the core approach of change in professional development program and collecting resources from all background approaches in an additive manner to form a frame of reference were performed at the stage of building the framework. Selection of the first-need skill, best-fit techniques, or continuous grow strategies were used in practical application. It seems they were chosen based on changing circumstances. Factors considered for background approaches included: motivation, terminology, context of discovery, strengths and weaknesses. Thus, there is not just one proper way of balancing several approaches. In general, the diversity of possible ways how to integrate and balance can be captured by patterns.

The case study has shown that not all aspects of practical application were considered in the framework, especially the activity of coach. In general, problems addressed by balanced approach usually have practical applications. Thus, the need to provide both theory and recommendations for practical use seem to be universal to several cases.

C. Patterns of Balanced Solutions

The universal theory of balanced approaches can provide patterns of relationships between aspects which have their background in different approaches. The assumption is that a few background approaches are valuable, i.e. these are not cases of selecting one with rejection of others, or replacing older technology with a newer one.

The following patterns are possible:

• Independent dimensions: background approaches constitute different dimensions of software process and one can work independently in any of the dimensions; the only question is about priorities,

• Dimensions with overlapping: background approaches constitute different dimensions of the process with some overlapping, thus some connection points should be defined; e.g. [12],

• Time-ordered balance: different background approaches prevail in different stages of software development process, e.g. intensive use of creativity techniques during the analysis of innovative products and methodological software development in the following phases [13],

• Core approach with elements of other approaches: selection of the core background approach with incorporation of elements of other approaches taking into account a given criterion, e.g. balance between agile and disciplined software development with risk management [14],

• Process innovation: incorporation of novel approaches into existing process, e.g. experiments with gamification approaches when keeping application of best practice of software development process,

• Application dependent on circumstances: when several background approaches have different area of application or a different context of discovery, the decision can be made on the basis of analysis of the circumstances of the problem at hand and the fundamentals of the background approaches.

D. Other Components of the Balanced Approach

A logical consequence of the discovery that "it depends on several factors" is the question "what are these factors?"

In search of them, one can use typical characteristics of software projects, such as type of product under development, complexity of software project, culture of company, stakeholders, team experience, main risks, legal and formal requirements, etc.

Another interesting question is whether we can use knowledge from other disciplines in order to avoid developing this theory from scratch in situation when several research results could be used by analogy or by knowledge transfer. What are these disciplines? What is specific of their application? Innovation management seems to be a good source of knowledge on innovations in industrial context. Areas of multi-dimensional analysis and optimization can support increase of the level of methodological precision. Research results of empirical software engineering can deliver several interesting finding regarding the performance of software engineering processes in diversified situations. Identification of other disciplines acquiring insights from them is the task for further studies.

V. CONCLUSIONS AND FURTHER WORK

This paper presents work in progress and, as such, it generates more questions than it can answer. The addressed problems seem to be universal. If proper solutions are found, they can facilitate dealing with several situations of balancing different approaches in practice.

Regarding the first goal, this paper has presented the balanced approach to individual program of professional development for business analysts. The result is the framework which includes self-assessment of talents and competencies in confrontation with job requirements and methodologies. It should be performed iteratively as the AS-IS state changes and business analyst become more aware of their talents as well as barriers in professional development. Business analysts might also face new challenges or they might aim at perfection in their professional development with use of efficiency measures for the competencies they work on as well as professional literature related to trends in business analysis.

This approach allows for conscious direction of professional development activities. In contrast to most of available professional trainings, its fundamental assumptions are individual programs and continues training. This is an important issue in times when everyone can expect several job changes, life-long learning is an increasing trend and personal responsibility for the professional career is reality.

Integration and balance appear to be beneficial to the professional development program. The approaches were based on complementary values. Talent-oriented approach focused on individual side of the professional development. Methodologies describe best practice of successful software development including placement in software development process and templates of work products. Competencies are like a link between techniques and personal talents. They
allow business analysts to become aware of their talents and to make verified steps towards excellence.

There are several issues which should be added to the framework. For example, development of effective methods of training on skills related to specific business analyst behaviors are a challenge. Empirical studies from several cases of career development could provide validation of the proposed approach and many valuable insights.

Regarding the second goal, in this first step towards the universal theory of balanced approaches, several patterns of balance have been identified. Other components include: ways of integrating the background approaches before they can be balanced, consideration on both levels of theory and pragmatics, a set of factors, on which a pattern and/or decision depends. The factors include (but are not limited to) level of advancement in performing balanced activities, characteristics of software projects, comparison of the context of discovery and the context of application of a given approach. It is expected that knowledge from several disciplines can be applied by analogy or by knowledge transfer, but the complete list of disciplines and related knowledge transfers awaits further work.
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Abstract—Although the System Requirement Specification, as a first formal and detailed document, is the base for the software project in classic software methodologies, there is a noticeable problem of assuring the completeness of this document. The lack of its completeness causes uncertainty of the project foundations. This was one of motivations for agile methodologies – if the SRS cannot be easily validated, if it can change in late project phases, then get rid of the SRS. Replace formal requirements with user stories. However user stories are also requirements - mostly functional requirements. As agile methodologies focus on functional requirements, it is easy to forget quality requirements.

In this paper we show the impact of quality requirements analysis on functional requirements exploration. Although in our experiment we noticed considerable large functional requirements increment, we went further and examined the impact of SRS consistency on its completeness. The research has shown that the increment of the revealed requirements count may be almost three times greater, compared to the standard requirement specification method.

Keywords: system requirements, SRS, quality, completeness, consistency.

I. INTRODUCTION

Starting the software project, the customers may be uncertain of their expectations, or may simply be unable to imagine the whole complexity of the software system. The developer’s task at this very early stage of the project is to reveal as much of the requirements as is possible. In other words – to assure the completeness of the System Requirement Specification. However, there is a noticeable problem with the completeness of the SRS; with its measurement and event with its definition. The formal definition for the requirements completeness says that the SRS is complete when the "responses of the software to all realizable classes of input data in all realizable classes of situations is included" [1]. This definition is not very usable, as we do not know the number of "all realizable classes of input data" and "all realizable classes of situations". Other definitions [2] are also unusable. This leads us to the problem: "how can we be sure that the requirement specification is complete without knowing what the complete requirement specification is?" [3]. As it is an impossible situation, we cannot determine the absolute completeness; we may only define some metrics of a relative completeness (as the relative increment of the elicited requirements) [4].

The whole system quality depends on the completeness of the requirement specification. We may find a huge set of quality metrics in [5]. As we take a close look at these metrics, we may see that many of them are evaluated relatively to the number of functions described in the requirement specification. As we do not know the completeness of the requirement specification, we cannot be sure about the reliability of these metrics and the total quality of the system.

The uncertainty of the SRS completeness causes the risk of the requirements change during the development process [6]. The risk is extremely high in the classic "waterfall" software development model and it is one of the reasons why the iterative and incremental models became much more popular [7]. Often, an "agile" development process is taken [8], when the requirements are revealed in the user acceptance tests of the working (but incomplete) system. Although this model goes well in the normal situations, there may be some rare and critical conditions, which are hard to reveal based solely on the customer’s claims. The author’s research has shown, that the problem of the SRS completeness uncertainty may be resolved indirectly – with the measurement the SRS consistency. This measurement (in a graph theory sense) is easy, and has the large impact on the number of the revealed requirements. Using this method, the author has achieved the substantial increment of the requirements (almost three times) compared to the standard method of the requirement specification.

The term "consistency" has somehow fuzzy meanings in software engineering: we may understand it as a lack of contradiction between two, or more, requirements [9][10]; and also as traceability, which means the ability to trace the requirements to the software solutions [11][12]. In this paper, we understand consistency as a degree of coupling between the requirements. To measure the degree of the internal coupling of the System Requirements Specification, it must be treated not only as a text document, but also in some quasi-graph form; where the vertices represent the requirements, and the edges represent the references between the requirements. The references between the requirements should be created when one requirement impedes the other (e.g. the "data backup" requirement impedes the "data restore" requirement). These are called "trace" references. They should also be created when two requirements complement each other (e.g. "logging in" complements "logging off"). Other logical references between requirements should be added "manually" during the requirements specification.
There may be several types of requirements: functional requirements, data requirements, and quality requirements. Some of the quality requirements touch the reliability of the system. System reliability depends on the resolution if critical situations which impede the functional requirements. Detection of unresolved critical situations (i.e. not resolved with functional requirements) leads to the assumption that some functional requirements may be missing. However, this assumption must be confirmed (or denied) in the detailed analysis of the SRS.

II. MEASURING THE SRS COMPLETENESS AND CONSISTENCY

To evaluate the SRS quality we need a set of precise and objective metrics. Traditionally, when an SRS document is text written, we may count some specific weak phrases (as "adequate", "not limited to") [13]. Having the SRS document stored in the quasi-graph form, we defined other metrics of the SRS completeness and consistency.

A. Metrics and Measures

We distinguished metrics and measures in quality measurement. We treat a metric as a quality factor to be measured, and a measure as a method of the measurement. We divided measures between direct or indirect measures. We counted direct measures directly in the document quasi-graph storage; and we calculated indirect measures using some formulas. Every direct measure results in some absolute number counted directly by simple graph analysis (e.g. the number of "trace" references). These we called objective measures, as they may be objectively evaluated. Objective measures, although easy to evaluate, are insufficient to express a complete document quality. Some human analysis is needed to reveal the missing requirements, or to find inconsistent ones. The values resulting from this analysis are called expert measures, as the document review must be done by and expert. The review of the SRS should contain a list of missing requirements and a list of quality remarks to already defined requirements. As expert measures are less reliable than objective ones, the usage of both objective and expert measures is minimized. Two expert measures are used in this paper: one for completeness and one for consistency. Indirect measure expression usually divides two direct measure results. The result value is scaled from zero to one. Zero means the worst result and One means the best (ideal) result. When the numerator measure gives the number of "negative" elements (e.g. missing elements), then the function for an indirect measure is defined by a formula:

\[ F(m, n) = \text{Floor}(1 - m/n, 2) \]

where the Floor function rounds the first argument towards zero (with the precision of two decimal digits); \( m \) and \( n \) are direct measures. Rounding towards zero is needed as the result value of 1.0 can only appear in the ideal situation (e.g. no missing elements).

If one metric is evaluated with several measures, some aggregate function is needed, e.g. a weighted mean function:

\[ \text{Avg}(m_1, m_2, \ldots, m_n) = \frac{w_1m_1 + w_2m_2 + \ldots + w_nm_n}{\sum w_i} \]

where \( m_1, m_2, \ldots, m_n \) are component measures, and \( w_1, w_2, \ldots, w_n \) are their weights respectively.

Some other terms used in metrics and measures definitions (below) need explanation. These terms are: element, meta-class, relationship, reference and solution. An element means an item of the software project (e.g. the system requirement). Each element has its meta-class, which describes its possible and required properties and relationships (e.g. FunctionalRequirement is one of the meta-classes). Relationships are not only references, which are meaningful only in the development process, but also associations meaningful in the runtime. Solution means here an element, or a set of elements, defined with a "trace" reference as the elaboration of some element.

B. SRS Completeness Metrics and Measures

Proposed metrics of the SRS Completeness (CP) are: Formal Completeness (FCP), Semantic Completeness (SCP) and Reference Completeness (RCP) – see fig.1. Formal Completeness (FCP) involves Template Completeness Factor (TCPF) and Definition Completeness Factor (DCPF). First factor (TCPF) tells us, how completely a template of the document is filled. We count the number of elements required by a document template (the number of required meta-classes), and search missing ones. Second factor (DCPF) represents the number of elements with incomplete definition (with one, or more, properties required by meta-classes missing).

Semantic Completeness (SCP) uses an expert measure – Missing Semantic Element Count (MSEC). The missing elements must be listed by an expert revising the document. To get the value scaled from Zero to One we must divide MSEC not only by the Total Semantic Element Count (TSEC), but by the sum of TSEC and MSEC. Reference Completeness (RCP) depends on two measures. First; a solution completeness factor (SLCF), evaluates the "trace" references leading to the "solutions". Second; an internal reference factor (IRFF), evaluates all missing references, that are required by the elements' meta-classes.

C. Consistency Metrics and Measures

Consistency of the SRS (CS) depends on two metrics: Formal Coherence (FCH) and Semantic Consistency (SCS) – see fig. 2.

Formal Coherence (FCH) is measured using graph-theory. When the document (SRS) is represented in a quasi-graph form, nodes represent project elements (requirements) and edges represent relationships (references). Although the references are directed, we evaluate Weak Coherence Factor (WCHF), which is appropriate for undirected graphs (edge direction is examined while measuring correctness – beyond this paper). WCHF is based on Weak Coherence Count (WCHC), which means a count of subgraphs which are
Fig. 1. Completeness metrics and measures

Internally coherent, but mutually separate. Besides WCHF, we may also evaluate Relationship Strength Factor (RSTF), which represents the number of bridges in the graph (i.e. references which solely join two parts of the graph).

Semantic consistency (SCS) depends on Semantic Consistency Factor (SCF), which is measured by an expert. The expert must judge if the semantic elements (requirements) are consistent with other elements, and mark inconsistent ones.

Fig. 2. Consistency metrics and measures

III. EXPERIMENT

A set of metrics and measures for completeness and consistency (shown above) were implemented in the IQuest system, which evaluated not only completeness and consistency, but also correctness, understandability, modifiability and verifiability. However, we focus in this paper on the completeness and consistency, as these metrics showed the most interesting coincidence.

The IQuest system allowed us to import a sample SRS document written in Microsoft Office document format as an object-based requirements model where each requirement became an object and these objects were linked with references entered by a requirement manager. We used this object model to evaluate the consistency of a sample requirement specification. The IQuest system evaluated objective quality measures automatically, however an expert had to enter few data to evaluate the expert measures.

A. Evaluating the Quality of a Sample SRS Document

The sample SRS document for a Web Supermarket was elaborated for the research. The specification was presented as the set of requirement specification tables (see fig. 3). Note that references used to evaluate the SRS consistency are marked with ‘#’

Fig. 3. Example of the functional requirement

Three incrementing versions were prepared and their quality was evaluated. The completeness was decided (for the research) to be the most important factor for requirements specification. The correctness and consistency were decided to be less important and the importance of other metrics was only supplementary. The weights of 40, 20, 20, 10, 5, and 5 were assigned to the quality factors. All the metrics were scaled from 1 (worst) to 6 (best).

The objective measures was not only ones which led to new requirements definition. In the second version also a business expert was asked to find out missing requirements.

B. First version – no quality requirements defined

First version of the SRS document was prepared very thoroughly – as much as 69 functional requirements were specified. Although the quality requirements were not specified, its quality was evaluated. No expert was asked for evaluation because the specification was not finished at that moment. The results are shown in the tab. I. As no quality requirements were specified, the low value of completeness agreed with expectations.
C. The second version – quality requirements consideration

Based on the first SRS, the next version with 36 quality requirements was developed. The quality requirements were revealed according to the template presented by table II. Exceptional, critical and breakdown situations were deliberated for reliability. For each such situation, a functional requirement was specified to prevent, or fix, this situation. That resulted in 99 new functional requirements. The results of the quality evaluation for the second version are shown in table III.

Despite expectation, completeness increased very little (from 3.1 to 3.65). Two explanations were discovered by the detailed result analysis (see table IV). First, it is impossible to achieve high completeness without filling the template completely (FCP). Second, the Reference Completeness (RCP) grew, but not satisfying. Despite intensive work, about 30% of elements were left without solution.

D. Third version – consistency consideration

In the third version, the formally "unresolved" goals; advantages, needs, tasks and problems, were deliberated. The emphasis was laid on increasing consistency. Some of the analyzed elements had already solutions in the form of functional requirements, but 30 new requirements had to be specified. The results of quality evaluations are shown in table V.

Although the increment of the consistency was very small (from 5.85 to 5.9), the completeness grew from 3.65 to 5.2. The main reason was the growth of Reference Completeness (RCP) from 4.44 to 5.9.

E. Relationship between consistency and completeness

Fig. 4a presents consistency impact on completeness in the three versions of the specification. This impact is significant (not only) in a mathematical aspect. More important is the impact of consistency on the number of functional requirements. As you can see (rys. 4b), this number grew about 3 times (from 69 to 198). It means that without quality evaluation and without consistency increment about 2/3 of functional requirements would be omitted and the requirements specification would be incomplete.

IV. CONCLUSIONS AND FURTHER RESEARCH

Consistency measurement of the Software Requirement Specification requires a quasi-graph representation of this document; with nodes representing requirements, and edges representing references between requirements. The document...
template defines permitted and required elements that should appear in the document. A set of objective measures may be defined to automate evaluation of the quality of the document. These objective measures are supplemented with expert measures, which are evaluated in the document review process.

The vast impact of consistency on completeness can be noticed while evaluating quality of the SRS document. Consistency does not guarantee completeness, but it may help to reveal much more requirements than using traditional methods.

Basing on this preliminary study we prepared the next experiment. At the first part of the experiment we collected about 50 SRS documents from developers which used the proposed method. Next we gave the same project subjects for other developers using agile methods. We plan to compare the number of functionalities discovered with traditional and with agile methods. However the results will be available after several months.

Fig. 4. Consistency impact to completeness (a) and to the number of functional requirements (b) in the three versions of the specification. Dotted line at (a) shows the expected impact.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Weight</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>40</td>
<td>5.2</td>
</tr>
<tr>
<td>Consistency</td>
<td>20</td>
<td>5.9</td>
</tr>
<tr>
<td>Correctness</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Understandability</td>
<td>10</td>
<td>5.9</td>
</tr>
<tr>
<td>Modifiability</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Verifiability</td>
<td>5</td>
<td>5.9</td>
</tr>
<tr>
<td>Total quality</td>
<td></td>
<td>5.6</td>
</tr>
</tbody>
</table>
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Abstract—We demonstrate that Microsoft LINQ can be used as a convenient tool to define architectural assertions. We introduce an abstract model of software based on a directed multi-graph and formalize the notion of software architecture and architectural assertions. We demonstrate how Microsoft Visual Studio can be harnessed to extract the architecture of a given software project and append it with assertions using LINQ notation. In particular we explain the flow of data processing that takes place within Visual Studio engine. We follow with examples of assertions selected to demonstrate the expressive power of our approach. We conclude by showing subsequent areas of research worth following in order to deepen the research indicated in this paper.

I. INTRODUCTION

SOFTWARE engineering is concerned with development and maintenance of software systems. Properly engineered systems are reliable, satisfy user requirements while their development and maintenance is affordable.

In the past half-century computer scientists and software engineers have come up with numerous ideas for how to improve the discipline of software engineering. Edsger Dijkstra in his article [11] introduced structural programming which restricted imperative control flow to hierarchical structures instead of ad-hoc jumps. Computer programs written in this style were more readable, easier to understand and reason about. Another improvement was the introduction of the object-oriented paradigm [19] as a formal programming concept. Other improvements in software engineering included e.g. engineering pipelines and software testing.

In the early days software engineers perceived significant similarities between software and civil engineering processes. The waterfall model [23] that resembles engineering practices was widely adopted as such, even though despite its original description actually suggesting a more agile approach. It has soon turned out that building software differs from building skyscrapers and bridges. In the late 1990s the idea of extreme programming emerged [3], its key points being: keep the code simple, review it frequently and test early and often. Among numerous techniques, test-driven development was promoted, which eventually resulted in increased quality of produced software and the stability of the development process [14]. Contemporary development teams started to lean towards short iterations (sprints) rather than fragile upfront designs, and short feedback loops allowed customers’ opinions to provide timely influence on software development. This allowed for creating even more complex software. Growing complexity of software required ability to describe the software on different levels of abstraction, and the notion of software architecture has developed. The emergence of patterns and frameworks had a similar influence on architecture as design patterns and idioms had on programming. Software became developed by assembling reusable software components, that interact using well-defined interfaces, while component-oriented frameworks and models provided tools and languages making them suitable for formal architecture design. However, a discrepancy between architecture level of abstraction and programming level of abstraction prevailed. While the programming phase remained focused on generating code within a preselected (typically object-oriented) programming language, the architecture phase took place in the disconnected component world. The discrepancies deepened as software gained features while not being properly refactored, development teams changed over time, worked under time pressure with incomplete documentation and requirements that were subject to frequent changes. Multiple development technologies, programming languages and coding standards made this situation even more severe. Unification of modeling languages failed to become the silver bullet.

The discrepancy accelerated research on software architectures, model-driven development or automated software engineering. Nowadays, we have ideas of how to craft the architecture, though we still require ways to both monitor the state of the architecture and enforce it during programming in an automated manner. This is the problem that we aim at in our research.

We start with a new vision for management of software architecture based on the idea of an architecture warehouse. An architecture warehouse is a repository of all software system and software process artifacts. Such a repository can capture architecture information which was previously only stored in design documents or simply in the minds of developers. Software intelligence is a tool-set for analysis and visualization of this repository’s content [7], [8], [9]. That includes all tools able to extract useful information from the source code and other available artifacts (like version control history).
All software system artifacts and all software engineering process artifacts being created during a software project are represented in the repository as vertices of a graph. Multiple edges of this graph represent various kinds of dependencies among those artifacts. The key aspects of software production like quality, predictability, automation and metrics are then expressed in a unified way using graph-based terms.

The integration of source code artifacts and software process artifacts in a single model opens new possibilities. They include defining new metrics and qualities that take into account all architectural knowledge, not only the knowledge about source code. The state of software (the artifacts and their metrics) can be conveniently visualized on any level of abstraction required by software architects (i.e. functional level, package level) or by software programmers (i.e. class or method level).

Furthermore, the relations among those artifacts can be automatically governed, in particular by implementing the idea of assertions at the architectural level of abstraction.

In this article we introduce concepts and tools that allow architects to enforce architectural principles (constraints) upon programmers using architectural assertions, and we demonstrate their proof-of-concept implementation using Microsoft LINQ and Microsoft Visual Studio.

We introduce a new way of using internal Visual Studio components to provide a universal tool for discovering violation of architecture constraints. Typically, tools of this type provide functionality via a new standalone platform, doubling existing functionality of integrated development environments; or at best get integrated with existing environments (i.e. as their plugins). We take a different approach. Since developers spend most of their time using integrated development environments as the main tool for producing source code, we aim at reusing as much functionality of the developers’ well known environment as possible. In this approach LINQ becomes a universal language for describing architectural assertions for all types of programming languages, and Visual Studio becomes a universal environment with software intelligence capabilities extending beyond its natively supported programming stack.

The paper is organized as follows. Section II briefly summarizes the works related to this research. Section III recalls the graph-based model for representing architectural knowledge that creates the backbone for architectural assertions, while Section IV describes their implementation using Visual Studio and LINQ. Section V demonstrates by example how this approach can be applied to handle selected architectural challenges. Section VI concludes.

II. RELATED WORK

In 2010 Tibermacine et al. [29] worked on a family of languages for architecture constraint specification. They argued that during software development architectural decisions should be documented so that quality attributes guaranteed by these decisions and required in the software specification could be preserved. They stressed out that an important part of these architectural decisions is getting them formalized using constraint languages which differ between stages of the development process. Therefore they suggested a family of architectural constraint languages, where each member of the family, called a profile, was to be used to formalize architectural decisions at a given stage of the development process. All profiles were based on a certain core constraint language and a common architecture model. In addition to the family of languages, they introduced a transformation-based interpretation method for profiles and an associated tool.

In 2012 Fabresse et al. [13] have worked on bridging the gap between design and implementation. They observed that significant amount of software systems are designed in component-oriented approach but programmed in object-oriented languages. Unified Modeling Language (UML), Corba Component Model (CCM) or Enterprise Java Beans (EJB) were shown as examples of component-oriented models that were only used at design time, while implementation relied on object-oriented languages, with developers not actually adapting component-oriented programming. The authors identified decoupling, adaptability, unplanned connections, encapsulation and uniformity as important requirements for component-oriented programming and proposed a language that fulfilled these requirements, along with a prototype implementation and concrete experiments to validate their proposal.

As software evolution has become an integral part of the software lifecycle, Lytra et al. [16] focused their research on checking consistency between design decisions and design models. In 2012 they proposed a constraint-based approach for checking the consistency between the decisions and the corresponding component models. They argued that since maintenance of a software system involves among others the maintenance of the software system architecture, then software community must come up with additional models to capture architectural design decisions and their design rationale, and record the architectural knowledge. Their approach enabled explicit formalized mappings of architectural design decisions onto component models. Based on these mappings, component models along with the constraints used for consistency checking between the decisions and the component models were to be automatically generated using model-driven techniques. The approach was coping with changes in the decision model by regenerating the constraints for the component model. Thus, the component model got updated and validated as the architectural decisions evolved.

In 2013 and 2014 Spacek et al. [24], [25], [26] worked on wringing out objects for programming and for modeling of component-based systems, and bridging the gap between component-based design and implementation with a reflective programming language. They recalled that languages and technologies used to implement component-based software are not component-based, i.e. while the design phase happens in the component world, the programming phase occurs in the object-oriented world; and when an object-oriented language is used for the programming stage, then the original component-based design vanishes, because component concepts are not
treated explicitly. They suggested a pure reflective, component-based programming and modeling language, where all core component concepts were treated explicitly and therefore kept the original component-based design alive. The language made it possible to model and program software using the same language, while its uniform component-based meta-model and integrated reflection capabilities aimed at making the language and its applications flexible.

III. Model

In our work we extend research summarized in sections I and II.

We follow the unified representation of software architecture as a collection of artifacts created during a software (development) process and the relations among those artifacts. We model it with a directed labeled multigraph [8].

Such model caters for the following key needs: (1) natural scalability, (2) abstraction from programming paradigms, languages, specification standards, testing approaches, etc. and (3) completeness, i.e. all software system and software process artifacts are represented.

Our goal is to ensure that the designed architecture is kept on track during the whole software process, in particular can be enforced upon programmers during software development.

We obtain this goal by harnessing Microsoft technology to deliver tools that allow to: (1) define architectural assertions in concise notation; (2) monitor breaking the assertions by programmers in automated way.

A. Architecture graph

Let software architecture be the structure or set of structures defined by existing software elements, and the relationships among them, best represented by software architecture graph.

Let software architecture graph be an ordered tuple:

\[(\mathcal{V}, \mathcal{E})\]

where \(\mathcal{V}\) is the set of vertices that reflect design and implementation artifacts created during a software project; \(\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}\) is the set of directed edges that represent dependencies (relationships) among those artifacts.

For simplicity of reasoning, in this paper we limit the model in respect to its original definition [7] by restricting the range of information about a project being collected by the architecture graph.

Let vertices of our architecture graph be limited to the following types:

\[\mathcal{V} = \{\text{module; class; method}\}\]

These are the artifacts that are typically available in most modern object-oriented languages (including lambda expressions being anonymous methods).

Let edges of our architecture graph be limited to the following types:

\[\mathcal{E} = \{\text{association : method} \rightarrow \text{class}; \]

\[\text{association : method} \rightarrow \text{method}; \]

\[\text{creation : method} \rightarrow \text{class}; \]

\[\text{inheritance : class} \rightarrow \text{class}; \]

\[\text{call : method} \rightarrow \text{method}\}\]

For example: an association denotes that a method is contained within (owned by) a class; also association relation exists when a method takes or returns as an argument an instance of a different class; or when a class defines a property within a different class; creation represents special methods responsible for construction statements in the source code, i.e. using new keyword; inheritance denotes class hierarchical relations; call denotes steering being transferred from one method to another.

For the simplicity of the reasoning, in this paper we assume only static relations are represented in the architecture graph; though dynamic aspects, i.e. dynamic calls, are possible to be automatically discovered and represented in the model [17].

We also omit types of static relations among artifacts, i.e.

\[\text{inclusion : module} \rightarrow \text{module} \notin \mathcal{E}\]

However please note that our approach to implementation of architectural assertions makes extending the scope of architectural knowledge represented in our architecture graph’s easy; for more details on possible extensions see section VI. Also please note, that in our approach the relations can be implicitly extended by folding existing relations into new types of relations, i.e.:

\[\text{association : class} \rightarrow \text{method}\]

and

\[\text{creation : method} \rightarrow \text{class}\]

in fact define

\[\text{classcreation : class} \rightarrow \text{class},\]

that is a creator relation in which one class is responsible for creating objects of another class; see example of class factory in section V.

B. Architecture assertion

Let source project \(\mathcal{P}\) be a software project created in any modern programming language (typically object-oriented) that is to be constrained using architectural assertions. Let \(\mathcal{G} = \mathcal{G}(\mathcal{P})\) be the architecture graph derived for the project \(\mathcal{P}\) (extracted from the project’s source code).

In the remaining part of the paper please observe, that though we implement our approach using Visual Studio tools, this does not restrict the range of languages that our approach can be applied to.

Let architecture query denote a function that returns a subgraph of the given architecture graph

\[\mathcal{Q} : \mathcal{G} \rightarrow \mathcal{G}'\]
where \( G \) and \( G' \) are architecture graphs and \( G' \subseteq G \). Then we can define architecture assertion as a comparison of the result set of an architecture query to the empty set.

Let architectural assertion \( A \) denote such an architecture query that the assertion is met (true) iff the executed query returns an empty graph; otherwise the assertions is broken (false):

\[
A : Q \rightarrow \{true, false\}
\]

defined as

\[A(Q) := Q() == \emptyset \ ? \ true : false.\]

C. Architecture processing

We assume that tasks of software architects include defining constraints that bind software programmers during software development process. Put otherwise, architects create assertions that define desired (and also undesired) relations between the components of the system. A library of such assertions, when created, contributes to project’s architectural knowledge. Consequently, the general approach to processing architectural assertions is as follows.

1) Process the source project \( P \) to extract its architecture graph \( G \);
2) Process the architecture graph \( G \) into the design project \( D \) denoted in a domain-specific language \( \mathcal{L} \);
3) Create a collection of architectural assertions \( A \), where each assertion is defined in \( \mathcal{L} \) in a notation referring to design project \( D \) (being an abstraction of the source project \( P \));
4) Evaluate assertions \( A \) to identify in \( D \) breaches of architectural rules;
5) Retract from \( D \) via \( G \) into \( P \) to identify fragments of \( P \) that violate architectural constraints imposed on the project.

See the following section IV for details on how those concepts have been assembled together using Microsoft technologies to constitute a general-purpose tool for defining and monitoring architectural assertions; see section V for examples of assertions.

IV. IMPLEMENTATION

A. Source code processing

A prerequisite for further adding and executing architectural assertions is processing source code (of the source project) in order to obtain its architectural model. In many cases such processing can be implemented effectively by analyzing the source code’s abstract syntax trees (AST); ie. in case of languages like Java, Python or C/\# the compilers (interpreters) allow to analyze the source code’s ASTs.

When examining a single node (of the tree) representing a method, we deduce the fact that the method calls another model that focuses only on architectural artifacts and their relations; (2) expressing the artifacts and relations in an intermediary layer denoted in a domain-specific language; (3) using an existing calculation environment capable of processing given domain-specific language as its calculation input.

For our proof-of-concept implementation of the design concept described in section III we harness the following Microsoft components:

- **IDE** Visual Studio Integrated Development Environment providing graphical user interface framework we extend for our purposes;
- **DSL** Visual Studio Domain Specific Language Tools allowing us to define an own domain-specific language to represent an abstraction of the source code;
- **T4** tools providing processing and persistence capabilities for our abstraction of the source code;
- **LINQ** syntactic sugar for concise notation of architectural assertions, ie. thanks to using anonymous methods (lambda queries);
- **Roslyn** for on-the-fly parsing, compiling and executing of the assertions.

A high-level overview of processing steps is depicted on figure IV. In subsequent parts of the section we provide more details on the goals of each step and how the components we selected are used to achieve those goals. We stress out that using these components, especially LINQ as the assertion notation, proves to be efficient in terms of: (1) high expressive power of notation used to define architectural assertions; and (2) small programming effort required to implement the automated verification of such assertions.
method (in some other class). Next we perform type solving; through a preliminary compilation of sources we check what is the type (class) of this method. Please note that though pre-compilation process is great for collecting information about software architecture, there might be some cases when pre-compilation is not possible (i.e. in case of interpreted programming languages). In this research we narrow focus only to languages for which source code compilers of adequate capabilities exist, and assume in our approach that abstract syntax trees constitute a first layer of abstraction between the source code files and the architecture graph.

B. DSL

To represent source code abstraction collected during source code processing, we utilize Visual Studio and its ability to provide an abstract mechanism for representing structures of any selected domain; namely we implement our architecture model using its Domain Specific Language Tools. To implement the graph structure we extend the DSL Tools’ interfaces with own implementation classes, main ones being as follows.

1) DSLProject is a container for all the artifacts of architectural model and the relations among them.
2) DSLNode is the superclass for all types of artifacts, sharing common properties of further entities. Those common properties are: (1) name (string), (2) module (string), and (3) dynamic dictionary of artifact’s properties.
3) DSLAssociation allows to represent all type of ownership relations among the artifacts, like classes owning methods, methods owning (anonymous) methods, methods owning (anonymous) classes, classes owning (anonymous) classes.
4) DSLType represents the object-oriented concept of class entity, or any other similar architectural artifact, like structure, enumeration, etc.
5) DSLMethod represents architectural artifact for method statements in the software source code. Please note that to represent relation of binding methods to a class (like in object-oriented source code) we use DSLAssociation; however for several special relations (like creation, inheritance or call) we made a design decision of keeping direct pointers.

C. T4

In the next processing step we transform the DSL-represented data using T4 templates. The templates use instances of objects described in a DSL model as the input and generate any text containing the data from the DSL model. Templates allow iterations through data collections, conditional statements and text transformation using any software libraries provided for the .NET platform. In our case the templates are used to generate an intermediary code (in C#) to be next appended with architectural assertions (in LINQ) and interpreted (with Roslyn). Regardless of the programming language of the source project, there are three types of C# files that get generated (for one source project).

1) Architecture Model The first file contains definition of artifacts that are used in definitions of architectural queries. Put otherwise, it contains the data model derived from the source code that gets referred to by architectural assertions. Technically, its is a reflection of the DSL representation of architecture graph. By design it is constructed to provide read-only data, i.e. it should not be directly edited by software architects; if needed it should be re-generated from the source code. In some sense it resembles definitions of the objects in DSL layer with methods omitted (i.e. status changing methods).

2) Intermediary Code While the first file contains an abstraction of the source code, the second file contains C# translation of the given source project. In particular the C# code contains the same structures as the corresponding structures in the source project, i.e. if the source code includes some class, then in the intermediary C# code a class with exactly same name and properties will be created. The code inside the second file refers to the definitions from the first file. The second file is required for eventual execution of queries against the source code that the queries aim to constraint. This file is also generated automatically from the source code and should not be edited manually by software architects.

3) Query Definitions The third file contains a collection of architectural queries. Definition of each query refers to definitions from the first file. Queries can be freely edited by architects, according to their personal experience. For the definitions of the queries to be interpreted correctly by VS, it must be combined with the previous two files. Please note, that the first two files are delivered as a result of analysis of the source code and its transformation into C#. They provide resources for software architects to define next their own architectural assertions. The resources are provided read-only, that is in case of architectural changes in the source code, the intermediary C# files must be re-generated. On the other hand, the third file contains a collection of queries as defined by architects themselves. Software architects are
encouraged to build a collection of re-usable queries, so that introducing architectural rules or restrictions into new projects becomes quick and unexpensive.

D. Roslyn

Eventually the assertions are executed using Roslyn. It begins with combining all three types of files created for the given source project as described in the previous subsection into a C# program, and reparsing the respective C# program. What follows is an on-the-fly compilation of the program; compilation on-the-fly is a fully-fledged compilation, the same as for the creation of library files or other executables, with the exception that the compilation unit immediately goes into memory and is managed with a current thread. Within execution of the current thread it is possible to call any method of the loaded library and retrieve results, though architecture query results must be of types available in the unit of compilation.

In solution proposed in this paper, an architecture query result (graph) can be represented using simple types. That is the query may return either a tuple being a subset of vertices (list of strings) and a subset of edges (list of strings) of the architecture graph; or the subset of edges is empty, with a nonempty subset of vertices; or both subsets are empty (empty graph, with both lists being empty).

V. MAIN RESULT

Please recall that an assertion is a comparison of an architecture query result to an empty set, where architecture query is a function returning a subset of the project’s architecture graph. Hence the assertion is satisfied if and only if the query returns an empty graph. We demonstrate by the following examples how our approach can be applied to enforce architectural assertions:

(1) Unwanted Instability: only stable or unstable classes are allowed; (2) Factory Violation: object are constructed in factories only; (3) God Object: all-powerful objects are not allowed. For each example we summarize: (1) the architectural problem it aims to solve; (2) the subset of the graph model relevant for the assertion; and (3) the definition of the resulting query.

Please note the concise notation used to denote the query. Also please recall, that using this approach the assertions can be denoted in LINQ and C# for any type of source code, as long as the source code can be abstracted into a unified model of architecture graph; in particular it suffices that for the given source code language there exists an AST toolset, as it does ie. in respect to Java or Python.

A. Unwanted Instability

Problem: Instability metric (I) indicates module, package or class readiness for change [18]. It is calculated as the ratio of efferent coupling (Ce) to the efferent and afferent coupling (Ca), namely \( I = \frac{Ce}{Ce + Ca} \). The range for this metric is \( I \in [0..1] \). According to metric author a module with instability close to value 0 is considered stable. A stable module has no references to other modules, can have number of internal references (among module’s own artifacts). On the other hand a module with instability metric value close to 1 is considered instable. An instable module usually has a vast amount of outgoing references and a low amount of internal references. Modules with instability \( I \in (0.3..0.7) \) are considered neither stable or unstable, as such being typically unwanted in a software project. The following query finds out which modules are unwanted in terms of instability metric (as defined above).

Model:

\[ V = \{ \text{class}; \text{method} \} \]

\[ E = \{ \text{association}: \text{class} \rightarrow \text{method} \} \]

\[ \text{call}: \text{method} \rightarrow \text{method} \]

Query:

```csharp
[AssertAttribute]
public static IEnumerable<string> UnwantedInstability()
{
    var en = from types in Project.Types.Where(x => x.Calls.Count + x.Calls.Count > 0)
        group types by new {
            types.FullName,
            Ca = types.Calls.Count,
            Ce = types.Calls.Count,
            I = types.Calls.Count /
        } into rType
        where rType.Key.I <= 0.7 && rType.Key.I >= 0.3
        select rType.Key.FullName;
    return en.ToList();
}
```

B. Factory Violation

Problem: The purpose of factory pattern is to hide the logic of creating individual objects. Creating objects outside the designated class factories violates the pattern. We assume that in our architecture model the factories are explicitly indicated, that is each such artifact has a name that contains factory suffix. We search for violations of factory pattern.

Model:

\[ V = \{ \text{class}; \text{method} \} \]

\[ E = \{ \text{association}: \text{class} \rightarrow \text{method} \} \]

\[ \text{creation}: \text{method} \rightarrow \text{class} \]

\[ \text{call}: \text{method} \rightarrow \text{method} \]

Query:
C. God Object

Problem: One of previous examples shows how to use our approach to find out a violation of design patterns. Same idea can be used to find out if anti-patterns exist in the source project. One of well-known anti-patterns is God Object. This anti-pattern is a violation of Single responsibility principle rule defined as a part of SOLID rules [18]. Single responsibility principle constrains one class to provide logic for only just one functionality. Keeping classes inside source code simple and responsible for one thing each increases source code maintainability and software scalability. Placing one class which does too much things is a tempting phenomenon for inexperienced developers, hence we search for existence of God Objects.

Model:

\[ V = \{ \text{class}; \text{method} \} \]

\[ E = \{ \text{association} : \text{class} \rightarrow \text{class} \}\]

Query:

```csharp
[AssertAttribute]
public static IEnumerable<string> GodObject() {
    var types = Project.Types.Select(x => new {
        Type = x,
        Count = Project.Connections.
            Count(y => y.Destination == x) || y.Source == x
    });
    var v = types.OrderByDescending(x => x.Count);
    return v.Take(3).Select(x => x.Type.FullName);
}
```

VI. Conclusions

Our paper follows the research on architecture of software and software process. It promotes an approach that avoids separation between source code, software process and software architecture (design) artifacts. In this paper we demonstrate that an implementation of such approach is feasible. We demonstrate that LINQ, being a syntactic extension of C#, can become a concise and expressive notation for defining architectural assertions. We also demonstrate that Visual Studio, being an integrated development environment, is a good platform to create a tool that allows software architects to enforce assertions upon software projects, uniformly treating source code and architectural layers of the project.

The idea to extend functionality of existing integrated development environments is not novel, it has been already confirmed in practice and there exist plugins for specific domains of software engineering. The actual novelty of our approach lies in representing architectural artifacts using the same artifacts as the ones in the source code. More precisely, in parallel to the source project we generate an additional design project describing architecture of the source project. Additionally, if both projects follow the same syntactical rules (of the same programming language, ie. C# like in our example), then architectural artifacts can even melt with the actual source code hence be accessed and automatically processed just as any other parts of the source code, both from the perspective of integrated development environment, and from the perspective of a software programmer or software architect. Parallel execution of both projects - the source project and the design project - opens new opportunities. While the first project preserves its original business purpose, the second project becomes responsible for watching over internal architecture of the first project - validation of the architectural constraints placed upon artifacts and their interconnections. Another novel observation is the fact that to denote and automatically validate architectural assertions, software architects do not need to explore all the details of the source code. For this purpose only a certain abstraction of the source code is satisfactory - focusing on signatures of types and methods, their relations, but disregarding implementation specifics, ie. method conditional statements. Therefore we have observed that a source project in programming language A (ie. Java or Python, or any other language of similar characteristics) can be automatically transformed into a design project in another programming language B (ie. in C#) such that we can express in language B architectural assertions in respect to architectural artifacts of the project in language A. It is actually practicable due to a common abstraction behind majority of current object-oriented programming languages. Thanks to this, for ie. a program in Java we can denote architectural assertions in LINQ, melt them into an automatically generated C# abstraction of the Java program and compile and execute the new C# program to get the assertions validated. In some sense this way C# becomes a calculation description and Visual Studio a calculation engine.

Our research can be extended in a few directions. Practical
aspects include creating a publicly-available extension for Visual Studio containing all the described functionality, integrated and operationally verified. Theoretical aspects include extending the scope of graph model of software architecture (available as the domain for the architecture assertions) to include subsequent artifacts and subsequent relations; also researching its properties, expressive power, and the scope of programming languages compatible with this model; generally expanding the concept of collecting architectural knowledge [8], [1], [28]. Our approach requires also thorough verification and comprehensive, comparative testing; in particular creating a publicly available test-bed consisting of multiple source projects in multiple programming languages is a must. It can be anticipated that examples that include reflections, functional programming, dynamic method definition or other programming concepts may require factoring of DSL implementation of the model, or redefinition of T4 transformations used for model processing, or introducing other concepts of model transformations [10]. In parallel we intend to start building a default library of architectural assertions denoted in LINQ, that would cover existing good architectural and design practices [4], [5]. Such library - created in abstraction from the source code language - would trigger another research stream, namely existing software projects could be systematically verified against the predefined architectural assertions. Yet another direction is empowering software architects with tools (hence a notation) that would implement the long held postulate that software process is a software as well [20]. Making architecture visible against the predefined architectural assertions. Another topic of research is appending information of architectural assertions into visual representation of software as a graph [2], [6], [15], [29]. Yet another direction is empowering software architects with tools (hence a notation) that would implement the long defined postulate that software process is a software as well [21], or even extended such approach to actually include all software project artifacts, not only source code artifacts [22], [27], [12].
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Abstract—UML state machines and their visual representations are much more suitable to describe logical behaviors of system entities than equivalent text based description such as IF-THEN-ELSE or SWITCH-CASE constructions. Although many industrial tools and research prototypes can generate executable code from such a graphical language, generated code could be manually modified by programmers. After code modifications, round-trip engineering is needed to make the model and code consistent, which is a critical aspect to meet quality and performance constraints required for software systems. Unfortunately, current UML tools only support structural concepts for round-trip engineering such as those available from class diagrams. In this paper, we address the round-trip engineering of UML state-machine and its related generated code. We propose an approach consisting of a forward process which generates code by using transformation patterns, and a backward process which is based on code pattern detection to update the original state machine model from the modified code. We implemented a prototype and conducted several experiments on different aspects of the round-trip engineering to verify the proposed approach.

I. INTRODUCTION

The so-called Model-Driven Engineering (MDE) approach relies on two paradigms, abstraction and automation [1]. It is recognized as very efficient for dealing with complexity of today’s systems. Abstraction provides simplified and focused views of a system and requires adequate graphical modeling languages such as Unified Modeling Language (UML). Even, if the latter is not the silver bullet for all software related concerns, it provides better support than text-based solutions for some concerns such as architecture and logical behavior of application development. UML state machines (USMs) and their visual representations are much more suitable to describe logical behaviors of system entities than any equivalent text based descriptions. The gap from USMs to system implementation is reduced by the ability of automatically generating code from USMs [2], [3], [4], [3].

Ideally, a full model-centric approach is preferred by MDE community due to its advantages [5]. However, in industrial practice, there is significant reticence [6] to adopt it. On one hand, programmers prefer to use the more familiar textual programming language. On the other hand, software architects, working at higher levels of abstraction, tend to favor the use of models, and therefore prefer graphical languages for describing the architecture of the system. The code modified by programmers and the model are then inconsistent. Round-trip engineering (RTE) [7] is proposed to synchronize different software artifacts, model and code in this case [8]. RTE enables actors (software architect and programmers) to freely move between different representations [8] and stay efficient with their favorite working environment.

Unfortunately, current industrial tools such as for instance Enterprise Architect [9] and IBM Rhapsody[10] only support structural concepts for RTE such as those available from class diagrams and code. Compared to RTE of class diagrams and code, RTE of USMs and code is non-trivial. It requires a semantical analysis of the source code, code pattern detection and mapping patterns into USM elements. This is a hard task, since mainstream programming languages such as C++ and JAVA do not have a trivial mapping between USM elements and source code statements.

For software development, one may wonder whether this RTE is doable. That is, why do the industrial tools not support the propagation of source code modifications back to original state machines? Several possible reasons to this lack are (1) the gap between USMs and code, and (2) not every source code modification can be reverse engineered back to the original model, and (3) the penalty of using transformation patterns facilitating the reverse engineering that may not be the most efficient (e.g. a slightly larger memory overhead).

This paper addresses the RTE of USMs and object-oriented programming languages such as C++ and JAVA. The main idea is to utilize transformation patterns from USMs to source code that aggregates code segments associated with a USM element into source code methods/classes rather than scatters these segments in different places. Therefore, the reverse direction of the RTE can easily statically analyze the generated code by using code pattern detection and maps the code segments back to USM elements. Specifically, in the forward direction, we extend the double dispatch pattern presented in [11]. Traceability information is stored during the transformations. We implemented a prototype supporting RTE of state-machine and C++ code, and conducted several experiments on different aspects of the RTE to verify the proposed approach. To the best of our knowledge, our implementation is the first tool supporting RTE of SM and code.

To sum up, our contribution is as followings:

- An approach to round-tripping USMs and object-oriented code.
- A first tooling prototype supporting RTE of USMs and C++ code.
- An evaluation of the proposed approach including:
  - An automatic evaluation of the proposed RTE approach with the prototype.
A lightweight evaluation of the semantic conformance of the runtime execution of generated code.

The remainder of this paper is organized as follows: Our proposed approach is detailed in Section II. The implementation of the prototype is described in Section III. Section IV reports our results of experimenting with the implementation and our approach. Section V shows related work. The conclusion and future work are presented in Section VI.

II. APPROACH

This section presents our RTE approach. At first, it sketches USM concepts supported by this study. The outline and the detail of the approach are presented afterward.

A. Scope

A USM describes the behavior of an active UML class which is called context class. A USM has a number of states and well-defined conditional transitions. A state is either an atomic state or a composite state that is composed of substates and has at most one active sub-state at a certain time. Transitions between states can be triggered by external or internal events. An action (effect) can also be activated by the trigger while transitioning from one state to another state. A state can have associated actions such as entry/exit/doActivity executed when the state is entered/exited or while it is active, respectively.

B. Approach outline

Our RTE approach is based on the double-dispatch pattern presented in [11] for mapping from USM to a set of classes with embedded code fragments. Fig. 1 shows the outline of our RTE approach consisting of a forward and a backward/reverse (engineering) process. In the forward process, a USM is transformed into UML classes in an intermediate model. The use of the intermediate model facilitates the transformation from the USM to code. Each class of the intermediate model contains attributes, operations and method bodies (block of text) associated with each implemented operation. The transformation utilizes several patterns which will be presented later.

When the source code is modified, a syntactic analysis process belonging to the backward transformation checks whether the modified code conforms to the USM semantics (see Subsection II-D3 for the detail of the analysis). This transformation takes as input the created intermediate model and the USM to update these models sequentially. While the forward process can generate code from hierarchical and concurrent USMs, the backward one only works for hierarchical machines excluding pseudo-states which are history, join, fork, choice and junction. These features are in future work.

C. From UML state machine to UML classes

This section describes the forward process which utilizes transformation patterns for states, transitions, and events to an intermediate model and code. We start by a simple USM example in Fig. 2. It consists of two states (Stopped and Operating), two external events (On and Off), transitions, and an initial and a final pseudo state. Listing 1 shows a code portion generated from the USM following our approach.

- \( \text{Listing 1. A segment of C++ generated code} \)

```cpp
class CompositeState : public State {
protected:
  State* activeSubState;
public:
  bool dispatchEvent(Event* event) {
    bool ret = false;
    if (activeSubState != NULL) {
      ret = activeSubState->dispatchEvent(event);
    } return ret || event->processFrom(this);
  StateMachine::StateMachine(Client* ctx) {
    this->context = ctx;
    stopped = new Stopped(this, ctx);
    operating = new Operating(this, ctx);
    this->setInitDefaultState();
    this->activeSubState = entry();
    void StateMachine::setInitDefaultState() {
      this->context = Initialize();
      this->activeSubState = stopped;
    } bool StateMachine::transition(Stopped* state, On* event) {
      if ((this->context->guard(event)) {
        this->activeSubState = exit();
        this->context = Enable(event);
        this->activeSubState = this->operating;
        this->activeSubState = entry();
        return true;
      } return false;
    } bool StateMachine::transition(
        Operating* state, Off* event) {
      this->activeSubState = exit();
      // no action defined
      this->activeSubState = NULL;
      return true;
    } class Stopped: public State {
private:
  StateMachine* ancestor;
public:
  virtual bool processEvent(On* event) {
    return ancestor->transition(this, event);
  }
  class On: class Event {
  public:
    processFrom(State* state) {
      state->processEvent(this);
    }
  ```

Fig. 1. Outline of state machine and code RTE

Fig. 2. An example of USM for tracing table
class Operating : public State {
private:
StateMachine * ancestor;
public:
    void onEntryAction() {
        context->Prepare();
    }
    void onExitAction() {
        context->Disable();
    }
};

1) Transformation of states: Each state of the USM is transformed into a UML class. A state class inherits from a base class, namely, State (the detail of this class is not shown due to space limitation). State defines a reference to the context class, a process event operation for each event, state actions (entry/exit/doActivity). A bidirectional relationship is established between a state class and the state class associated with the containing state. For example, the USM example, considered as a composite state, has attributes typed by classes associated with its contained states, Stopped and Operating in Listing 1, lines 12-13. Inversely, attributes named ancestor (line 36) and typed by StateMachine in the classes Stopped and Operating are used to associate with the parent state.

A composite state class, which inherits from a base composite class (line 1), has an attribute activeSubState (line 3) indicating the active sub-state of the composite state and a dispatchEvent operation (line 5), which dispatches incoming events to the appropriate active state.

The dispatchEvent method implemented in the base composite state class delegates the incoming event processing to its active sub-state (line 8). If the event is not accepted by the active sub-state, the composite state processes it (line 9).

2) Transformation of events: Each event is transformed into a UML class (see lines 41-45 in Listing 1). An event can be either a CallEvent, SignalEvent or TimeEvent (see the UML specification for definitions of these events). An event class associated with a CallEvent inherits from a base event class and contains the parameters in form of attributes typed by the same types as those of the associated operation. The operation must be a member of the context class (a component as described above). For example, a call event CallEventSend associated with an operation named Send, which has two input parameters typed by Integer, is transformed into a class CallEventSend having two attributes typed by Integer. When a component receives an event, the event object is stored in an event queue.

A signal event enters the component through a port typed by the signal. The implementation view of this scenario depends on the mapping of component-based to object-oriented concepts. In the following, we choose the mapping done in Papyrus Designer [12]. In this mapping, the signal is transferred to the context class by an operation provided by the class at the associated port. Therefore, the transfer of a signal event becomes similar to that of CallEvent. For example, a signal event containing a data SignalData arrives at a port p of a component C. The transformation derives an interface SignalDataInterface existing as the provided interface of p. SignalDataInterface has only one operation pushSignalData whose body will be generated to push the event to the event queue of the component. Therefore, the processing of a SignalEvent is the same as that of a CallEvent. In the following sections, the paper only considers CallEvent and TimeEvent.

A TimeEvent is considered as an internal event. The source state class of a transition triggered by a TimeEvent executes a thread to check the expiration of the event duration as in [13] and puts the time event in the event queue of the context class.

3) Transformation of transitions and actions: Each action is transformed into an operation in the transformed context class. Entry/Exit/doActivity actions have no parameters while transition actions and guards accept the triggering event object. doActivity is implicitly called in the State class and executed in a thread which is interrupted when the state changes.

OnEntryAction and OnExitAction - abstract methods in the base state class State - are called by the entry and exit methods, respectively. Lines 50-53 in Listing 1 show how these methods are overwritten by the Operating class. Prepare and Disable, implemented in the context class, are called in these methods, respectively.

A transition is transformed into an operation taking as input the source state object and the event object similarly to DD. Transitions transformed from triggerless transition which has no triggering events accept only the source state object as a parameter. For example, the Enable action in the example is created in the context class and called by the transition method in lines 19-26. The guard guard is implemented as a method in the context class and called in line 21.

D. Reverse engineering from code to USM

This section describes the backward process.

1) Method Overall: The overall method for backward transformation is shown in Fig. 3. The modified code is first analyzed by partly inspecting the code syntax and semantics to guarantee that it is reversible. There are cases in which not all code modifications can be reversed back to the USM. The analysis also produces an output (output2) whose format is described later. If the intermediate model or the original USM is absent (the lower part of Fig. 3), a new intermediate model and a new USM are created from the UML model. In the contrary, the previous code taken, for instance, from control versioning systems is also semantically analyzed to have its output (output1) (the upper part of Fig. 3). Output1 and Output2 are then compared with each other to detect actual semantic changes which are about to be propagated to the original model.

Due to space limitation, we only show how to reconstruct (create) a new USM from the modified code.

2) Illustration example: To give an overview how the backward works, Fig. 4 presents a partition for mapping from the code segments generated from the example in Fig. 2 to actual USM concepts. Each partition consists of a code segment and the corresponding model element which are mapped in the backward direction. For example, the Stopped class in
code is mapped to the state Stopped of the state machine. The method transition is mapped back to the corresponding transition whose source state and triggering event are the input parameters’ types of the method.

3) Semantic Analysis: The output of the semantic analysis contains a list of event names, a list of state names, a list of transitions in which each has a source state, a target state, a guard function, an action function and an event represented in so called abstract syntax tree (AST) transition [15]. For example, Fig. 5 presents the EMF [14] representation of transitions in a C++ AST in which IStructure and IFunctionDeclaration represent a structure and a function in C++, respectively. Each state name is also associated with an ancestor state, an entry action, an exit action, a default sub-state and a final state. The output is taken by analyzing the AST. The analysis process consists of recognizing different patterns. Table I shows the main patterns including state, transition and event.

Algorithm 1 Semantic Analysis

<table>
<thead>
<tr>
<th>Input: AST of code and a list of state classes stateList</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Output of semantic analysis</td>
</tr>
</tbody>
</table>

1: for s in stateList do
2:   for a in attribute list of s do
3:     if a and s match child parent pattern then
4:       put a and s into a state-to-ancestor map;
5:   end if
6: end for
7: for o in method list of s do
8:   if o is onEntryAction || o is onExitAction then
9:     analyzeEntryExit(o);
10: else if o is processEvent then
11:   analyzeProcessEvent(o);
12: else if o is setInitDefaultState & s is composite then
13:   analyzeInitDefaultState(s);
14: else if o is timeout & s is a timedstate then
15:   analyzeTimeoutMethod(o);
16:   analyzeProcessEvent(s, o);
17: end if
18: end for
19: end for

Algorithm 1 shows the algorithm used for analyzing code semantics. Due to space limitation, analyzeEntryExit, analyzeProcessEvent, analyzeInitDefaultState, analyzeTimeoutMethod and analyzeProcessEvent are not presented but they basically follow the pattern description as above. In the first step of the analysis process, for each state class, it looks for an attribute typed by the state class, the class containing the attribute then becomes the ancestor class of the state class. The third steps checks whether the state class has an entry or exit action by looking for the implementation of the onEntryAction or onExitAction, respectively, in the state class to recognize the Entry/Exit action pattern. Consequently, event processing, initial default state of composite state and time event patterns are detected following the description as above.

4) Construction of USM from analysis output: If an intermediate model is not present, a new intermediate model and a new USM are created by a reverse engineering and transformation from the output of the analysis process. The construction is straightforward. At first, states are created. Secondly, UML transitions are built from the AST transition list. Lastly, action/guard/trigerring event of a UML transition is created if the associated AST transition has these.

For example, assuming that we need to adjust the USM example shown in Fig. 2 by adding a guard to the transition from Operating to the final state. The adjustment can be done by either modifying the USM model or the generated code. In case of modifying code, the associated transition function in Listing 1 is edited by inserting an if statement which calls the guard method implemented in the context class. The change detection algorithm adds the transition function into the updated list since it finds that the source state, the target state and the event name of the transition is not changed. By using mapping information in the mapping table, the original transition in the USM is retrieved. The guard of the original transition is also created.

III. IMPLEMENTATION

The proposed approach is implemented in a prototype existing as an extension of the Papyrus modeler [15]. Each USM is created by using the state machine diagram implemented by Papyrus to describe the behavior of a UML class. Low-level USM actions are directly embedded in form of a block of code written in specific programming languages such as C++/JAVA into the USM. C++ code is generated by the prototype but other object-oriented languages can be easily generated. The code generation consists of transforming the USM original containing the state machine to UML classes and eventually to code by a code generator following the proposed approach. The code generator can generate code for hierarchical and concurrent USMs. In the reverse direction, code pattern detection is implemented as described in the previous section to analyze UML semantics. If the generated code is modified, two options are supported by the prototype to make the USM and code consistent again. One is to create a new model containing the USM from the modified code in the same Eclipse project and the other one is to update the original USM by providing as input the intermediate model and the original model. At the writing moment, the prototype does not support the reverse of concurrent USMs and pseudo states, which are history, join, fork, choice, and function.

IV. EXPERIMENTS

In order to evaluate the proposed approach, we answer three questions stated as followings.

RQ1: A state machine sm is used for generating code. The generated code is reversed by the backward transformation to produce another state machine sm’. Are sm and sm’ identical?
In other words: whether the code generated from USMs model can be used for reconstructing the original model. This question is related to the GETPUT law defined in [16].

**RQ2: RQ1** is related to the static aspect of generated code. **RQ2** targets to the dynamic aspect. In other words, whether the runtime execution of code generated from USMs by the generator is semantic-conformant [17]?

This section reports our experiments targeting the three questions. Two types of experiments are conducted and presented in Subsections IV-A and IV-B, respectively.

---

**A. Reversing generated code**

This experiment is targeting **RQ1**. Fig. 6 shows the experimental methodology to answer **RQ1**. The procedure for this experiment, for each original UML model containing a state machine, consists of 3 steps: (1) code is generated from an **original model**, (2) the generated code is reversed to a **reversed model**, and (3) the latter is then compared to the **original state machine**.

Random models containing hierarchical state machines are automatically generated by a configurable model generator. The generator can be configured to generate a desired average number of states and transitions. For each model, a context
TABLE II
THREE OF MODEL RESULTS OF GENERATION AND REVERSE:
ABBREVIATIONS ARE ATOMIC STATES (AS), COMPOSITE STATES (CS),
TRANSITIONS (T), CALL EVENTS (CE), TIME EVENTS (TE)

<table>
<thead>
<tr>
<th>Test ID</th>
<th>AS</th>
<th>CS</th>
<th>T</th>
<th>CE</th>
<th>TE</th>
<th>Is reverse correct?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>47</td>
<td>33</td>
<td>234</td>
<td>145</td>
<td>40</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>38</td>
<td>239</td>
<td>145</td>
<td>56</td>
<td>Yes</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>300</td>
<td>41</td>
<td>39</td>
<td>240</td>
<td>142</td>
<td>37</td>
<td>Yes</td>
</tr>
</tbody>
</table>

class and its behavior described by a USM are generated. Each
USM contains 80 states including atomic and composite states,
more than 234 transitions. The number of lines of generated
C++ code for each machine is around 13500. Names of the
generated states are different. An initial pseudo state and a final
state are generated for each composite state and containing
state machine. Other elements such as call events, time events,
transition/entry/exit actions and guards are pre-configured with
a desired configuration. For each generated call event, an
operation is generated in the context class which is also
generated. The duration is generated for each time event.

Table II shows the number of several types of elements in
the generated models, including the comparison results, for 3
of the 300 models created by the generator. We limited our-
seves to 300 models for practical reasons. No differences were
found during model comparison. The results of this experiment
show that the proposed approach and the implementation can
successfully do code generation from state machines and
reverse.

B. Semantic conformance of runtime execution

a) Bisimulation for semantic-conformance: To evaluate
the semantic conformance of runtime execution of generated
code, we use a set of examples provided by Moka [18]. Moka
is a model execution engine offering Precise Semantics of
UML Composite Structures [17]. Fig. 7 shows our method. We
first use our code generator to generate code (Step (1)) from
the Moka example set. Step (2) simulates the examples by
using Moka to extract the sequence (SimTraces) of observed
traces including executed actions. The sequence (RTTraces)
of traces is also obtained by the runtime execution of the
code generated from the same state machine in a Step (3).

The generated code is semantic-conformant if the sequences of
traces are the same for both of the state machine and
generated code [19]. The current version of Moka does not
support simulation for TimeEvent and history pseudo states,
we therefore leave experiments for TimeEvent as future work.

For example, Fig. 8 (a) shows a USM example with trigger-
less transitions (autotransitions) T3. The USM contains two
states, Waiting, which is the initial state, and Incrementing,
which increases an integer number from 0 to 5 by using the
effect of T3. The latter also has a guard checking whether
the number is less than 5. The increase is executed after the
USM receives an event named start to transition the initial
state Waiting to Incrementing. Suppose that executions of the
effects of T3 and T4 produce traces <T3> and <T4> (by using
MOKA, e.g.), respectively. Due to the guard of T3, the effect
of T3 is executed five times followed by an execution of the
effect of T4. After the completion of the USM, the obtained
sequence of traces is <T3><T3><T3><T3><T3><T4>
(since the Incrementing state does not have an entry, exit, or a
doActivity, only the transition effect T3 produces traces).
The sequence RTTraces obtained by the runtime execution must be
equivalent. RTTraces is obtained by simply printing logging
information for each action (effect).

Within our scope as previously defined 30 examples of the
Moka example set are tested. SimTraces and RTTraces for each
case are the same. This indicates that, within our study scope,
the runtime execution of code generated by our generator can
produce traces semantically equivalent to those obtained via
simulation.

After experimenting with our code generator, we compare
our results to the observed traces obtained by executing code
generated Umple [20]. We find that the obtained traces in case
of Umple are not UML-compliant in triggerless transitions and
some cases of event processing. Specifically, for the example
in Fig. 8 (a), code generated by Umple only produces <T3>
as the trace sequence. Umple does not support events which
are accepted by sub-states and the corresponding composite
state as in Fig. 8 (b) in which both S1 and S21 accept the
event Continue. As the processing event example in Fig.
8 (b), assuming that there is an event Continue incoming
to the state machine which has a current configuration (S1,
S21) as current active states. While, according to the UML
specification, the incoming event should be processed by the
inner states of the active composite/concurrent state if the inner
states accept it, otherwise the parent state does. Therefore,
the next configuration should be (S1, final state) and the T22Effect
effect of the transition T22 should be executed.

b) Finite state machine: In addition to the experiment
using MOKA, we evaluate the semantic-conformance by using
deterministic finite state machines (FSMs). The latter is a
mathematical model of computation and also a simplified version of UML state machine. In this experiment, we use FSMs for recognizing input symbols. Each FSM contains many atomic states. The active state of the FSM can be changed following the acceptance of an input symbol. Fig. 9 shows our method to experiment. For each FSM, we create an equivalent USM. Each input symbol of the FSM is considered as an event of the USM. We use the FSM simulator in [21] to generate and simulate FSMs. For each FSM, a list of observed states is recorded as output (out1) of the simulation for each symbol list. The latter is also the input of the generated code runtime execution of the equivalent USM which produces an output out2. We then compare out1 and out2.

We limit the number of FSMs to 20 and the number of symbol list for each FSM to 30 for practical concerns. 600 sequences of states obtained by the simulation and a same number of sequences taken by the runtime execution are respectively compared and found being equal. This results that our code generation approach can produce semantic-conformant code in case of FSM.

V. RELATED WORK

Our work is motivated by the desire to reduce the gap between and synchronize artifacts at different levels of abstraction, model and code in particular, in developing reactive systems. Specifically, the usage of USMs for describing the logical behavior of complex, reactive systems is indispensable. In the following sections, we compare our approach to related topics recorded in the literature.

A. Implementation and code generation techniques for USMs

Implementation and code generation techniques for USMs are closely related to the forward engineering of our RTE.

Switch/if is the most intuitive technique implementing a "flat" state machine. The latter can be implemented by either using a scalar variable [2] and a method for each event or using two variables as the current active state and the incoming event used as the discriminators of an outer switch statement to select between states and an inner one/if statement, respectively. The double dimensional state table approach [3] uses one dimension represents states and the other one all possible events. The behavior code of these techniques is put in one file or class. This practice makes code cumbersome, complex, difficult to read and less explicit when the number of states grows or the state machine is hierarchical. Furthermore, these approaches requires every transition must be triggered by at least an event. This is obviously only applied to a small sub-set of USMs.

State pattern [4], [3] is an object-oriented way to implement flat state machines. Each state is represented as a class and each event as a method. Separation of states in classes makes the code more readable and maintainable. This pattern is extended in [22] to support hierarchical-concurrent USMs. However, the maintenance of the code generated by this approach is not trivial since it requires many small changes in different places.

Many tools, such as [10], [9], apply these approaches to generate code from USMs. Readers of this paper are recommended referring to [23] for a systematic survey on different tools and approaches generating code from USMs.

Double-dispatch (DD) pattern in [11] in which represent states and events as classes. Our generation approach relies on and extends this approach. The latter profits the polymorphism of object-oriented languages. However, DD does not deal with triggerless transitions and different event types supported by UML such as CallEvent, TimeEvent and SignalEvent. Furthermore, DD is not a code generation approach but an approach to manually implementing state machines.

B. Round-trip engineering

Our RTE is related to synchronization of model-code and models themselves that a large number of approaches support. This paper only shows the most related approaches.

Model-code synchronization

Commercial and open-source tools such as [9], [10] only support RTE of architectural model elements and code. Systematic reviews of some of these tools are available in [24].

Some RTE techniques restrict the development artifact to avoid synchronization problems. Partial RTE and protected regions [25] aim to preserve code changes which cannot be propagated to models. This approach separates the code regions that are generated from models from regions which are allowed to be edited by developers. This form of RTE is unidirectional only and does not support iterative development [26]. Our approach does not separate different regions but supports a semantic code analysis in the reverse direction.

Fujaba [27] offers an RTE environment. An interesting part of Fujaba is that it abstracts from Java source code to UML class diagrams and a so-called story-diagrams. Java code can also be generated from these diagrams. RTE of these diagrams and code works but limited to the naming conventions and implementation concepts of Fujaba which are not UML-compliant.

Model synchronization

RTE of models is tackled by many approaches categorized by its model transformation from total, injective, bi-directional to partial non-injective transformations [7]. Techniques and technologies, such as Triple Graph Grammar (TGG) [28] and QVT-Relation [29], allow synchronization between source and target elements that have non-injective mappings. These techniques require a mapping model to connect the source and target models which need to be persisted in a model store.
Mappings between USMs and code in our approach are non-bijective. We only use simple tables for storing tracing information.

Differently from other approaches, ours is specific to RTE of USMs and code. The goal is to provide a full model-code synchronization supporting for rapidly, iteratively, and efficiently developing reactive systems.

VI. CONCLUSION

This paper presented a novel approach to RTE from USMs to code and back. The forward process of the approach is based on different patterns transforming USM elements into an intermediate model containing UML classes. Object-oriented code is then generated from the intermediate model by existing code generators. In the backward direction, code is analyzed and transformed into an intermediate whose format is close to the semantics of USMs. USMs are then reconstructed from the intermediate format.

The paper also showed the results of several experiments on different aspects of the proposed RTE with the tooling prototype. Specifically, the experiments on the correctness and semantic conformance of code using the proposed RTE are conducted. Although, the reverse direction only works if manual code is written following pre-defined patterns, the semantics of USMs is explicitly present in generated code and easy to follow/modify.

While the semantic conformance of code generated is critical, the paper only showed a lightweight experiment on this aspect. A systematic evaluation is therefore in future work. We will also compare our code generation approach with commercial tools such as Rhapsody and Enterprise Architect. Furthermore, as evaluated in [7], the approach inheriting from the double-dispatch trades a reversible mapping for a slightly larger overhead. For the moment, the approach does not support RTE of concurrent state machines and several pseudostates. Hence, future work should resolve these issues.

ACKNOWLEDGMENT

The work presented in this paper is supported by the European project SafeAdapt, grant agreement No. 608945, see http://www.SafeAdapt.eu. The project deals with adaptive system with additional safety and real time constraints. The adaptation and safety aspects are stored in different artifacts in order to achieve a separation of concerns. These artifacts need to be synchronized.

REFERENCES


Competencies outside Agile Teams’ Borders: The Extended Scrum Team

Gerard Wagenaar  
Avans University of Applied Science, Academy for Engineering & ICT, Lovenstijkstraat 61, 4818 AJ Breda, the Netherlands  
Email: g.wagenaar@avans.nl

Sietse Overbeek  
Utrecht University, Faculty of Science, Department of Information and Computing Sciences, Prinicipalplein 5, 3584 CC Utrecht, the Netherlands  
Email: s.j.overbeek@uu.nl

Remko Helms  
Open University, Faculty of Management, Science and Technology, Valkenburgerweg 177, 6419 AT Heerlen, the Netherlands  
Email: remko.helms@ou.nl

Abstract—According to the Scrum process framework a Scrum team should have all necessary competencies to accomplish its work. Fragmented and anecdotal evidence hints at Scrum teams still needing additional, external competencies. To contribute to theories on Scrum team composition and practitioner’s concerns in staffing a Scrum team we investigated Scrum teams’ cross-functionality: To whom do Scrum teams turn for additional competencies, which competencies are involved and how are Scrum teams aware of additional competencies they need? To this extent we analysed the communication in three Scrum teams during one of their Sprints. Our results show that additional competencies are called for, not only on an ad hoc basis, but also on a structural basis. To include those structural competencies the notion of an extended Scrum team is introduced.

I. INTRODUCTION

The application of an agile software development method, for instance XP or Scrum, is nowadays common in delivering state-of-the-art software [1-2]. Team members with high competence and expertise are a critical success factor in agile software development, especially with regard to timeliness and cost [3].

One of the guidelines accompanying Scrum as a framework for developing and sustaining complex (software) products states on team composition: “Cross-functional teams have all competencies needed to accomplish the work without depending on others not part of the team” [4, p.4]. Such a cross-functional team should, among others, have skills with regard to software analysis, design and coding [5].

In general, although often implicit, membership of a team is considered to be full time during a Scrum project, certainly for members of the Development Team [6-7]. Emergent team members may support a team during software development [8] or even stronger it is often not clear which members belong to a team and which do not [9] or: “team boundaries are often permeable” [10, p.157]. Part time membership of a Scrum team could therefore be an option to consider [5], [11].

Fragmented and anecdotal evidence already hints at Scrum teams still needing additional, external competencies [12-14], but this evidence was gathered as a by-product of more general research on communication in agile projects.

Unlike this research we only focus on composition of Scrum teams, especially their cross-functionality. We determine its boundaries and look for additional competencies not included in the team. To this extent only we analyse the communication within and outside team boundaries of Scrum teams’ members to identify which additional competencies they require and on which basis. In this way our research on the one hand contributes to a better understanding of team composition in Scrum software development, and especially in the competencies included in the team, and those outside its boundaries, and on the other hand allows practitioners to mirror their way of working, and support them in the formation of a Scrum team.

The remainder of this paper is organised as follows. In section 2 we outline the theoretical background relating to our work, based on a literature review. In section 3 we present our research method. The results for three case studies are presented in section 4, followed by a discussion in section 5. Section 6 is the final section in which our conclusions are presented, with their limitations and future work.

II. THEORETICAL BACKGROUND

In terms of socio-technical congruence [15] the Scrum process framework [4] describes the coordination requirements established by the dependencies among tasks. Upon inspection of the actual coordination activities a match between coordination requirements and activities may be established; such a match has proven to be beneficial to several aspects of software development, for instance reducing the resolution time of modification requests [15] or software build success [16].

We apply socio-technical congruence specifically to the use of competencies in a Scrum team. The coordination requirements defined by the Scrum process framework state cross-functionality. Should a perfect match with the actual activities exist, i.e. they can be carried out without external competencies, then a Scrum team is indeed cross-functional.

Competencies for agile software development have been divided into three major categories, forming a pyramid of agile competencies with engineering practices at the bottom via management practices to agile values at the top [17] or, similarly, technical skills, people or soft skills, and attitudes [18]. Support for the two latter categories is a responsibility.
of a Scrum master, although an agile coach, operating outside a team’s boundaries, is also often involved [19], [20]. Since these are individual rather than team competencies, we use socio-technical congruence to focus on the former category: Engineering skills.

There are already indications that Scrum teams are not entirely cross-functional in this respect. No matter how tightly-knit agile teams are, they need to interact with roles outside the team (e.g. user experience designers, database administrators, system testers), because in practice it is infeasible for all individuals with relevant expertise to be part of the team [14]. This is, for instance, confirmed in the communication between the disciplines of agile development and user experience design [21].

Although internally distributing expertise in agile teams ultimately leads to successful cross-functional teams [22], this appears to be an ideal situation. At least until then, but perhaps even on a more continuous basis, it is an unrealistic goal to aspire to include all competencies in a Scrum development team itself, with its 3 to 9 members. Additional roles, contributing competencies to the Scrum team, have already been hinted at; they could be user experience designers, database administrators, system testes [14], acceptance testers, user interaction designer, or technical writers [13]. Part time members could also be system or database administrators [5].

Four ways to locate expertise in a Scrum team itself have been revealed:
1. Communicating frequently,
2. Working closely together,
3. Declaring self-identified expertise in order to let others know what a member can contribute to the team,
4. Using an expertise directory [23].

It could be the case that these also apply to locating expertise outside a team’s border, but this has not been established yet.

Coordinating expertise outside agile teams benefits from five factors:
1. Availability refers to the ability of external specialists to be present in agile teams when their expertise is needed.
2. Agile mind-set concerns dealing with external specialists who might be unfamiliar with agile methods and thus introducing problems for the team, for instance external specialists not being able to align work with the sprints,
3. Stability refers to keeping agile teams stable with a low rate of team members and external specialists turnover.
4. Knowledge retention involves capturing external specialists’ knowledge and preserving the knowledge in agile teams,
5. Effective communication is defined as the activity of conveying sufficient information between agile teams and external specialists [24].

These factors were established from responses from individuals, which were not necessarily joined in teams. Although important factors in coordinating expertise outside an agile team were identified, it does not answer the question how this expertise is identified in the first place or what expertise is involved.

Software development in general needs expertise finding to facilitate unplanned collaborative work among software developers, but: “Who are these additional people, and why are they contributing, or why have they been contacted ...?” [8, p. 89]. And these questions are equally applicable to the use of Scrum in software development.

To identify partners outside Scrum team boundaries, it is important to realize that both Product Owner and Scrum Master act as linking pins with the team’s environment; the Product Owner in managing the Product Backlog in cooperation with stakeholders, the Scrum Master in serving the (outside) organization, for instance in helping employees and stakeholders understand and enact Scrum and empirical product development. Communication between the Product Owner and the Scrum Master on the one hand and partners like management and stakeholders on the other hand are thus already included in the Scrum process framework. Taking this into account and under the assumption that the Scrum team members attend all regular Scrum events we present an initial sketch of a Scrum team and its external partners (Fig. 1); this sketch can thus be considered as the common composition of a Scrum team (and its partners).

Fig. 1. Communication inside and outside Scrum teams

Question marks represent yet unidentified partners with additional competencies. The members Development Team 1 – 3 represent team members with competencies with regard to software analysis, design and coding [5], where each node represents several team members, depending on the team size. We will use this model both to guide our data analysis as well as to compare its contents with our results.

III. CASE STUDY DESIGN

To investigate the cross-functionality of Scrum teams our research analyses the communication of Scrum teams outside their team boundaries to identify which additional competencies they require and on which basis. To allow for rich evidence we selected an exploratory comparative case study approach as our research method with as unit of analysis one sprint of Scrum software development. This approach is an accustomed way to investigate phenomena in a context where events cannot be controlled and where the focus is on contemporary events [25]. For this case study we drew up the following research questions:
RQ1 To whom do Scrum teams turn to for additional competencies and which competencies are involved? RQ2 How are Scrum teams aware of what additional competencies are needed?

We used a protocol to guide the case study [26]. This protocol contained:
- Its purpose, guidelines for data and document storage, and publication.
- A brief overview of the case research method.
- Detailed procedures for conducting each case, to ensure uniformity in the data collection process and consequently facilitate both within and cross case analyses.
- Research instruments.
- Guidelines for data analysis.

Given our goal and research questions, organizations were required to use Scrum as software development method with a team of at least 5 members; we chose this lower limit to allow us to find indeed cross-functional teams. We approached three organizations to participate in our research and all three were willing to do so; they all had a team size between 5 and 10 members. We name them Controller, Sunflower and Local for reasons of confidentiality.

A. Data collection

The primary data collection method was semi-structured interviewing of team members. We also inspected available documents and/or the contents of information systems which, in some cases, were used to support the Scrum process. Our questionnaire addressed communication both between team members, exemplified in the use of Scrum practices, as well as communication between team members and non-team members. Some examples of questions of the latter category (from the protocol) are:
- With whom did you communicate (mainly) during the sprint? Please mention all people and include people who might have been outside the scope of the sprint (in first instance).
- What was the communication about?

Interviews lasted, on average, 60 minutes. In total approximately 12 hours with 13 interviewees were available. To achieve a representative sample a team’s Scrum Master and Product Owner were always included and, depending on the size of the team, 2 to 4 developers, including designers and testers when these roles were explicitly assigned in a team. Six more additional interviews were held either before or afterwards, to clarify remaining issues.

Thirteen interviews were transcribed and coded, with a combination of open and axial coding [27]. We also used our preliminary sketch (Fig. 1) to guide the coding; it guided the coding in the sense that external partners were either classified as manager, customer or stakeholder or an additional partner not yet included (previously a question mark). Summaries of interviews were consulted with the interviewees. For each organization the results of the interviews and additional material were bundled in a case study report.

B. Validity

Validity of our research method depends on four widely used criteria: construct validity, internal and external validity, and reliability [25].

Construct validity identifies operational measures for the concepts under study. To enhance construct validity (1) key informants should review draft case study reports, (2) multiple sources of evidence should be used, and (3) a chain of evidence should be established [25]. We applied all three: (1) Each interviewee was provided with a summary report of the interview and key interviewees commented on a draft case study report, (2) various team members were involved to complement viewpoints, and (3) interviews (and other materials) were linked to conclusions by using the tool NVivo; NVivo is a software package to aid qualitative data analysis (www.qsrinternational.com).

Internal validity is mainly a concern for exploratory case studies [25], [28]. Our case study is exploratory, but we did apply pattern matching, one of the analytical techniques recommended to enhance internal validity, by consistently coding our base material.

External validity defines the domain to which a case study’s findings can be generalized. The use of replication logic is listed as the main guarantee for this [25]. Using a multiple-case study on the basis of a common questionnaire contributes to external validity, and thus to generalizability of results.

Reliability should demonstrate that the study can be repeated. The use of a case study protocol and the development of a case study database [25] were both applied in our study to increase reliability.

IV. RESULTS

In this section we describe the results from our case studies. We first give an impression of the organizations and the composition of their Scrum teams (Table 1). For Controller the role of Scrum Master coincides with one of the developers/testers; for Sunflower the role of Scrum Master coincides with one of the senior developers.

<table>
<thead>
<tr>
<th>Organization</th>
<th>Domain</th>
<th>Team composition</th>
<th>Scrum experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller</td>
<td>Object management</td>
<td>1 2 developers</td>
<td>1 2 years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 developers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>testers</td>
<td></td>
</tr>
<tr>
<td>Sunflower</td>
<td>Floral industry</td>
<td>3 3 senior</td>
<td>1 2½ years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>developers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 junior</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>developer</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>Government taxing</td>
<td>1 2 designers</td>
<td>1 1½ years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 developers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 testers</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. DESCRIPTION OF ORGANIZATIONS
In the next three paragraphs we describe, for each organization in turn, the communication within, but mainly outside their Scrum teams’ borders.

A. Controller

The Scrum team of Controller operates in a larger organizational context: the Development department with 35 employees (Fig. 2). The numbers in Fig. 2 refer to the number of employees in a group. The Frame group is responsible for the building blocks (basic components) of the software; Web adds a graphical skin. Together these groups produce a kind of half-fabricate. The groups Logic and Configuration build end products on the basis of these (supporting) components; the Scrum team is staffed from these two groups and complemented with one of the two Product Owners. In this Logic takes care of the process flow in the software, whereas Configuration is concerned with visual aspects, screens, buttons, reports, et cetera. Configuration is also responsible for testing the software. All other groups are small; they support the four groups mentioned before.

The Scrum team communicates in the framework of Scrum events. Sprint Planning Meeting, Daily Scrum, Sprint Review Meeting and Sprint Retrospective are all regularly scheduled ‘meetings’. But team members also communicate with non-team members. The figure below (Fig. 3) demonstrates communication within and beyond the team’s borders, where the customer is the only partner outside the organization Controller directly communicating with a team member.

The Scrum team is only involved in the development of new parts of the software; maintenance is done by another team with Kanban. The Product Owner is responsible for coordination of the Kanban team; he - every employee is indicated as ‘he’, whether male or female - coordinates (the prioritization of) maintenance. It is his task to recognize overlapping activities of the Scrum and the Kanban team, with regard to components of the software, and to bring members of the two teams together whenever necessary. Although overlap does not occur every Sprint, communication is frequent whenever the two teams do work on the same piece of code to coordinate activities with regard to new code or adaptations to existing code.

The same applies for communication with the database specialist. He is consulted whenever sprint backlog items have impact on the database structure.

Documentation consists of a technical writer. He is responsible for the construction of a user guide and/or release notes in every Sprint and in cooperation with Development Team members. Communication is mainly on his initiative, where he has basic information available through a registration system.

Frame/Web, as producers of half-fabricates, are often contacted on details of the code they manufactured, although not in every Sprint.
The remaining groups in the department, Client/Server and Integration, were not mentioned to participate in the team’s communication.

B. Sunflower

Sunflower belongs to the Small & Medium Enterprises (SME), more specifically a small company with a number of employees around 15; its organization chart is shown in Fig. 4, the numbers referring to the number of employees.

![Fig. 4 Sunflower organization chart](image)

Consultants, from Installation and Support, collectively function as Product Owner. The Development team consists of members of the group Development; the role of Scrum Master rests with a senior developer.

Members of the Scrum team communicate in the framework of Scrum. Sprint Planning Meeting and Daily Scrum are both regularly scheduled ‘meetings’, but they are skipped occasionally. Neither a Sprint Review Meeting nor a Sprint Retrospective is used by the team. Communication within and beyond the team’s borders involves a restricted number of partners (Fig. 5), where customer is the only partner outside Sunflower.

![Fig. 5. Internal & external communication for Sunflower’s Scrum team](image)

A weekly meeting is scheduled with a representative of Infrastructure to prevent the Development Team from interfering with (scheduled) maintenance. However, whenever necessary, issues may also be taken up with Infrastructure immediately, not awaiting this meeting.

C. Local

The Scrum team of Logic operates in a larger organizational context: The Software Development department, consisting of:

- A Product group that is in charge of the implementation of software with new customers. Its developers convert customers from their previous software to Local’s software; its consultants support customers with the setup of the software and participate in courses for customers.
- Whenever a new customer approves of his software, it is taken into production at the customer and the responsibility within Local is transferred to the Support group. Support is the first point of contact for customers and functions primarily as a helpdesk. Support has some consultants for customer support on site or, again, courses, but does not employ developers. Changes as a result of customer reports are transferred to Development.
- Development deals with all modifications to the software, whether new features or as a result of bug reports. The Scrum team is found within this group. Analogously to the Controller team Local’s Scrum team uses all of the regularly scheduled Scrum ‘meetings’. The figure below (Fig. 6) indicates communication within and beyond the team’s borders.

![Fig. 6. Internal & external communication for Local’s Scrum team](image)

The managers (Development and Support) and the Product manager were already identified as stakeholders for customers. This implies that there is no direct communication between team members and partners outside of Local.

Configuration is in charge of the technical infrastructure. This partner, for instance, transfers software from a development stage to a testing stage to production (or vice versa). Involvement takes place in every Sprint.

The role of the technical writer is equal to the role of the documentarist in the Controller team.

D. Integrating results

We have shown results for the three individual teams with regard to their communication. In integrating these results, and in line with our research questions, we now establish a common vocabulary by mapping the partners from the individual cases to a limited set, enumerate them and indicate whether the communication is structural or ad hoc (Table 2).

V. DISCUSSION

It is important to note that, for none of the teams, there were differences of opinion on their composition. All Scrum teams were crystal clear about their membership. As an example, when interviewing members of Local’s Scrum team all members agreed on having ten members on the team and every team member mentioned the same persons in
the same roles (Table 1). Whether being involved full time or part time (some Scrum Masters and Product Owners), team membership, and thus also non membership, was incontrovertibly.

In the staffing of the teams it is straightforward that competencies of team members are in one or more of the ‘traditional’ phases of a software development life cycle: Analysis/design, programming, testing (Table 1, Fig. 3, 5 & 6); these are indeed engineering skills [17-18].

When looking at the partners outside teams’ boundaries we distinguish three categories:

1. In a first category we unite those partners who, from the viewpoint of socio-technical congruence, match coordination requirements with actual coordination activities; in fact they are the partners to be expected, as already identified in Fig. 1.

2. In a second category we mention partners who do not match coordination requirements with actual coordination activities from the viewpoint of socio-technical congruence, but join the team through ad hoc communication.

3. The third category concerns partners who also do not match coordination requirements with actual coordination activities, but do so through structural communication.

This first category encompasses consultants, customers and management. None of these partners provides engineering skills. Instead they provide domain knowledge and their communication takes place via the Product Owner (with one small exception where the Scrum Master was also involved). This comes as no surprise, since the Product Owner is the linking pin with stakeholders as he is responsible for managing the Product Backlog, an ordered list of everything that might be needed in the product [4].

Management also communicates on (project) progress with the Product Owner and/or the Scrum Master, because in Scrum there is no role of project manager. In fact none is needed; the traditional responsibilities of a project manager have been divided up and reassigned among the three Scrum roles [29], especially the Product Owner and the Scrum Master [30]. Communication with management is thus to be expected; Scrum teams do not operate in a vacuum. In a previous study we already found that Scrum teams use project plans and progress information for control purposes [31]. And our current results show the structural character of this communication.

The second category consists of developers and database specialists, contributing engineering skills or competencies with regard to code/coding and database (structure) respectively. Often this communication is facilitated by the Scrum Master or arranged by the Product Owner; initiatives originate from these two roles, but often delegated to a developer working on a particular backlog item thereafter.

The communication then is from one developer to another. This category is in fact no different from non-Scrum software development: In e-mail discussions in software-engineering communication emergent people were included in a discussion as a result of an explicit request [32].

From the viewpoint of socio-technical congruence our data show a clear mismatch between coordination requirements and actual coordination in the third category. Both documentarist and infrastructure specialist are structurally involved in the Scrum teams’ activities. The documentarist is competent with regard to the production of user-related materials, such as a user guide. Communication is supported by data in a registration tool, such as (elaborated) user stories, design documents, test reports. The infrastructure specialist supports the Scrum team with regard to transition of code to a test or production facility; of course this is a part time activity; he also supports other teams. The incorporation of such a specialist in a Scrum team’s activities coincides with the DevOps concept; this is an agile operations concept that uses agile techniques to link up departments - Development (Dev) and Operations (Ops) - together, which traditionally operated in silos [33].

No matter to which category partners belong, Scrum teams are well aware of their external partners and their competencies. Differences between the categories refer to whether or not the use of competencies was planned and whether it was structural or ad hoc. Revisiting the five

<table>
<thead>
<tr>
<th>External partner</th>
<th>Controller</th>
<th>Sunflower</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management</td>
<td>Management team</td>
<td>-</td>
<td>Manager Support</td>
</tr>
<tr>
<td>Consultant</td>
<td>Consultants</td>
<td>-</td>
<td>Product manager</td>
</tr>
<tr>
<td>Customer</td>
<td>Customer</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Developer</td>
<td>Frame/Web</td>
<td>Developer</td>
<td>-</td>
</tr>
<tr>
<td>Documentarist</td>
<td>Documentation</td>
<td>-</td>
<td>Technical writer</td>
</tr>
<tr>
<td>Database specialist</td>
<td>Database</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Infrastructure specialist</td>
<td>-</td>
<td>Infrastructure</td>
<td>Configuration</td>
</tr>
</tbody>
</table>

**Table II. Summary of results**
factors for coordinating expertise outside agile teams—availability, agile mind-set, stability, knowledge retention, and effective communication—these factors are in fact already incorporated in the Scrum teams’ communication with their external partners.

In fact we introduce the notion of an extended Scrum team, which includes partners structurally involved in a team’s activities, because communication occurs Sprint after Sprint (Fig. 7).

![Fig. 7. The extended Scrum team](https://www.scrum.org/Portals/0/Documents/Scrum Guides/2013/Scrum-Guide.pdf)

The extended Scrum team now incorporates an infrastructure specialist and a documentarist, adding technical and writing competencies. They work part time in the Scrum team, but they do not attend Scrum events, or at least not as a habit. The database specialist and the developer are (still) external partners. In other contexts it is conceivable that the database specialist is also a member of the extended Scrum team, because of his additional competencies.

### III. Conclusions

Scrum team members agree on the boundaries of their team and are indeed cross-functional as far as ‘traditional’ phases of software development are concerned. Analysis/design, programming and testing competencies are represented in the teams.

To whom then do Scrum teams turn for additional competencies, which competencies are involved and how are Scrum teams aware of additional competencies they need?

- When additional competencies are required with regard to engineering skills, already represented in the team, the team turns to partners within the own organization. The teams are aware of their partners and consult them on an ad hoc basis. They include other developers and database specialists.
- Additional competencies are also found in partners who structurally contribute their competencies to the Scrum teams in every Sprint. These partners include management, documentarists and infrastructure specialists. Here management was already expected to do so with regard to domain expertise and progress information; this is indeed a socio-technical match between coordination requirements and actual coordination activities. Others were not; especially documentarists and infrastructure specialists structurally contributed, although not full time, to the Scrum teams; they could be considered to be members of an extended Scrum team.

#### A. Limitations

In our three case studies documentarists and infrastructure specialists are found to be members of an extended Scrum team; a database specialist was not. This particular result cannot be generalized to Scrum teams in general; depending on, for instance, domain area, software type, or specific features of a team, partners could be distributed in another way, with the infrastructure specialist outside a team’s border and, for instance, a database specialist inside. This argument also applies to partners who were not (even) identified in our case studies. What is generalizable, though, is the notion of the extended Scrum team, including partners not considered to be member of the team, but still structurally contributing to a team’s activities. This allows practitioners to staff a Scrum team without pursuing overall cross-functionality in the team itself.

#### B. Future work

Of course we would like to see our results confirmed with other organizations. We believe the extended Scrum team to be an important extension of the notion of a cross-functional Scrum team and we would like to observe more and/or other external partners to elaborate this notion. We are also eager to pursue situational factors, whether organizational or personal, that determine the inclusion of external competencies.
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