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Abstract—The rapid growth of data and high-dependency of
industries  on  using  data  put  lots  of  focus  on  the  computing
facilities.  Increasing  the  efficiency  and  re-architecting  the
underlying  infrastructure  of  datacenters,  has  become  a  major
priority. The total cost of owning and running a datacenter (DC)
is  affected  by  many  parameters,  which  until  recently  were
ignored as their impact on the business economy was negligible.
However, that is not the case anymore, as in the new era of digital
economy every  penny counts.  The  market  is  too  aggressive  to
ignore anything. Hence, the economic efficiency becomes vital for
cloud  infrastructure  providers  despite  their  size.  This  article
presents a  framework  to  assess  cloud  infrastructure  economic
efficiency,  taking  into  account  three  main  aspects:  application
profiling,  hardware  dimensioning  and  total  cost  of  ownership
(TCO).  Moreover,  it  presents  a  cost  study  of  deploying  the
emerging concept of disaggregated hardware architecture in DCs
based on the proposed framework. The study  considers  all  the
major cost categories incurred during the DC lifetime in terms of
both  capital  and  operational  expenditures.  A  thorough  cost
comparison between a DC running on a disaggregated hardware
architecture  with  one  running  on  a  traditional  server-based
hardware architecture is presented. The study demonstrates the
evolution  of  the  yearly  cost  over  DC lifetime  as  well  as  a
sensitivity analysis, allowing to understand how to minimize the
cost of running cloud. Results show that, lifecycle management
cost is one of the main differentiators between two technologies.
Moreover,  it  is  shown  that  in  the  presence  of  heterogeneous
workloads, having a DC based on a fully disaggregated hardware
brings  high  savings  (more  than  40%  depending  on  the
applications) compared to the traditional hardware architectures
independent of the hardware set-up.

Index Terms—datacenter cost, disaggregated hardware, total
cost of ownership, hardware pools, reconfigurable hardware 

I.  INTRODUCTION 

The rapid digitalization of  industries,  combined with the
rise  of  the  Internet  of  Things (IoT)  concept,  are  just  a  few
factors forcing a vast increase of Information Technology (IT)
capacity,  such  as  compute,  storage  and  networking  in
datacenters [1]. In consequence, global spending on datacenter
(DC) systems and cloud computing is growing [1]. However,
as  current  ratio  between  IT  capacity  and  its  related  cost  is
already high, it will not be easy to deliver the required capacity
in  the  future  using  current  datacenter  technologies  and
strategies, even by increased spending. Hence, decreasing the
total cost of owning and running datacenters is of high interest.

These facts have led the IT community to search for ways
to  scale  DC  infrastructures  beyond  the  cost  and  capacity
limitations of today’s architecture [2]. This requires technical
advancements to be brought to life along with a perception of
their  financial  impact.  Any  new  technology  should  be

financially viable to survive in the competitive markets despite
its  technical  excellence.  Vendors  must  assure  business
profitability before investing on new technologies. Although
we have been witnessing several significant IT’s technological
advancements in cloud area, there is very little insight on the
financial  impact  of  those  advancements.  In  that  sense,  we
argue  that  a  methodology and  framework  for  assessing  the
cloud infrastructure economic efficiency should be available.

From  a  technical  perspective,  we  are  seeing  the  DC
architecture  being fundamentally  rethought  to  become more
modular, flexible and smart. In the center of this architecture
change is the concept of hardware resource disaggregation [4],
whose flexibility not only brings new functional opportunities,
but it is also seen as a promising step towards reduced total
cost  of  ownership  (TCO).  There  have  been  a  set  of  early
studies  looking  to  application  performance  under  this  new
architecture  [4][5].  Although  these  studies  showed  that
migrating  certain  applications  can  result  in  a  decrease  in
performance, they have also pointed out that redesigning of
applications with this architecture in mind could boost back
application  performance.  While  performance  aspects  will
define/limit to some degree the exact shape of a disaggregated
system, the cost will as well. However, there is limited work
exploring the cost dimension of this paradigm.

To cover the gap in the current studies, in this paper, we
present  a  methodology  and  a  generic  framework  to  assess
cloud  infrastructure  economic  efficiency,  considering  three
main  aspects:  application  profiling,  hardware  dimensioning
and TCO. Moreover, using a simulation tool that implements
the  proposed  methodology  and  framework,  we  present  a
comprehensive  cost  study  of  deploying  the  emerging
disaggregated  hardware  architecture  in  DCs  in  comparison
with the counterpart alternative of having traditional servers.
We analyze the TCO of a DC, considering all the major costs
categories incurred during the DC lifetime, both in terms of
capital  expenditures  (CAPEX)  and  operation  expenditures
(OPEX). The results of our cost study show considerable cost
benefits  of  deployments  of  disaggregated  hardware
architecture  compared  to  the  traditional  server-based
architectures  (i.e.,  more  than  40%  depending  on  the
applications type).

The  remainder  of  this  paper  is  organized  as  follows.
Section  II  presents  the  related  work.  Section  III  details  the
methodology and framework used for the cloud infrastructure
economic efficiency assessment. Further, Section IV introduces
the different architecture deployment scenarios along with the
case studies and assumptions considered in our study. Section
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V discusses the cost study results of the different scenarios. 
Finally, Section VI presents final conclusions and future work. 

II. RELATED WORK  

The extensive amount of studies addressing cost 
(in)efficiencies in DCs confirms the high importance of this 
aspect for DC and cloud providers. [6] evaluates the impact of 
data-centric workloads on the design of DC. Their observation 
suggests heterogeneity in the DC, in which running a job on 
the most cost-efficient server reduces the overall cost. In [7], 
the cost benefits of software-defined DCs over the traditional 
hardware dependent design are presented. [8] compares the 
TCO of a private cloud (based on the dynamic infrastructure) 
with public cloud alternatives and conventional server models. 
Their results show that the considered private cloud 
implementations can be up to 80% less expensive than public 
cloud options over a five-year period and nearly 90% less than 
a traditional server approach. 

The concept of hardware disaggregation has been 
increasingly explored in the recent years. The authors of [4] 
were one of the first to discuss resource disaggregation on a 
broad perspective. Lately, further work has been done to 
understand required technical components to realize resource 
disaggregation, such as [5][10][11]. Today’s most tangible 
realization of a disaggregated system is seen in Intel’s rack 
scale design (RSD) [12] which is part of the foundation of the 
first disaggregated system available in the market [13]. 
However, it is important to highlight that today there is not 
(yet) a complete disaggregated environment, hence it is 
essential to have a clear and thorough understanding of the 
ultimate cost and business impacts of this new model to assure 
vendors of the return on their investment. 

Although there is an extensive list of articles analyzing DC 
TCO considering some specific scenarios, there is lack of a 
more complete model to assess cost. Moreover, studies on the 
cost impact of a disaggregated architecture model have been 
limited. Cost benefits of rightsizing DCs, which is a natural 
outcome of disaggregated architectures, is shown in [14]. In 
[15], TCO is analyzed for different processor types confirming 
benefits of having a new scale out processors. [16] presents 
the cost benefits of having shared infrastructure in DCs 
through the comparison of a four-server chassis with shared 
resources with the single server case showing substantial cost 
savings even on a small scale.  

The work presented in [17] was one of the first to provide 
initial insights into the cost of disaggregated systems. The 
authors focused on the impact of memory disaggregation on 
CAPEX, and ignored the OPEX. [18] goes beyond [17] by 
providing an overall perspective on the cost impact of full 
resource disaggregation. However, it does not provide 
thorough insights on the assumptions nor the models.  

None of the aforementioned studies offers a 
comprehensive framework for estimating cost of ownership of 
running a datacenter. The available frameworks lack the 
possibility of comparing TCO of different technologies, 
architectures, hardware configurations as well as the ability to 
evaluate the impact of running different application types.  

III. METHODOLOGY AND FRAMEWORK 

To have a comprehensive techno-economic evaluation, a 
complete framework is required. DC planning consist of 
several stages that should be considered in a techno-economic 
model. This section introduces a high-level view of the main 
modules of the proposed framework, which contains three 
main modules; application profiling, hardware dimensioning 
and TCO calculator (see Fig. 1). Table 1 briefly describes each 
box of the framework shown in Fig. 1. 

 
Fig. 1. Flowchart of proposed framework for cost evaluation of DC 

A. Application profiling 

Knowledge of the types of applications that are planned to 
be served by the DC and their workloads, as well as their 
projected yearly growth are essential for dimensioning and 
defining how much and what type of IT hardware needs to be 
purchased. For example, some applications are compute-
intensive, while others might be considered as memory-
intensive or network-intensive. Therefore, this module is 
responsible for taking the applications and their workload 
requirements as input and estimate the minimum amounts of 
IT resources needed to serve those applications using the 
available information in the database (i.e., DB1 in Fig. 1). The 
output of this module is in terms of the unit of various 
components, such as the number of CPU cores or MIPS, the 
volume of RAM or storage, and the amount of bandwidth 
to/from computing nodes. However, due to the diversity of 
existing applications, proposing a detailed application 
profiling model is outside of the scope of this paper.  

B. Hardware dimensioning module 

Hardware dimensioning engine has access to the list of 
hardware that can be purchased, such as CPU types, RAM 
volumes, switch models and their specifications (stored in 
DB2). It takes the resource requirements generated by the 
application profiling module as an input to produce the 
shopping list containing the hardware and software that need to 
be purchased. It also defines supporting hardware required to 
run the cloud related equipment such as the number of chassis, 
racks, power supplies and so on.   
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For example, if parts of the output of application profiling 
modules show that 800 CPU cores are needed, then hardware 
dimensioning module tries to find the best CPU type to cover 
such requirements considering the cost and other criteria. The 
answer could be to purchase, 100 CPUs with 8 cores each, or 
50 CPUs with 16 cores each, depending on their frequencies, 
speed, cache size, and so on. The most cost efficient option can 
be defined through the interaction with the TCO engine. 

Table 1. Description of the boxes related to our framework 

Box Description 

Workload Input (I1) 
Requirement related to applications to be run on 

the datacenter, e.g. applications type and load 

Database 1 (DB1) 
Keeps mapping between application type, load 

and amount of related hardware resources 

Application profiling 
Module for estimating amount of hardware 

resources based on workload input. 

Resource list (O1) Estimated resource list based on workload input 

Infrastructure 

request (I2) 

Requirement related to DC infrastructure which 

can affect hardware dimensioning and planning, 

e.g. power density limit 

Database 2 (DB2) 
List of available hardware resources to be 

purchased such as CPU types, etc. 

Hardware 

dimensioning 

This module will calculate the list of hardware 

resources to be purchased 

Hardware list (O2) 
Output calculated by the hardware dimensioning 

which be used for cost calculation 

DC related input (I3) 

DC related input which can impact the cost and 

should be given by the user to TCO calculator 

module, e.g. the location or size of DC 

Database 3 (DB3) 
Contains hardware related information, such as 

cost, their power consumption, failure rate, etc. 

TCO calculator Module for estimating TCO for DC 

TCO results (O3) 
Ultimate results showing the estimated cost 

factors and total cost in details 

C. TCO module1 

The results of hardware dimensioning will be sent to the 
TCO module, to estimate the TCO (i.e., including both 
CAPEX and OPEX aspects) of the DC for a lifetime of L 
years. The TCO model includes all the major costs categories 
incurred during the datacenter lifecycle (i.e., from the 
deployment phase, when a huge upfront investment is 
required, up to all cost aspects related to each operational 
process). Fig. 2 presents the generic TCO cost classification. If 
there is more than one set of hardware list fulfilling the 
application requirements, the most cost efficient option can be 
selected based on the results of TCO module.  

1) Pricing model 

The price of equipment especially when they are recently 
introduced to the market is normally decreasing as a result of 
the increase in the production volume and the market 
purchase, as well as, matureness of the technology. On the 
other hand, the expenses related to the human resources such 
as technician salaries are increasing each year. Therefore, 
price erosion should be considered while calculating the TCO. 

                                                           
1 It should be noted that the formulas presented here are simplified 

version of the versions used and implemented in the simulation tool. 

 

Fig. 2. Cost classification of TCO module 

Price erosion during time can be calculated via learning 

curve used in the industry to predict the reduction/increase of 

the product cost [19]. However, finding the right learning 

curve for each product is hard. Hence, in this paper, a simple 

formula is considered for calculating the cost erosions (Eq. 1). 

Pri = (1 + α) Pri-1
 (i ≥1) Eq. 1 

Pi represents the price in year i of DC lifetime, where P0 is 

the price of the component or starting charge in year zero. The 

coefficient of α denotes the cost change factor in time. This 
parameter has a negative value when calculating the hardware 

prices and a positive number for human related resources such 

as salaries or energy cost. In reality α might vary in time. 
2) Capital expenditures (CAPEX) 

Th CAPEX covers the initial investment to set-up and run 
the DC and can be divided into three main parts, i.e., IT 
equipment, Infrastructure and Installation cost (see Fig. 2). 

a) IT Equipment cost 

The IT equipment cost is the sum of all expenses related to 
purchasing the IT related hardware such as servers, switches, 
CPUs, chassis, rack. This number can be calculated by 
multiplying the estimated volume of each hardware (i.e., output 
of hardware dimensioning module) by their prices (Eq. 2). ܫ ܶ = ∑ ܸ𝑃ݎ

=0  Eq. 2 

 Where n denotes the number of component types (e.g., 
CPUs, disks, servers). Vk and Prk represent the volume (i.e., 
number of units) and the price of equipment k, respectively. 

b) Infrastructure (Cooling and Power) cost 

A major part of any DC are the cooling and powering 
related facilities which their capacities need to be estimated 
based on the required workload in the upcoming years [20]. 
Some examples of such systems are; chillers, uninterrupted 
power systems (UPSs), heating, ventilation, air conditioning 
(HVAC), power distribution units (PDUs). 

The infrastructure cost, which is a one-time investment, 
covers the expenses needed to purchase and install the cooling 
and powering facilities, and can be estimated by Eq. 3. 
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P&CIn = PUE × PIT × Pr Eq. 3 

Power utilization efficiency (PUE) measures how 
efficiently energy is used, considering total energy including 
the power used for IT components, cooling, lighting and other 
overheads compared to the power consumed by the IT loads. 
PUE varies between 1 and 2, where the ideal value is 1. PIT 
represents the estimated total energy consumption of IT 
hardware, and Pr is the investment for power and cooling 
infrastructure for each kilowatt (KW) of consumed power. 

c) Installation cost 

The purchased IT equipment, needs to be installed in the 
appropriate location within the DC, with proper connectivity 
both to the network devices and power distributions units. The 
installation cost depends on the number of technicians 
required for the installation, their hourly salary rate, as well as 
time to install each equipment and can be calculated via Eq. 4. ܫ �ܶ�௦ = ܶ݁𝑐ℎ௦𝑎 ∑ ܸ ܶ

=0  Eq. 4 

Where Techsal reflects the hourly salary of technicians who 
are installing the components and n denotes the number of 
component types (e.g., CPUs, memory slots, disks, servers) 
that need to be installed. Vk and Tk represent the volume (i.e., 
the number of units) and the installation time in hour for 
equipment type of k, respectively.  

d) Floor space cost 

The real state cost is covered in this category. In some 
cases, cloud infrastructure provider buys the DC’s building or 
it has to make some initial investment to restructure the 
building to be suitable for its special purpose. In this case, any 
related investment is considered as part of the CAPEX, and 
should be added to the estimated cost of factors mentioned 
above. However, in the cases which building is rented, floor 
space cost can be considered zero in the initial year, and be 
added to OPEX as we discuss later. 

3) Operational expenditures (OPEX) 

OPEX refers to the expenses occurs during DC operation 
over a predefined time interval. The main OPEX components 
considered in this study are indicated in Fig. 2.   

a) Energy cost 

The energy cost which is one of the major challenges of DC 
owners can be obtained by summing up the energy cost of all 
the IT equipment during the project lifetime (L). Moreover, an 
estimation of the overhead power consumption (energy 
consumed by the lighting and cooling facilities) should be 
included in the calculation of energy cost using PUE 
coefficient, as shown in Eq. 5.   ܧ = ܧ𝑦𝑎×𝑃ܷܪ ∑ 𝑃ݎ𝑖 ∑ �ܸ�

=0 𝑃𝑖𝐿
𝑖=0  Eq. 5 

Hyear and Pri denote number of hours per year and energy 
price per kilowatt-hour in year i, respectively. Number of 
component types, the volume of each type and their power 
consumption in kilowatt in year i, are shown by n, Vik and Pik.   

b) Hardware lifecycle management cost 

IT equipment needs to be replaced as their performance 
degrades with time, or new generations of same hardware 

comes to the market with better performance. These expenses 
are considered in this cost category and reflect the investment 
required to procure and install new equipment during DC 
lifetime. The number of equipment to be replaced is calculated 
based on their current volume as well as their lifetime. 
Lifecycle management cost can be calculated via Eq. 6.    

LC = ∑ ∑ 𝑖ݎ �ܸ� ሺ𝑃ݎ𝑖 + ܶ݁𝑐ℎ𝑖௦𝑎 ܶሻ
=0

𝐿
𝑖=0  

Eq. 6 ݎ𝑖 = { ͳ        𝑖݂ 𝑖 =         ݁ݏ𝑖ݓݎℎ݁ݐ𝑙𝑐𝑖 Ͳ       𝑜×ݔ
Where L and n denote DC’s lifetime and the number of 

component types (e.g., CPUs, disks, servers), respectively. rik 

is the coefficient defining if a component of the type k reached 
the end of its lifecycle in year i and needed to be replaced in 
the current year of DC lifetime (i). If i is equal to a factor of 
component k lifecycle (lcik), rik is equal to one, and zero 
otherwise. Vik and Prik represent the volume (i.e., the number 

of units) and the price of equipment k, in year i. ܶ݁𝑐ℎ𝑖௦𝑎 
reflects the technician salary in year i, and Tk presents the 
number of hours needed to install equipment k.  

c) Maintenance cost 

A regular maintenance routine is needed to keep the DC’s 
equipment and infrastructure up and running. This includes 
monitoring and testing the equipment, updating the software 
(including renewing licenses when needed), and the renewal of 
supporting components such as batteries. Maintenance cost 
consists of the human resource expenses as well as cost of 
supporting components. However, as it is hard to estimate this 
expenses with such a fine grain approach, we have considered 
a linear relation between cost of maintenance and CAPEX.  

d) Floor space 

As discussed, the cloud providers have two options to 
secure their floor space, i.e., buy/build the building or lease 
one. In the later case, the floor space cost is a yearly rental fee 
paid by DC owner to house its equipment2. It also includes the 
area required for placing the infrastructures. In this study, we 
first calculate the required area by estimating the total number 
of racks needed to serve the defined workloads, in addition to 
the space for placing cooling and power facilities. Then, this 
number is multiplied by an average rental fee per year to 
estimate floor space cost (see Eq. 7).  ܵܨ = ∑ 𝑃ݎ𝑖 ሺ𝐿

𝑖=0 𝛼𝐴𝑎𝑐𝑁𝑖𝑎𝑐 + 𝐴ሻ Eq. 7 

Where Pri denotes the yearly rental fee per square meter of 
DC in year i. Parameter α reflects the working area for 
technicians or corridors in front of racks. Moreover, Arack and 𝑁𝑖𝑎𝑐denote area needed for a rack in a DC and number of 
racks in year i, respectively. Finally, an extra area for placing 
the infrastructures, control systems and offices are also 
considered by adding Aof  to the equation.  

                                                           
2 In this article, the DC owner is considered to be the entity owning all the 

IT related equipment. The facility/building where the data center is hosted is  
owned by a separate entity that charges a certain fee for the rental of the 
space. 
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e) Failure management cost 

The cost of fixing the failures, such as replacing faulty 
components, or repairing them when possible is also part of 
the OPEX.  However, estimating failure management cost is a 
very complex task and deserves a separate study. 

IV. DEPLOYMENT SCENARIOS 

In this section, the two DC architecture scenarios 
considered in this paper are presented; the traditional server-
based model, and the disaggregated-based model. Moreover, 
we present the DC workload case studies considered and detail 
the assumptions and parameters used in our study. 

A. Server-based model (Hardware-Defined Infrastructure) 

Traditional DC architectures follow server-oriented model, 
composed of pools of servers with fixed configuration. The 
fixed configuration offers limited sharing capabilities among 
resources, preventing them from being able to adapt to 
different workloads.  Hence, DCs are usually planned to serve 
the peak demand. DC providers employ server virtualization 
technologies to implement resource sharing and improve 
utilization, while reducing their costs. However, still DCs 
operate at very low utilization rate [21] that means the 
resources paid for are not being utilized to their full capacity.  

In this model, DC’s lifecycle management becomes tightly 
bound to the lifecycle of a server. This causes problems (e.g. 
high cost) for providers who wish to upgrade part of their 
infrastructure for higher performance as the resources 
composing a server have different lifecycles. For example, if a 
DC provider wants to upgrade or increase capacity by using 
new memory type or CPU technology, in most cases, it ends 
up with replacement of the entire server, even though not all 
components need to be upgraded. 

B. Disaggregated-based model 

The hardware disaggregation principle breaks traditional 
physical server boundaries and considers resources as 
individual and modular components. Resources tend to be 
organized in a pool-based way, i.e. pool(s) of compute units, 
memory units, storage units, network interfaces, and other 
resources like accelerators. This brings greater modularity to a 
DC’s lifecycle, which in turn allows the operators to optimize 
their resources in a more efficient way. In such environment, 
hosts are logically composed on top of hardware pools. Each 
resource pool can serve multiple hosts, and a single host can 
consume resources from multiple resource pools. This 
approach is allowing to maximize resource utilization by 
increasing the degree of resource sharing [5]. 

C. Case studies 

We have considered three different type of applications, 
namely: systems applications and products (SAP) HANA, 
video on demand (VoD), and Mesos. These were chosen due 
to their different requirements, in terms of CPU and memory 
resources [22][23][24]. Each application is considered to have 
a different amount of load during day and night (See Table 2). 
The load variations of applications are adjusted in a way that 
total CPU and RAM requirement during day and night are 
nearly the same aiming to maximize the resource utilization at 
all the time.  

We define three different scenarios based on the hardware 
architecture and technology used in the DC related to IT 
equipment: fully disaggregated architecture (DisAgg), server-
based architecture with homogeneous set of hardware 
(Agg_1Pod), and server-based architecture considering (three) 
different and specialized hardware silos, one per application  
(Agg_3Pod). In the first two scenarios, the same type of IT 
equipment is dimensioned for all the applications meaning that 
resources can be shared among applications during different 
time of the day/night, while in the third scenario, each 
application has its own server type based on its needs. 

Table 2. Application load profiles during day and night. 

Application Load unit Day load Night load 

SAP Server 42 30 
VoD Streams 1000000 400000 
Mesos Jobs 8000 12000 

D. Input parameters and assumptions 

1) Application profiling 

Table 3 presents the maximum amount of required CPU 
cores and memory volume (GB) per scenario for each 
application using the following methods. SAP HANA 
standard specification consists of one or more very large 
servers, where individual server configuration is equal to four 
CPUs (minimum 15 cores) and 1.5 TB of Memory. So, the 
hardware for the required workload can be calculated using 
Eq. 8 and 9 [22]. 

CPUcore  = N_s × 4 × Nc                                                                 Eq. 8 

RAMvolume = N_s × 1500                                                               Eq. 9 

Where, N_s represents the number of running servers (42 
servers during day time and 30 servers during night hours, 
according to Table 2), and Nc is the number of cores per CPU 
(15 in this example). VOD requirements are calculated based 
on Eq. 10 and 11 [23], where S represents the number of 
simultaneous streams (see Table 2).  

CPUcore = S×0.013                                                           Eq. 10 

RAMvolume = S×64                                                            Eq. 11 

In case of Mesos, there is a 1 to 8 relation between CPU 
core and RAM volume, meaning that for each CPU core, 8 GB 
of memory are required. Mesos needs at least three servers (or 
VMs) as follows; one bootstrap node (2 cores and 16 GB 
RAM), one master node (4 cores and 32 GB RAM) and one 
agent node (2 cores and 16 GB RAM). However, the 
recommended configuration is to have three master nodes 
which can support many agent nodes [24]. The number of 
agent nodes grows with the amount of jobs planned to be 
executed. We consider one job per agent node at each point of 
time, where a job can have many tasks [24].  

Table 3. CPU, memory and storage requirement per scenario   

Scenario CPU cores RAM (GB) Storage (GB) 

DisAgg 
31534 262712 300000 

Agg_1Pod 

Agg_3Pod 
Pod 1 2520 63000 120000 

Pod 2 13000 64000 140000 
Pod 3 24014 192112 40000 
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2) Hardware dimensioning 

Table 4 presents the results of hardware dimensioning for 
each scenario in first year based on the application loads in 
Table 2 and application’s requirements in terms of hardware 
resources [22][23][24]. A ten percent increase in the load per 
year is also considered, which means new hardware needs to 
be purchased to accommodate the growth each year. 

In the case of fully disaggregated architecture, compute, 
memory, network and storage sleds are used to accommodate 
the components such as CPU, memory (e.g. RAM), NIC cards 
and storage disks (e.g. HDD, SSD). Server-based scenarios are 
dimensioned based on commercially available servers 
([25][26][27]) which can fulfill applications requirement with 
the lowest amount of wasted resources. For example, as the 
minimum requirement for SAP server is 4 CPUs and 1.5 TB 
of memory, a server with 4 CPU sockets and a large amount of 
memory slot should be selected (in this case [25]).  

Table 4. Hardware dimensioning results 

Component/Item 
Lifecycle 

(years) 

Volume in number 

DisAgg Agg_1Pod Agg_3Pod 

Rack 7 32 50 56 
Compute sled (4 socket) 5 359 0  0 
Memory sled (48 DIMM) 5 86 0  0 
Network sled (4 NICs) 5 359 0  0 
Storage sled (20 SSD) 5 10 10 10 
Server (4 socket-48 DIMM) 3 0 500 44 
Server (2 socket-24 DIMM) 3 0 0 670 
Server (2 socket-12 DIMM) 3 0 0 325 
CPU (16 cores) 3 0 2000 174 

CPU (18 cores) 3 0 0 1339 

CPU (20 cores) 3 0 0 650 
CPU (22 cores) 3 1436 0  0 

RAM (64 GB)  4 4128 0  0 
RAM (32 GB) 4 0 14300 6012 
RAM (16 GB) 4 0  0 16080 
SSD (960 GB) 5 200 200 200 
NICs (2*25 GB ports) 4 1436 2000 2163 

In the case of Agg_1Pod scenario, since workloads can 
share servers, all applications should be dimensioned based on 
highest requirements, meaning that all applications will use 
the model of [25]. While, in the case of Agg_3Pod, servers 
with 2 CPU sockets are enough for serving VoD and Mesos 
workloads. However, due to their different CPU core to 
memory proportion, different servers with 24 and 12 DIMMs 
are selected for them. The storage is considered the same for 
all scenarios because it is already separated from servers even 
in today’s DCs. Except one of the server models from [25] 
which needs two rack units (RUs), the rest of the servers/sleds 
fit in one RU of a two RUs chassis inside rack.  

The number of racks are calculated based on the number of 
required chassis to accommodate servers/sleds. In many cases, 
DCs are limited in the amount of watt per square meters they 
can offer, due to a variety of reasons such as safety or 
existence of power infrastructure facilities. This is reflected in 
our assumptions by filling up only half of the racks (42 RUs). 

The networking equipment, e.g. top of rack switches, 
aggregation switches, etc. are not considered in this study. 
However, high capacity connectivity requirement between 
compute and memories in disaggregated scenario, are added to 
the price of compute sleds.  

Components lifecycles are calculated based on the 
architecture types, i.e. in case of server-based scenario, 
replacement window of a server is equal to the lifetime of the 
server’s component with the shortest lifecycle, while in the 
case of disaggregated architecture each component has its own 
independent replacement window. Furthermore, the 
coefficient of cost change factor (i.e., α in Eq. 1) is considered 
to be constant (3 percent) for the whole DC lifetime.  The Hyear 
is equal to 8760 (i.e., hours per year) and Pr0 in Eq. 5 assumed 
to be 0.2 $ in this study. A predefined lifetime of 3 to 5 years 
are considered for various components based on component 
warranty (CPU, SSD [28], and NIC [29][30]), known 
refreshment lifecycles  (four years for RAM [31] and hard 
disk) (see Eq. 6). Moreover, in Eq. 7, Pr0 (i.e., yearly rental 
fee per square meters of DC) assumed to be 500 $ and the 
coefficient α (working area for technicians) is equal to 2. The 
failure management cost is excluded and not addressed here 
and we assumed that the maintenance cost per year is equal to 
5 percent of the CAPEX.  

Component prices used for cost calculations are selected 
and/or estimated based on the values in 
[25][26][27][32][33][34][35]. Since the hardware related to 
disaggregated scenarios is not commercially available, we 
derived the prices based on equations 12, 13 and 14.  

PComSl =  Pser                                                             Eq. 12 

PMemSl =  Pser                                         Eq. 13 

PNetSl =  Pser                        Eq. 14 

Where PComSl, PMemSl and PNetSl represent price of compute, 
memory and networking sleds excluding the CPU, RAM or 
NIC, and Pser reflects price of conventional server with similar 
configuration (e.g. same number of CPU sockets, RAM slots, 

etc.). ,  and  reflect the relation between the price of 
compute, memory and networking sleds, with the price of the 
server with the same capacity, respectively. Due to the need of 
high-speed networking in the disaggregated architecture, the 
prices are derived based on the cost of current servers plus 
added value of new boards and high performance networking 

(i.e. ++>1). Due to the high demanding communication 

requirements between CPUs,  has a relatively large value 

(1.3), while  and  are 0.3 and 0.2, respectively. This means 
that the price of a disaggregated setup is 1.8 higher than a 
server with the same capacity. 

V. COST ANALYSIS 

We have developed a tool implementing the proposed 
framework based on the Java language, to be able to study and 
understand the cost impact of various technologies, 
infrastructures, and architectures while planning a DC. This 
tool is used to present some case studies, comparing TCO of 
new disaggregated hardware architectures and the 
conventional server-based hardware model for a DC. This 
section details the cost study results based on the assumptions 
discussed in the previous section.   

A. Total cost of ownership (TCO) 

Fig. 3 illustrates the accumulative TCO for the three 
scenarios for a DC lifetime of ten years. The disaggregated 
scenario offers much lower TCO compare to two other 
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scenarios. The cost difference grows over time due to the 
impact of OPEX reduction in the disaggregated scenario.  

 

Fig. 3. Accumulative TCO per year for all scenarios 

Fig. 4 shows the TCO for the three scenarios for ten years 
of lifetime. It can be seen that using disaggregated hardware is 
possible to save around 40 percent in cost after ten years. The 
figure also highlights the importance of OPEX, as it is twice 
as big as the initial investment (CAPEX). 

 

Fig. 4. Total cost for 10 years 

B. Cost breakdown and value argumentation 

Fig. 5 presents the cost breakdown to assess the impact of 
each cost category described in Section III on the total cost for 
each scenario. These numbers allow identifying the main 
contributors of DC’s TCO, which is essential for 
understanding where the reductions presented above come 
from. It becomes evident that lifecycle management (around 
35%), IT equipment (around 30%) and energy cost (around 
20%) are the most expensive elements of TCO. This means 
that reducing any of this cost factors can lead to a considerable 
saving in TCO for DC owners, while focusing on improving in 
other categories such as having less number of technicians, 
has a more negligible impact on the total cost reduction.   

 

Fig. 5. Normalized TCO breakdown 

Fig. 6 illustrates the expenses per cost category for three 
scenarios. The IT equipment cost is around 35 to 40 percent 
lower for disaggregated architecture. This is due to the lower 
amount of IT equipment purchased (32 racks compared to 50 
and 56 in other two cases). A large reduction of the amount of 
required hardware comes from the increased hardware 
utilization of resource pooling (above 90% for both CPU and 
memory) shown in Fig. 7 and Fig. 8. 

 

Fig. 6. Expenses per cost element for all scenarios 

Though amount of assigned CPU cores is nearly the same 
in all scenarios, around 20 percent of CPU cores are wasted in 
the Agg_3Pod scenario. This is caused by the 
overprovisioning of resources to accommodate peaks when the 
sharing of resources is not possible.  

 

Fig. 7. Amount of allocated and wasted CPU cores during peak 

Under-utilization percentage for memory increases to 
around 40 and 35 percent for Agg-1Pod and Agg-3Pod 
scenarios, respectively. This is both because servers are 
dimensioned for highest CPU utilization instead of memory, 
as well as the coarse granularity in the server’s configurations 
and the limited boundaries for sharing the resources. This 
means that, when all CPUs are used in a server, residue 
memory is wasted and cannot be used by neighboring servers.  

 

Fig. 8. Amount of allocated and wasted memory during peak 
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Fig. 9 shows an example of VM/server assignment to 
physical resources aiming to clarify increased utilization and 
fewer resource requirements of DisAgg scenario compared to 
Agg-1Pod. Two types of VM are considered, with 8 and 4 
CPU cores as well as 32GB and 48GB of memory, 
respectively. Considering a homogeneous set of hardware, the 
minimum amount of resources to serve 2 VMs of each type is 
shown in Fig. 9. As shown, 4 RAM slot (8GB each) and 8 
CPU cores are wasted in the Agg_1Pod, while in DisAgg case, 
resources are fully utilized and the demand could be satisfied 
with less hardware (25% fewer cores and 16% less memory).  

 

Fig. 9. VM allocation example for two scenarios 

Lower amounts of components lead to the reduction of 
installation cost, as less time is needed to install, test and 
operate the resources. Increased utilization and less amount of 
IT resources can be translated to lower power consumption 
(around 35% to 40% based on Fig. 6). This leads to a lower 
power and cooling capacity, which reduces datacenter 
infrastructure cost in case of disaggregated architecture. 
Lower number of racks and hardware, as well as 
infrastructures brings around 20% and 40% of the reduction in 
the floor space and maintenance expenses for ten years of 
operation.  

As shown in Fig. 5 and Fig. 6, one of the main contributors 
of cost reduction in case of disaggregated architecture is 
lifecycle management cost. Currently the lifetime of a 

traditional server is equal to the lifetime of the component 
with shortest life (i.e. CPUs with 3). This leads to more 
frequent and unnecessary replacements of hardware for the 
rest of components with longer life. However, while managing 
independent pools of resources, hardware refreshment process 
is more efficient, as each part will be replaced at the end of its 
own lifetime. This means that, in the two server-based 
scenarios, motherboard, memories, NIC cards and CPUs need 
to be replace every X1 years (CPU lifetime), while in case of 
disaggregation, CPUs are replaced after X1 years and 
memories after X2, and NICs after X3 years (where X1 <= X2, 

X3). Therefore, 50% reduction in lifecycle cost of DisAgg 
scenario comes from both having lower amount of hardware to 
replace, and more efficient replacement process.  

The same argumentation is valid for hardware failure 
management, meaning that in case of failure of one 
component (e.g. CPU), the entire server needs to be replaced 
and will not be operable in case of server-based scenarios, 
while in disaggregated case, only the failed component need to 
be replaced, and the rest of hardware remains operational.  
Note that due to complexity and tight relation of failure 
management cost with software and platform layers, it is not 
assessed as part of the TCO in this article. 

Fig. 10 illustrates the TCO evolution for all the scenarios 
showing the cost in a given year. The amount of yearly 
investment varies a lot from year to year, which is mostly due 
to the hardware refreshment windows.  There is a jump in 
OPEX every three years when the CPUs (entire server in Agg-
1Pod and Agg_3Pod) need to be replaced.  

Operational cost of datacenter is always lower in case of 
disaggregated scenario, though the difference varies year by 
year. The other two scenarios are very similar both in terms of 
variation trend and exact cost values. 

C. Sensitivity analysis 

The impact of variations in some input parameters and 
assumptions such as datacenter size and lifetime on the TCO 
fluctuation and savings are analyzed in this section. Fig. 11 
shows the impact of increase in the price of disaggregated 
hardware, such as compute, memory and networking sled 
on the total cost of ownership of DC compared to the server-
based scenario (see Eq. 12,13,14). 

 

Fig. 10. TCO evolution per year for three scenarios 
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Red (DisAgg1) and yellow (Agg_1Pod) lines are 
considered as the baseline of the comparison, as they depict 
the results presented earlier in Fig. 3. The green and blue lines 
depict the yearly TCO considering a 5 and a 10 time increase 

in the price of compute, memory and networking sled (, and 

 in Eq. 12, 13, and 14) in case of disaggregated hardware 
architecture. As it can be seen, with up to 10 times increase in 
the hardware cost the TCO can still be compensated with the 
improvement in the utilization rate of server systems. 

 

Fig. 11. Accumulative TCO for various disaggregated hardware 
prices 

Fig. 12 shows the average yearly investment on datacenter 
for disaggregated and server-based scenario with 
homogeneous hardware (Agg_1Pod) considering variation in 
datacenter lifetime. As shown, the average spending per year 
decreases by spanning the datacenter lifetime. This is caused 
by the fact that the initial onetime investment (CAPEX), 
which represents a large part of TCO, is spanned over a larger 
time period. 

 
Fig. 12. Average yearly cost for different datacenter lifetime 

Fig. 13 represents the cost savings in TCO by using 
disaggregation architecture compare to two other scenarios for 
a lifetime of 10 years for 3 different datacenter sizes; Small, 
Medium and Large. The large case is as the same size as the 
scenario presented in the previous section, while the workload 
requirement and IT equipment’s are downsized by a factor of 
5 and 10 for Medium and Small scenarios, respectively. It is 
evident that the larger the datacenter the higher the savings, 
due to better utilization which is the result of the increased 
level of resource sharing and economy of scale. 

 
Fig. 13. Saving percentage when having disaggregation 

The last part of our sensitivity analysis addresses the 
impact of having a single application on TCO (see Fig. 14). 
The TCO difference is much smaller when running only one 
application in a datacenter, as the hardware configuration can 
be optimized in both scenarios, and there is no benefit of 
sharing where disaggregated architecture has the most 
leverage. This can be translated as the benefits of multi 
tenancy in datacenters. The saving for single application 
scenarios is around 16% compared to 40% when having 3 
distinct types of applications.  

 
Fig. 14. Datacenter TCO for single application type 

VI. CONCLUSIONS 

This paper presents a comprehensive techno-economic 
framework for estimating the cost of ownership of running a 
datacenter. The proposed framework supports a detailed cost 
comparison of different technologies, architectures, and 
hardware configurations. Moreover, it also allows to evaluate 
the impact of running different application types.  

The first part of the paper focuses on detailing the 
framework and presenting the rationale behind it. The second 
part takes as a case study the prominent case of disaggregated 
hardware datacenter architectures and evaluates it towards the 
proposed framework. The study comprises a comparison of 
having separate pools of resources in a datacenter (as in a 
disaggregated architecture) towards having currently available 
server-based architectures with homogeneous and 
heterogeneous hardware configurations. The results show that 
cost savings of around 40% are achieved using disaggregated 
hardware for a 10 years’ period of datacenter operation. The 
savings are a result of better utilization in disaggregated 
architecture as well as independent lifecycle management of 
components (due to components being arranged by pools 
instead of mixed as in traditional servers). Moreover, a 
detailed TCO breakdown is presented which allows datacenter 
operators to have a better understanding of their TCO 
dynamics to act upon minimization of CAPEX and OPEX 
during deployment and operational phases.  

Finally, the impact of uncertainty in some input parameters 
and assumptions on the cost results is evaluated. It was shown 
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that  the  longer  the  datacenter  lifetime,  the  lower  the
investment  per  year.  Moreover,  amounts  of  cost  savings
increases  slightly by expanding the size of datacenters.  Our
results  also  show  the  importance  of  sharing  the  resources
among  multiple  applications  or  tenants  to  maximize  the
benefit from disaggregated hardware architectures.

TCO assessments can give an idea of the cost associated to
deploying and operating a datacenter.  However,  a  thorough
business  viability  assessment  is  needed  to  understand  the
return  on  investment  and  revenue  stream.  Therefore,  a
possible future direction for  this  study would be to  include
cash  flow  analysis  considering  various  business  models  to
guide the operators on how much investment should be done
at which time for each technology to have the greatest profit
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