An ensemble model with hierarchical decomposition and aggregation for highly scalable and robust classification
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Abstract—This paper introduces an ensemble model that solves the binary classification problem by incorporating the basic Logistic Regression with the two recent advanced paradigms: extreme gradient boosted decision trees (xgboost) and deep learning. To obtain the best result when integrating sub-models, we introduce a solution to split and select sets of features for the sub-model training. In addition to the ensemble model, we propose a flexible robust and highly scalable new scheme for building a composite classifier that tries to simultaneously implement multiple layers of model decomposition and outputs aggregation to maximally reduce both bias and variance (spread) components of classification errors. We demonstrate the power of our ensemble model to solve the problem of predicting the outcome of Hearthstone, a turn-based computer game, based on game state information. Excellent predictive performance of our model has been acknowledged by the second place scored in the final ranking among 188 competing teams.

I. INTRODUCTION

RECENT Internet of Thing revolution coupled with the emergence of big data technologies present new opportunities to the process of automated data-driven decision making, especially in the presence of multiple sources and different types of data that normally require professional human skills and experience to process. As more and more data becomes available, further gains in classification performance are becoming possible but depend on the ability of the model algorithm to better reconstruct the relationship function between the inputs and outputs (targets) while dealing with typically noisier and more conflicting evidence and much larger computational overhead.

Many existing state-of-the-art Machine Learning models successfully take advantage of this extra evidence to reduce either bias (Deep Learning) or variance (Extreme Gradient Boosted Decision Trees) component of classification error, but fail to reduce both to the extent that would offer significant boost in predictive performance and its confidence. Besides, these models, typically implementing $O(n^2)$ learning algorithms simply lack scalability and often are intractable when faced with big data sizes that limit their utility down to small samples and typically exclude them from real-time apps.

The model we introduce in this work aims to address above-mentioned gaps and tries to significantly reduce both bias and variance at manageable and scalable computational footprint.

We start our model introduction from a proposition of ensemble model along with rules that govern feature selection and model decomposition. Then, we introduce a simple classification training structure that uses robust but simple linear base classifier to leverage decomposed and ensemble based training to achieve the trade-off between bias and variance reduction with virtually no impact on the computational complexity of the original model. Both of our proposed methods can be used either independently or complementary to each other. To evaluate the performance of our proposed solutions, they were applied in a competition to predict the likelihood of winning a turn-based computer game: Hearthstone [1], given intra-game states for both players of the game [2]. The second place our model scored in this competition has objectively proven its excellent design and predictive performance capabilities which surpassed other academic state-of-the-art solutions and off-the-shelf commercial tools proposed by 188 competing teams from all over the world. In summary, our paper brings the following two main contributions.

- An ensemble model that incorporates Logistic Regression, XGBoost and Deep Learning, are briefly introduced.
- A hierarchical decomposition and aggregation scheme for highly scalable and robust classification and a discussion of how to use it in the case of logistic regression model.

The remainder of the paper is organized as follows. In Section II, we introduce related work. In Sections III and IV, we present our proposed ensemble model and the training scheme, respectively. In Section V, we demonstrate an application in a objectively evaluated competition setup as a case study for our proposed solutions. Finally, we draw some concluding remarks in Section VI.

II. RELATED WORK

In this section, the machine learning approaches used in our model, specifically, Logistic Regression, XGBoost and Deep Learning, are briefly introduced.

A. Logistic Regression

Logistic regression is a statistical method for regression analysis to describe the relationship between one dichotomous
dependent variable (outcome) and one or more independent variables (predictors or features). Binary logistic model can be used for estimating the probability of a binary response based on predictors and gain insights on the factors that increase the probability of a given outcome. Logistic regression has been widely used in various areas, e.g., assessing injury mortality or severity for patients [4], predicting votes based on their characteristics such as age, income, sex, race, state of residence, previous votes, etc. [5], estimating probability of failure in various processes, systems or products [6], predicting customers’ propensity to purchase a product or cease a subscription in marketing applications [7], etc.

B. Bagging and Boosting Methods

Bagging and Boosting are powerful meta-algorithms used in machine learning to improve prediction accuracy of classification models by combining a set of week classifiers with poor performance, unstable predictions, and high rate of misclassification error, into a strong and robust "wide margin" predictive model. Bagging can decrease the variance of unstable procedures and prediction outcomes, while boosting is an effective way to reduce prediction bias [8], [9]. Gradient boosting (GB) is a version of boosting method, which like in standard boosting uses an ensemble of weak prediction models, typically decision trees, yet manages to achieve deeper performance gains beating many other state-of-the-art predictors in a wide range of commercial and academic applications [10]. XGBoost, based on Extreme Gradient Boosting model [11], is an implementation of the gradient boosted decision trees algorithm with a goal to push the limit of computations resources for boosted tree algorithms [12], which recently has been used by many winning teams of a number of machine learning competitions, e.g. [13], due to its advantages of fast processing speed and high prediction accuracy.

C. Deep Learning

Deep Learning refers to a class of machine learning techniques and architectures, where many layers of non-linear information processing stages in hierarchical architectures are exploited for pattern classification and for feature or representation learning [14]. Unlike the conventional classification algorithms which heavily rely on feature extracting techniques, deep learning techniques could characterize the high-order correlation properties of the observed or visible data for pattern analysis or synthesis purposes, and/or characterize the joint statistical distributions of the visible data and their associated classes, which learn feature representations without the need of labeled data referring to unsupervised feature learning, and thus avoid substantial effort on hand-designing features [14]. In recent years, DL techniques have gain increasing attention and popularity due to drastically increased chip processing abilities (e.g. GPU units), significantly lowered cost of computing hardware and recent advances in research of machine learning and signal/information processing. They have been successfully applied in various areas, e.g. visual object recognition, image processing, speech recognition, handwriting recognition, natural language processing, information retrieval, etc. [14].

In the subsequent sections, we will introduce the proposed ensemble model that combines the advantages of Logistic Regression, XGBoost and Deep Learning. We will then demonstrate how it is able to reduce both variance and bias components of the classification error that enables to achieve improved and consistent prediction accuracy when solving binary classification problems.

III. Ensemble Model

Even though ensemble model is not a new concept since it has been extensively used and reported to win top prizes in many recent data mining competitions, there is no clear instruction of how to build a reliable ensemble model that would consistently outperform other predictors. In this part, we propose a general approach that tries to addresses this gap. However, before going into details of our proposal, we would like to emphasize a couple of important points for building an ensemble model as follows.

- Different sub-models in the ensemble model could be trained with different sets of features and examples to leverage the maximum benefits of the ensemble. Predictive performance improvements achieved by different models trained on the same features are possible although limited by the inability of the predictive model to match the evidence it is most compatible to work with.
- The sub-models can be aggregated in a number of ways, of which the most popular ones are averaging and stacking. By averaging, the final result is simply generated by getting the average from sub-model results. Stacking requires a more comprehensive train in the next layer using the results of sub-models.

Our proposed ensemble model in this paper focuses on how to split the feature set into sub-sets for training with different sub-models. As a result, it works with any method for combining results from sub-models. In our approach, we first perform feature selection to obtain a set of useful features for training models. Assuming that a total number of \( f \) features are selected and an ensemble model is build with \( n \) sub-models, two basic rules to select features for training the sub-model are described as follows.

- The set of \( f \) features are split into subsets, each of which contains \( f' \) number of features, defined as \( f' = \frac{k \times f}{n} \pm t \) where \( k \) and \( t \) can be any value between 1 and \( n \) and decided on the course of cross-validation performance evaluation. Feature selection is applied to choose features for each subset.
- Each set of features should be used in at least two sub-models to increase the accuracy of the ensemble output.

It is interesting to note that our proposed approach for splitting feature set in training sub-models is actually similar to the cross-validation method when we leave a subset of data for validation. By splitting the feature set and training data in this way, we can leverage the maximum benefits of training...
IV. HIERARCHICAL DECOMPOSITION AND AGGREGATION

The model introduces hierarchical training structure \( S \) involving decomposition and/or aggregation of the training data into exclusive sets of examples either along distinct values of one or more feature combinations or randomly along \( k \)-exclusive subsets of examples. The training structure upon the dataset \( X \) \( S_P^D(X) \) is defined by two parameters: partitioning criterion \( P \) and the degree of partitioning \( D \). Partitioning \( P \) can proceed either independently of the feature values \((P = 0)\) or along all unique values of the feature \( F_P \). For data independent partitioning \((P = 0)\), the degree of partitioning \( D \) determines the number of exclusive equal-sized parts the training set will be split and trained following \( D \)-fold cross-validation for positive \( D \) or otherwise inverse \(|D|\)-fold cross-validation that we define simply by training on exclusive \(|D|\) subsets of the training data. In case of feature value-based decomposition \((P > 0)\), the partitioning degree \( D \) informs whether the unique sorted values of \( F_P \) feature should be grouped in exclusive subset of subsequent \(|D|\)-sized groups. Then for each such grouped subset the training follows on either actual subset if \( D \) is negative or on the complement of such subset if \( D \) is positive. In both cases the degree of partition have similar effect of training on multiple overlapping subsets for positive \( D \), or on exclusive subsets for negative \( D \), thereby controlling the level of aggregation or decomposition in the training process.

Please note that such defined training structure operator \( S_P^D \) can be combined into sequential expressions defining open hierarchical training structure with virtually infinite number of variants left to be designed for skilled data scientist. Note also that the enumerated parameterized representation of the structure parameters allows for easy iteration procedure to traverse through the structure parameters in a search that maximizes the expected predictive performance that can be carried by an automated ML model designer.

Finally having defined the expression mechanism for creating training structures what is left to define a full classification model \( M \) is to pair it with the base classifier \( C \) such that the fully defined classification model becomes: \( M = (C, S) \).

V. A CASE STUDY

To demonstrate the performance of our proposed model as well as the training scheme, we apply it to build a model that predicts the result (the winner) of a computer game, Hearthstone [1], given the input data of various intra-game states [2].

A. Feature Engineering

Before building the prediction model, it is important to analyze the data and perform feature engineering to extract maximum predictive power from the raw data. In this case study, we had over three million records that store data about different intra-game states of Hearthstone. The data is recorded at each game state represented by the turn number of the game and cover three sets of basic features with a total number of 40 features as follows:

- Opponent properties: hold information about different properties of the opponent at the current state as well as statistical data about played cards of the opponent.
- Player properties: keep similar information about different properties of the player at the current state and statistical data about played cards of the player.
- Player holding card information: this type of data is only available for the player.

These basic features are then complemented with an additional of 121 features generated in the following ways:

- Different features: the different values of common numerical features between the opponent and the player.
- Player holding card features: the statistics of different types of cards in hand of the player. For these features, we simply count the number of holding cards in each type of the player.

All of the 161 features presented above were then exposed to various feature selection techniques. Different subset of features were selected for different sub-models that are vital to unlock maximum predictable power from every model as well as inject diversity that is reported to be quite beneficial when combining multiple classifiers as discussed in Section III. Specifically, for each of the three sub-models we used the following different set of features:

- The set of 53 features - approximately equal to one third of the total number of features.
- The set of 107 features - approximately equal to two third of the total number of features.
- The set of all 161 features that include both basic features and extra features.

It is important to note that for the first two incomplete feature sets, the features were selected based on a combination (union) of feature selection for the top \( K_1 \) (KBest) and recursive feature elimination for the bottom \( K_2 \) (RFE). In particular, we selected 53 features for the first set from the top \( K_1 = 50 \) and the bottom \( K_2 = 50 \) in the KBest and RFE selection methods. On the other hand, the 107 features selected for the second set come from the top \( K_1 = 100 \) and the bottom \( K_2 = 100 \) in the KBest and RFE selection methods.

B. Evaluation of the ensemble model

Our ensemble model in this case study was built from 6 separate prediction models built on Logistic Regression, XGBoost and Deep Neural Network.

- Logistic regression: this approach is used for two prediction models. The first model is trained on a set of selected 53 features, decomposed along the player.hero_card_id feature. The second model is trained on a set of selected 107 features, decomposed along the opponent.hero_card_id feature. These models respectively receive a score of 0.7963 and 0.7967 from the public leader board.
• XGBoost (eXtreme Gradient Boosting): this approach is used for the next two predictions models, which are trained respectively on a set of 53 original features and all 161 features with scores 0.7964 and 0.7956 in the public leader board.

• Deep neural network: this approach is use for the last two prediction models. The first model is trained on a set of 53 features with three layers: an input layer using relu activation, an hidden layer of 20 nodes using relu activation and an output layer using sigmoid activation. This model scores 0.7957 in the public leader board. The second model is trained on a set of selected 107 features. Since there are more features, this model has an extra hidden layer with 60 nodes using relu activation in between the input layer and the hidden layer of 20 nodes. This model scores 0.7968 from the public leader board.

C. Evaluation of the hierarchical decomposition and aggregation scheme

We have tested such hierarchical architecture for a classification model build with logistic regression as a base classifier and obtained the best results for the following design:

\[
M = (\text{LogReg}, S_{30}^{0}(S_{30}^{4}(X), S_{16}^{10}(X)))
\]  

(1)

Deciphering the structure expression of Logistic Regression \( S_{30}^{0}(S_{30}^{4}(X), S_{16}^{10}(X)) \) in plan words means that the predictor is constructed by an aggregation of the two double-decomposed models: first along the unique values of feature opponent.hero_card_id and feature player.hero_card_id and then further into 30 unique random subsets trained exclusively in an inverse cross-validation fashion. These models generated trained classifiers that back-tested with the highest cross-validation accuracy and have been applied to classify the testing set yielding a score of 0.797. What is intriguing is that such deep decomposition as in the presented design leads to decomposition of over 3m data points into over 270 chunks such deep decomposition as in the presented design leads to testing set yielding a score of 0.797. What is intriguing is that cross-validation accuracy and have been applied to classify the
clusively in an inverse cross-validation fashion. These models and then further into 30 unique random subsets trained ex-

Since there are more features, this model has an extra hidden layer with 60 nodes using relu activation in between the input layer and the hidden layer of 20 nodes. This model scores 0.7968 from the public leader board.

The identified structure parameters appear to achieve the optimal trade-off between the bias and variance error components reduction subject to logistic regression classifier abilities

VI. Conclusion

In this paper, we have introduced an ensemble model for binary classification with a clear solution of how to split and select features for sub-model training. In addition to the ensemble model, we present an approach for hierarchical decomposition and aggregation model to address the issue of slow and computationally intractable in model training. These proposed solutions have been proved to be good with the second prize in a recent competition, which predicts the likelihood of winning a game given intra-game states of players. Even though our proposed solutions were proved to be good, they are not fully automated. Thus, in our future work, we plan to extend this current work for the automated feature selection of the ensemble model as well as efficient search for the best possible training structure with respect to the hierarchical decomposition and aggregation model.
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