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Abstract—Group anonymity, as an instance of information
hiding, means that an agent is not identifiable within a group of
agents with respect to an observer. In this paper we define group
anonymity in security protocols by taking into account two types
of observers: honest agents, as local observers of the protocol
execution, and intruders (active or passive), as global observers
of the protocol execution. It is shown that an action may be group
anonymous in a protocol under a passive intruder but not in the
same protocol under an active intruder, and vice versa. In case of
basic-term actions, group anonymity in a protocol under an active
intruder implies group anonymity in the same protocol under
a passive intruder. A broad spectrum of relationships between
group anonymity for various types of actions is developed,
as well as relationships between group anonymity, minimal
anonymity, and role interchangeability. Finally, the decidability
and complexity status of the decision problems induced by
these concepts is completely discussed. Thus, it is shown that
group anonymity and role interchangeability are undecidable
in unrestricted protocols. Group anonymity is complete for
NEXPTIME when it is restricted to basic-term actions and
bounded security protocols, and it is complete for NP when it is
restricted to basic-term actions and 1-session bounded security
protocols.

Index Terms—Security protocol, anonymity, decision problem,
epistemic logic

I. INTRODUCTION

O
VER the last two decades there has been a growing

interest in methods for anonymous communication and

in developing techniques for reasoning about information

hiding properties in security protocols [1], [2], [3], [4], [5],

[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],

[18], [19], [20], [21], [22], [23], [24], [25], [26]. This is mainly

due to the applications of the anonymous communication to

various fields such as e-voting, e-commerce, e-mail, e-cash

and so on.

Information hiding embraces many forms such as

anonymity, unlinkability, indistinguishability, role inter-

changeability, undetectability, unobservability, and identity

management. In an effort to standardize the terminology on

information hiding, Pfitzmann and Hansen have written and

maintained since 2000 a consolidated proposal of terminology

on information hiding properties [23].

Anonymity is a prominent information hiding property to

which a lot of research has been dedicated. Using a multi-

agent system and epistemic logic based framework, Halpen

and O’Neill [11] classified the anonymity into:

• minimal anonymity – an action performed by an agent is

not always seen by an observer;

• group anonymity – an agent who performed some ac-

tion is not “identifiable”, by an observer, within a set

of agents. Sender and recipient anonymity in [23] are

instances of group anonymity.

Contribution: In two earlier papers [24], [26], we have

investigated the minimal anonymity in security protocols. In

this paper we do the same for group anonymity. Using the

framework developed in [24], [26], we define group anony-

mity for security protocols. As we are using six types of

send actions and six types of receive actions, our approach

covers a large spectrum of group anonymity concepts met in

the literature on information hiding properties. Several basic

relationships between all these concepts of group anonymity

are established in the paper.

Anonymity is a property that depends on the observer of the

protocol execution. We consider two types of observers: honest

agents and the intruder. An honest agent is a local observer

of the protocol execution; he can only record information

about the actions which involve him. The intruder is a global

observer of the protocol execution who can record all actions

in the protocol execution. Honest agents and the intruder as

observers may have incomparable deductive powers due to the

fact that honest agents may know secret information unknown

to the intruder, while the intruder may have more information

about the actions performed in the protocol. This is clearly

reflected in the results obtained in the paper.

As we prove in our paper, group anonymity highly depends

on the intruder type: passive or active. Thus, we show that

there are group anonymous actions in protocols under passive

intruders which are not group anonymous if the intruder is

active. That is, an active intruder may destroy the group

anonymity property of an action. More interestingly is that

the converse holds true as well: there are group anonymous

actions in protocols under active intruders which are not group

anonymous if the intruder is passive. That is, an active intruder

may induce some degree of anonymity in security protocols.

The relationships between minimal anonymity, group

anonymity, and role interchangeability are also discussed.

Thus, we show that any group anonymous exclusive action is

minimally anonymous (in the same security protocol), and any

role interchangeable observable action is group anonymous (in

the same security protocol).

As decision problem, group anonymity is proven undecid-

able in unrestricted security protocols. If we restrict group

anonymity to basic-term actions and bounded security proto-

cols, then it is complete for NEXPTIME. If one more restric-

tion is added by requiring just 1-session protocol executions,

then group anonymity becomes complete for NP.
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Related work: The seminal work that marked the devel-

opment of a formal study of anonymity-related properties is

that of David Chaum [1], [2], [3] who proposed a method

by which an agent can send a message to some other agent

without revealing his identity. Since then, several formalisms

for anonymity have been proposed. Thus, [4] proposes a

formalization of anonymity in the CSP framework. [6] and

[11] focus on anonymity in security protocols and multi-agent

systems, respectively, by using an epistemic logic framework.

These two papers have greatly influenced the research on

anonymity based on an epistemic logic formalism [12], [15],

[20], [24], [25], [26]. The roots of our paper can be traced

back to these two papers too. While [6], [11] have just offered

the basis for an epistemic logic based approach to anonymity,

[24], [26] have proposed a rich inference system to reason

about anonymity in security protocols. Moreover, based on

this, many results on minimal anonymity, such as decidability

and complexity results, have been developed in [24], [26].

Our paper continues along the same line, by offering a large

spectrum of results on group anonymity in security protocols.

A rather different but very interesting approach to

anonymity was proposed by Hughes and Shmatikov [8] by

using function views. The cryptographic protocol logic (CPL)

proposed in [27] came as an ambitious general framework for

formalizing a very large class of security properties. While

CPL seems very expressive, the model checking problem for

it is undecidable and not too much about decidable fragments

and proof systems for the core CPL is known.

Structure of the paper: The paper is organized into seven

sections. The formal model we use in this paper for security

protocols is recalled in Section 2. The group anonymity

concepts studied in this paper are introduced in Section 3,

while Section 4 presents basic properties of these concepts.

Section 5 is dedicated to the study of the decidability status

of the decision problems induced by our group anonymity

concepts, while Section 6 discusses complexity issues. We

conclude in Section 7.

Due to the space limitation, the proofs of the results were

not included in the final version of the paper.

II. MODELING SECURITY PROTOCOLS

The formalism used in this paper to model security protocols

is precisely the one in [28], [29], [30], [24], [26]. Therefore,

we will only recall its basic notations and terminology (for

more details the reader is referred to the papers cited above).

A security protocol signature is a 3-tuple S = (A,K,N )
consisting of a finite set A of agent names (or shortly, agents)

and two at most countable sets K and N of keys and nonces

(numbers once used), respectively. It is assumed that:

• A contains a special element denoted by I and called the

intruder. All the other elements are called honest agents

and Ho denotes their set;

• K = K0∪K1, where K0 is the set of short-term keys and

K1 is a finite set of long-term keys. The elements of K1

are of the form Ke
A (A’s public key), or Kd

A (A’s private

key), or KAB (shared key by A and B), where A and B

are distinct agents;

• some honest agents A may be provided from the begin-

ning with some secret information SecretA ⊆ K0 ∪ N ,

not known to the intruder. SecretA does not contain long-

term keys because they will never be communicated by

agents during the runs;

• the intruder is provided from the beginning with a set of

nonces NI ⊆ N and a set of short-term keys K0,I ⊆
K0. It is assumed that no elements in NI ∪ K0,I can be

generated by honest agents.

The set of basic terms is T0 = A ∪ K ∪ N . The set T
of terms is defined inductively: every basic term is a term;

if t1 and t2 are terms, then (t1, t2) is a term (meaning

concatenation of messages); if t is a term and K is a

key, then {t}K is a term (meaning t encrypted by K). We

extend the construct (t1, t2) to (t1, . . . , tn) as usual by letting

(t1, . . . , tn) = ((t1, . . . , tn−1), tn), for all n ≥ 3. Sometimes,

parenthesis will be omitted. Given a term t, Sub(t) is the set of

all sub-terms of t (defined as usual). This notation is extended

to sets of terms by union.

The length of a term is defined as usual, by taking into

consideration that pairing and encryption are operations. Thus,

|t| = 1 for any t ∈ T0, |(t1, t2)| = |t1|+ |t2|+1, for any terms

t1 and t2, and |{t}K | = |t|+ 2, for any term t and key K.

The perfect encryption assumption we adopt [31] states that

a message encrypted with a key K can be decrypted only by

an agent who knows the corresponding inverse K−1 of K,

and the only way to compute {t}K is by encrypting t with K.

There are two types of actions, send and receive. A send

action is of the form A!B : (M)t, and a receive action is of

the form A?B : t. In both cases, A is assumed an honest agent

who performs the action, A 6= B, t ∈ T is the term of the

action, and M ⊆ Sub(t) ∩ (N ∪ K0) is the set of new terms

of the action. M(a) denotes M , if a = A!B : (M)t, and the

empty set, if a = A?B : t; t(a) stands for the term of a.

When M = ∅ we will simply write A!B : t. For a sequence

of actions w = a1 · · · al and an agent A, define the restriction

of w to A, denoted w|A, as being the sequence obtained from

w by removing all actions not performed by A. The notations

M(a) and t(a) are extended to sequences of actions by union.

A security protocol (or simply, protocol) is a triple P =
(S, C, w), where S is a security protocol signature, C is a

subset of T0, called the set of constants of P , and w is a non-

empty sequence of actions, called the body of the protocol,

such that no action in w contains the intruder. Constants are

publicly known elements in the protocol that cannot be re-

instantiated (as it will be explained below). As usual, C does

not include private keys, elements in SecretA for any honest

agent A, or elements in NI , K0,I and M(w). Any non-empty

sequence w|A, where A is an agent, is called a role of the

protocol. A role specifies the actions a participant should

perform in a protocol, and the order of these actions.

An example of a security protocol is given in Figure 1.

In this example, the server S wants to get an opinion from

its clients regarding the network services provided by it (the
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clients are A and B in our example). Therefore, S generates

a fresh short term key K and sends it to A and B. These

agents compose some messages (their opinions) t and t′ and

send them, encrypted by K, to H . When H has collected all

the messages (opinions), it forwards them to S.

S !A : ({K}){K,H}KSA

A ?S : {K,H}KSA

S !B : {K,H}KSB

B ?S : {K,H}KSB

A !H : {{t}K , S}KAH

H ?A : {{t}K , S}KAH

B !H : {{t′}K , S}KBH

H ?B : {{t′}K , S}KBH

H !S : {{t}K , {t
′}K}KSH

S ?H : {{t}K , {t
′}K}KSH

Fig. 1. A running example

Instantiations of a protocol are given by substitutions, which

are functions σ that map agents to agents, nonces to arbitrary

terms, short-term keys to short-term keys, and long-term keys

to long-term keys. Moreover, for long-term keys, σ should

satisfy σ(Ke
A) = Ke

σ(A), σ(K
d
A) = Kd

σ(A), and σ(KAB) =
Kσ(A)σ(B), for any distinct agents A and B. Substitutions are

homomorphically extended to terms, actions, and sequences

of actions. A substitution σ is called suitable for an action

a = AxB : y if σ(A) is an honest agent, σ(A) 6= σ(B),
and σ maps distinct nonces from M(a) into distinct nonces,

distinct keys into distinct keys, and it has disjoint ranges for

M(a) and Sub(t(a))−M(a). σ is suitable for a sequence of

actions if it is suitable for each action in the sequence, and σ

is suitable for a subset C ⊆ T0 if it is the identity on C.

An event of a protocol P = (S, C, w) is any triple ei =
(u, σ, i), where u = a1 · · · al is a role of P , σ is a substitution

suitable for u and C, and 1 ≤ i ≤ l. σ(ai) is the action of

the event ei. As usual, act(ei) (t(ei), M(ei)) stands for the

the action of ei (term of ei, set of new terms of ei). The

local precedence relation on events is defined by (u, σ, i) →
(u′, σ′, i′) if and only if u′ = u, σ′ = σ, and i′ = i + 1,

provided that i < |u|.
+
→ is the transitive closure of →. Given

an event e, •e stands for the set of all local predecessors of

e, i.e., •e = {e′|e′
+
→ e}.

Given X a set of terms, analz(X) stands for the least set

which includes X , contains t1 and t2 whenever it contains

(t1, t2), and contains t whenever it contains {{t}K}K−1 or

{t}K and K−1. By synth(X) we denote the least set which

includes X , contains (t1, t2), for any terms t1, t2 ∈ synth(X),
and contains {t}K , for any term t and key K in synth(X).
Moreover, X stands for synth(analz(X)).

A state of a protocol P is an indexed set s = (sA|A ∈ A),
where sA is A’s (local) state, for any agent A. The traditional

approach to security protocols defines agent states as sets of

messages (all messages sent and received by the agent during

some computation). This approach is quite sufficient if one

wants to reason about confidentiality [28], [29], [30]. However,

this is not enough to reason about anonymity properties, where

more information about the actions performed by agents in the

protocol are needed. One way to solve this is to add facts to

agent states [6], [24], [26]. A fact is a sentence of the form

P (t1, . . . , ti), where P is a predicate symbol and t1, . . . , ti are

message terms (facts beginning by the same predicate symbol

P will also be called P -facts). Using the approach in [24],

[26], we will use six classes of facts which are illustrated on

the protocol in Figure 1:

1) sent-facts. Each agent X who sends a message t to

some agent Y records a fact sent(X, t, Y ). For instance,

when the first action of the protocol in Figure 1 will be

performed, S records sent(S, {K,H}KSA
, A);

2) rec-facts. Two cases are to be considered here:

a) passive intruder. If an action X ?Y : t was

performed by X , then X may safely record a fact

rec(X, t, Y ) because he knows that the message

he received is from Y ;

b) active intruder. If an action X ?Y : t was per-

formed by X , then X might not be sure whether t

comes from Y or from the intruder. In such a case

X records a fact rec(X, t, (Y, I)) which tells him

that t may be from Y or from I .

If the second action in the protocol in Figure 1 has been

performed in some computation, and the intruder was ac-

tive, then A records the fact rec(A, {K,H}KSA
, (S, I));

3) shared key-facts. In the first action of the protocol, the

agent S generates a short-term key K and sends it to A.

Therefore, K acts as a short term shared key between S

and A. We use shared key(Z,X, Y,K) to mean that

Z randomly generated a short term key K to be used

by X and Y as a shared-key. In our protocol in Figure

1, shared key(S, S,A,K) is the fact to be recorded by

A when the first action of the protocol is performed;

4) gen-facts. The message in the first action of the protocol

in our running example is generated by S for A because

it is encrypted by the long term shared key KSA; denote

this by gen(S, {K,H}KSA
, A) and record it in S’s state.

Similarly, A will record the fact gen(A, {t}K , S) in his

state when fifth action of the protocol is performed;

5) auth-facts. A message t encrypted by X’s pri-

vate key Kd
X is authenticated by X . The fact

auth(X, (t, {t}Kd

X

)) denotes this;

6) hop-facts. These are facts of the form hop(A,C,B, t)
whose meaning is that B can only received t from A

via C (examples of hope facts can be found in [26]).

According to our discussion above, an agent A state is a

pair sA = (sA,m, sA,f ), where sA,m is a set of messages and

sA,f is a set of facts. Intuitively, sA,m represents the set of all

messages the agent A sent or received in some computation

from the initial state to the state sA, and sA,f represents the

set of facts which give information about the actions the agent

A performed in that computation.

The protocol computation rule in [28], [29], [30] has to be

changed accordingly [24], [26]. Given two states s and s′ and
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an action a, we write s[a〉s′ if and only if:

1) if a is of the form A!B : (M)t, then:

a) t ∈ sA,m ∪M and M ∩ Sub(s) = ∅;

b) s′A,m = sA,m ∪M ∪ {t}, s′I,m = sI,m ∪ {t}, and

s′C,m = sC,m for any C ∈ A− {A, I};

c) the facts in s′ are obtained as follows:

i) add sent(A, t,B) to sA,f and sI,f ;

ii) if some term t1 = {t′}KAC
or t1 = {t′}Ke

C

or t1 = {t′}K has been built by A in order to

build t, where K is a short-term shared key by

A and some agent C and A owns this key, then

add gen(A, t1, C) to sA,f ;

iii) if some term t1 = (t′, {t′}Kd

A

) has been built

by A in order to build t, then add auth(A, t1)
to sA,f ;

iv) if some short-term key K has been generated

by A to be used as a shared key by two agents

C and D, and K is a part of t, then add

shared key(A,C,D,K) to sA,f ;

v) s′C,f = sC,f , for any C ∈ A− {A, I};

2) if a is of the form A?B : t, then:

a) t ∈ sI,m;

b) s′A,m = sA,m ∪ {t} and s′C,m = sC,m, for all C ∈
A− {A};

c) the facts in s′ are obtained as follows:

i) add rec(A, t, (B, I)) to sA,f and sI,f ;

ii) if A received a key K as part of t and he knows

that K was generated by some agent C to be

shared by A with another agent D, then add

shared key(C,A,D,K) to sA,f ;

iii) if A received a message t′ as part of t

and he knows that this message comes from

some agent C via another agent D, then add

hop(C,D,A, t′) to sA,f ;

iv) s′C,f = sC,f , for any C ∈ A− {A, I}.

In the case of a passive intruder (2a) should be “t ∈ sB,m”

and (2ci) above should be “add rec(A, t,B) to sA,f and sI,f”.

If we remove (1c) and (2c) from the computation rule above,

we obtain the standard computation rule in [28], [29], [30].

At each point in the evolution of a protocol, each agent

may derive new facts from the facts he owns at that point.

The derivation process is guided by deduction rules. In order

to present these rules we need first two basic concepts. A

message t is called decomposable [24], [26] over an agent

state s = (sm, sf ) if t ∈ T0, or t = (t1, t2) for some messages

t1 and t2, or t = {t′}K for some message t′ and key K with

K−1 ∈ analz(sm), or gen(A, t,B) ∈ sf for some honest

agents A and B (“gen(A, t,B)” covers the case when A

generates t for B by encrypting some message by B’s public

key. A does not know B’s corresponding private key but knows

how he built t and, from this point of view, we may say that t

is decomposable). The function trace(t, s) [24], [26], where

t is a message and s = (sm, sf ) is an agent state, is given by:

• trace(t, s) = {t}, if t ∈ T0;

• trace(t, s) = {t} ∪ trace(t1, s) ∪ trace(t2, s), if t =
(t1, t2) for some terms t1 and t2;

• trace(t, s) = {t}, if t is not decomposable over s;

• trace(t, s) = {t} ∪ trace(t′, s), if t = {t′}K is an

encrypted but decomposable message over s.

The deduction rules (Table I) we use are those from [24]

with slight modifications [26] (a rule with one or two indexes

specifies the current state where the rule should be applied;

for instance, (RShR)A,C means that the rule (RShR) should

be applied in A’s or C’s current state. A rule with no indexes

means that the rule can be applied in any state). We discuss

just one of the rules in Table I, namely (RShR) (for a

complete discussion about them, the reader is referred to [26]).

According to this rule, if A received a message {t}K encrypted

by a short-term key distributed by C to him and to B, then

surely B received the key from C.

Given a set M of messages and a set F of facts, denote

by Analz(M,F ) the set of all facts that can be inferred from

F and M . If s = (sm, sf ) is an agent state, then Analz(s)
stands for Analz(sm, sf ).

III. DEFINING ANONYMITY

Anonymity in a security protocol is a property that has to

be defined w.r.t. an observer of the protocol execution. In our

approach, the observer is either an honest agent (as in [11],

[24], [26]) or the intruder (passive [6], [10], or active [24],

[26]). Honest agents as observers are limited to observing

some of the actions performed by the agents who interact

with him, while passive intruders as observers are capable to

observe the entire protocol execution. On the other side, honest

agents may have more deductive power than passive intruders

because they may know secret keys unknown to intruders.

Therefore, from the anonymity point of view, honest agents

and passive intruder as observers have incomparable powers.

While [6], [10] have considered only passive intruders as

observers, in [24], [26] active intruders were taken into con-

sideration too. This is because an action may be anonymous

w.r.t. a passive intruder but not w.r.t. an active one, and vice-

versa (see [26] and Theorem 5 in this paper).

Observers draw conclusions about protocol executions by

analyzing their current states. If two current states are “equiva-

lent”, then the conclusions should be equivalent. We formalize

this as follows. Given a pair of agent states (s, s′) define the

binary relation ∼s,s′ on message terms by [24], [26]:

• t ∼s,s′ t, for any t ∈ T0;

• t ∼s,s′ t
′, for any term t undecomposable over s and any

term t′ undecomposable over s′;

• (t1, t2) ∼s,s′ (t
′
1, t

′
2), for any terms t1, t2, t′1, and t′2 with

t1 ∼s,s′ t
′
1 and t2 ∼s,s′ t

′
2;

• {t}K ∼s,s′ {t
′}K , for any terms t and t′ and any key K

with t ∼s,s′ t
′ and K−1 ∈ analz(sm) ∩ analz(s′m).

Extend ∼s,s′ to facts by P (t1, . . . , ti) ∼s,s′ P (t
′
1, . . . , t

′
i) if

tj ∼s,s′ t
′
j for any 1 ≤ j ≤ i.

Two agent states s = (sm, sf ) and s′ = (s′m, s
′
f ) are called

observationally equivalent [24], [26], denoted s ∼ s′, if:
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TABLE I
DEDUCTION RULES

(S1)
sent(A, t, B)

sent(A, t), sent(A,B), sent(t, B)
(R1)

rec(A, t, x)

rec(A, t), rec(A, x), rec(t, x)
(RS)

rec(A, t, B)

sent(B, t, A)

(S2)
sent(A,B)

sent(A)
(R2)

rec(A, x)

rec(A)
(RGS)A

rec(A, t), gen(B, t, A)

sent(B, t, A)

(S3)
sent(A, t)

sent(A), sent(t)
(R3)

rec(A, t)

rec(A), rec(t)
(RAS)

rec(t), auth(A, t)

sent(A, t)

(S4)
sent(t, B)

sent(t)
(R4)

rec(t, x)

rec(t)
(SGS)A,B

sent(A, t), gen(A, t, B)

sent(A, t, B)

(S5)
sent(A, t, B), t′ ∈ trace(t, s)

sent(A, t′, B)
(R5)

rec(A, t, x), t′ ∈ trace(t, s)

rec(A, t′, x)
(RA)

rec(t, {t}Kd
A

)

auth(A, (t, {t}Kd
A

))

(RG)A
rec(A, {t}KAB

), ¬gen(A, {t}KAB
, B)

gen(B, {t}KAB
, A)

(RG′)A
rec(A, {t}K), shared key(C,A,B,K), ¬gen(A, {t}K , B)

gen(B, {t}K , A)

(RGR)A,B

rec(A, t, (B, I)), gen(B, t, A)

rec(A, t, B)
(SGR)B,C

sent(A, t, B), gen(C, t, B), hop(C,A,B, t)

rec(A, t, C)

(RShR)A,C

rec(A, {t}K), shared key(C,A,B,K), ¬gen(A, {t}K , B)

rec(B,K,C)

• analz(sm) ∩ T0 = analz(s′m) ∩ T0;

• (∀ϕ ∈ Analz(s))(∃ϕ′ ∈ Analz(s′))(ϕ ∼s,s′ ϕ
′);

• (∀ϕ′ ∈ Analz(s′))(∃ϕ ∈ Analz(s))(ϕ′ ∼s′,s ϕ).

That is, s and s′ are observationally equivalent if the agent can

derive the same meaningful information from any of these two

states. In other words, these two states are indistinguishable.

Two protocol states s and s′ are observationally equivalent

w.r.t. an agent A, denoted s ∼A s′, if sA ∼ s′A.

It was shown in [24], [26] that the observational equivalence

on agent states is an equivalence relation decidable in O(f4l4)
time complexity, where f is the maximum number of facts and

l is the maximum length of the messages in the states.

We use a fragment of the epistemic logic in [32], [11] to

reason about anonymity. Its syntax is

ϕ ::= p |ϕ ∧ ϕ | ¬ϕ |KAϕ

where p ranges over a countable set Φ of atomic propositions,

A ranges over a non-empty finite set A of agent names, and ϕ

in KAϕ does not contain any K operator. Denote by L(Φ,A)
the set of all formulas defined as above. As usual we use PAϕ

as an abbreviation for ¬KA¬ϕ.

Let P be a security protocol. The truth value of a formula

ϕ ∈ L(Φ,A) in P is defined as follows:

• P |= ϕ iff (P, s) |= ϕ, for any reachable state s in P;

• (P, s) |= p iff (P, sA) |= p, for some agent A ∈ A−{I};

• (P, s) |= ¬ϕ iff (P, s) 6|= ϕ;

• (P, s) |= ϕ ∧ ψ iff (P, s) |= ϕ and (P, s) |= ψ;

• (P, s) |= KAϕ iff (P, s′A) |= ϕ, for any reachable state

s′ with s′ ∼A s;

• for any formula ϕ without K operators and any A ∈ A,

(P, sA) |= ϕ is defined as follows:

– if ϕ = p then (P, sA) |= ϕ iff p ∈ Analz(sA);
– if ϕ = ϕ1 ∧ ϕ2 then (P, sA) |= ϕ iff (P, sA) |= ϕ1

and (P, sA) |= ϕ2;

– if ϕ = ¬ϕ1 then (P, sA) |= ϕ iff (P, sA) 6|= ϕ1.

We shall simply write s |= ϕ (sA |= ϕ) instead of (P, s) |=
ϕ ((P, sA) |= ϕ), whenever P is understood from the context.

The formula KAϕ means “agent A knows ϕ”. It holds in

a reachable state s if it holds in any reachable state that is

observationally equivalent to s w.r.t. A. PAϕ means “agent A

thinks that ϕ is possible”. It holds in a state s if it holds in

some reachable state observationally equivalent to s w.r.t. A.

Anonymity in security protocols will be defined for actions
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performed by agents, w.r.t. some observer. By an action we

will understand a sent-fact (also called sent-action), or a

rec-fact that does not contain terms of the form (B, I) (also

called rec-action). Therefore, the sent-actions are of the form

sent(A, t,B), sent(A, t), sent(A,B), sent(A), sent(t), or

sent(t, B), while the rec-actions are of the form rec(A, t,B),
rec(A, t), rec(A,B), rec(A), rec(t), or rec(t, B). By act we

will denote a generic action of the one of the forms above.

Each action, except for sent(t), sent(t, B), rec(t), and

rec(t, B), is performed by exactly one agent, namely, the first

argument of the corresponding sent- or rec-fact. These actions

are also called mono-agent actions. The actions sent(t),
sent(t, B), rec(t), and rec(t, B) may be performed by more

than one agent; they will be called multi-agent actions. If act is

a mono-agent action performed by some agent A, then we also

write act(A) just to specify the agent who performs the action.

If act is a multi-agent action, such as sent(t), sent(t, B),
rec(t), or rec(t, B), we also write act(t) just to specify the

message term involved in the action.

Definition 1: Let P be a security protocol, G a nonempty set

of agents, T a finite set of message terms, and X an observer

(agent) not in G.

1) A mono-agent action act(A) of P is anonymous

within G w.r.t. X if P |= ψ(act(A), G,X), where

ψ(act(A), G,X) = (PXact(A) ⇒
∧

C∈G PXact(C)).
2) A multi-agent action act(t) of P is anonymous

within T w.r.t. X if P |= ψ(act(t), T,X), where

ψ(act(t), T,X) = (PXact(t) ⇒
∧

t′∈T PXact(t
′)).

3) An action sent(A, t) is role interchangeable within G×
T w.r.t. X if the following property holds:

P |= PXsent(A, t) ⇒
∧

C∈G, t′∈T (PXsent(C, t
′) ⇒

PX(sent(A, t′) ∧ sent(C, t))).

A few explanations about these concepts are in order:

• Anonymity of act(A) within G w.r.t. X in P means that,

whenever X thinks that act(A) is possible at some state

s then, for any C ∈ G, X thinks that act(C) is possible

at some state s′ observationally equivalent to s.

• Role interchangeability simply means that, from the ob-

server’s point of view, two actions may be interchanged

between two distinct agents.

Sender (receiver) anonymity within a set of senders (re-

ceivers), as defined in [23], is a special case of anonymity of

a mono-agent sent-action (rec-action) within a set of agents.

The anonymity concepts introduced in Definition 1(1)(2)

are also called group anonymity concepts, and the sets G and

T in these definitions are called anonymity sets. Thus, group

anonymity says that the agent who performs an action or the

message which purports an action is not identifiable within a

set (group) of agents or messages, respectively.

We want to emphasize that the anonymity of an action which

contains messages, such as sent(A, t), should not be confused

with the secrecy of t. The anonymity of sent(A, t) within G

w.r.t. X means that X is not sure whether A sent the message

t because he was able to deduce that any member of G sent at

some point in the protocol the message t (although X might

knew the message t).

Example 2: Figure 2 presents a sequence of inferences in

the state s of the protocol in Figure 1, obtained by playing all

actions of the protocol (the right hand side column indicates

the inference process). It is not difficult to see that:

1. shared key(S, S,A,K) ∈ sS

2. shared key(S, S,B,K) ∈ sS

3. rec(S, {{t}K , {t
′}K}KSH

, (H, I)) ∈ sS

4. rec(S, {{t}K , {t
′}K}KSH

) 3, R1

5. rec(S, {t}K) 4, R5

6. rec(S, {t′}K) 4, R5

7. ¬gen(S, {t}K , A) ∈ sS

8. ¬gen(S, {t}K , B) ∈ sS

9. ¬gen(S, {t′}K , A) ∈ sS

10. ¬gen(S, {t′}K , B) ∈ sS

11. gen(A, {t}K , S) 5, 1, 7, (RG′)S

12. gen(B, {t}K , S) 5, 2, 8, (RG′)S

13. gen(A, {t′}K , S) 6, 1, 9, (RG′)S

14. gen(B, {t′}K , S) 6, 2, 10, (RG′)S

15. sent(A, {t}K , S) 5, 11, (RGS)S

16. sent(B, {t}K , S) 5, 12, (RGS)S

17. sent(A, {t′}K , S) 6, 13, (RGS)S

18. sent(B, {t′}K , S) 6, 14, (RGS)S

Fig. 2. Examples of inferences by the rules in Table I

• sent(A, t) is anonymous within {A,B} w.r.t. S (that is,

S cannot clearly identify whether A or B sent t);

• sent(A, t) is anonymous within {t, t′} w.r.t. S (that is,

S cannot clearly identify whether A sent t or t′);

• sent(A, t) is role interchangeable within {A,B}×{t, t′}
w.r.t. S (that is, from S’s point of view, A could have send

t and B could have send t′, or vice versa).

IV. RELATING ANONYMITY CONCEPTS

A. Basic properties of group anonymity

An action act of a security protocol is called a basic-

term action if all terms in the action are basic terms. For

instance, sent(A,NA, B), where NA is a nonce, is a basic-

term action, whereas the action sent(A, {NA}K , B) is not.

From definitions we obtain:

Lemma 3: For any basic-term action act, any agent X , and

any protocol states s and s′, the following property holds: if

s′ ∼X s then s′X |= act if and only if sX |= act.

Proposition 4: A basic-term action act(x) is anonymous

within a group G of basic terms w.r.t. X in a protocol P if

and only if, for any reachable state s in P , sX |= act(x)
implies (∀y ∈ G)(sX |= act(y)).
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Proof. Assume that act(x) is anonymous within a group G

w.r.t. X in P , and let s be a reachable state in P such that

sX |= act(x).
The anonymity of act(x) within G leads to the fact that for

any y ∈ G there exists a reachable state s′, observationally

equivalent to s w.r.t. X , such that s′X |= act(y). Lemma 3

leads then to sX |= act(y). As a conclusion, we obtain

sX |= act(x) ⇒ (∀y ∈ G)(sX |= act(y))

The converse is obtained in a similar way.

Anonymity highly depends on the intruder type, passive or

active. This is shown by Theorem 5 below: there are group

anonymous actions in protocols under passive intruders which

are not group anonymous if the intruder is active, and vice

versa, there are group anonymous actions in protocols under

active intruders which are not group anonymous if the intruder

is passive.

Theorem 5:

1) There are protocols P , actions act(x), groups G of

agents or message terms, and observers X such that

act(x) is anonymous within G w.r.t. X in P under a

passive intruder, but act(x) is not anonymous within G

w.r.t. X in P under an active intruder.

2) There are protocols P , actions act(x), groups G of

agents or message terms, and observers X such that

act(x) is anonymous within G w.r.t. X in P under an

active intruder, but act(x) is not anonymous within G

w.r.t. X in P under a passive intruder.

3) For any protocol P , basic-term action act(x), group G

of agents or basic terms, and observer X , if act(x)
is anonymous within G w.r.t. X in P under an active

intruder, then act(x) is anonymous within G w.r.t. X in

P under a passive intruder.

The following results relate the group anonymity concepts

for various actions.

Theorem 6: Let P be a security protocol with the property

that for any agents A,X ∈ A− {I}, any message t, and any

reachable state s, if sX |= (rec(t) ∧ auth(A, t)) then there

exists B ∈ A − {A, I} such that sX |= sent(A, t,B). Then,

the following properties hold in P (G is a set of agents, T is

a set of messages, and X is an observer):

1) If
∧

B∈A−{A,I} ψ(sent(A, t,B), G,X) holds in P , then

ψ(sent(A, t), G,X) holds in P;

2) If
∧

t∈T ψ(sent(A, t,B), G,X) holds in P , then

ψ(sent(A,B), G,X) holds in P;

3) If
∧

B∈A−{A,I} ψ(sent(A,B), G,X) holds in P , then

ψ(sent(A), G,X) holds in P;

4) If
∧

t∈T ψ(sent(A, t), G,X) holds in P , then

ψ(sent(A), G,X) holds in P;

5) If
∧

B∈A−{I} ψ(sent(t, B), T,X) holds in P , then

ψ(sent(t), T,X) holds in P .

The hypothesis in Theorem 6 is quite natural: if an agent

X receives a message authenticated by some agent A, then he

draw the conclusion that A sent that message to some other

agent B.

Figure 3 pictorially represents the implications in Theorem

6. Moreover, it is not difficult to find examples of protocols

ψ(sent(A), G,X)

ψ(sent(A, t), G,X)

ψ(sent(A,B), G,X)

ψ(sent(A, t,B), G,X)

ψ(sent(t, B), T,X) ψ(sent(t), T,X)

∀t

∀B∀t

∀B

∀B

Fig. 3. Relationships between group anonymity concepts

where ψ(sent(A,B), G,X) holds but ψ(sent(A, t), G,X)
does not hold, and vice versa. That is, ψ(sent(A,B), G,X)
and ψ(sent(A, t), G,X) are incomparable.

Under the sender identifiability restriction, Theorem 6 holds

for rec-actions too.

Definition 7: Let P be a security protocol. An action

rec(A, t) (rec(A), rec(t), resp.) is sender identifiable if, for

any X and reachable state s of P with sX |= rec(A, t)
(sX |= rec(A), sX |= rec(t), resp.) there exists B such that

sX |= rec(A, t,B) (sX |= rec(A,B), sX |= rec(t, B), resp.).

It is obvious that rec(A, t), rec(A), and rec(t) are all sender

identifiable in any protocol P under a passive intruder. Similar

to Theorem 6 we obtain the following result.

Theorem 8: The following properties hold in any security

protocol P (G is a set of agents, T is a set of messages, and

X is an observer but not I):

1) If
∧

B∈A−{A,I} ψ(rec(A, t,B), G,X) holds in P and

rec(A, t) is sender identifiable, then ψ(rec(A, t), G,X)
holds in P;

2) If P |=
∧

t∈T ψ(rec(A, t,B), G,X) holds in P , then

ψ(rec(A,B), G,X) holds in P;

3) If
∧

B∈A−{A,I} ψ(rec(A,B), G,X) holds in P and

rec(A) is sender identifiable, then ψ(rec(A), G,X)
holds in P;

4) If
∧

t∈T ψ(rec(A, t), G,X) holds in P and rec(A) is

sender identifiable, then ψ(rec(A), G,X) holds in P;

5) If
∧

B∈A−{I} ψ(rec(t, B), T,X) holds in P and rec(t)
is sender identifiable, then ψ(rec(t), T,X) holds in P .

B. Minimal and group anonymity

An action act of a protocol P is minimally anonymous w.r.t.

X [24], [26] if P |= (act ⇒ ¬KXact). Using a multi-agent

framework, it has been shown [11] that any exclusive action

which is anonymous within a group of agents is also minimally

anonymous (w.r.t. the same observer). The exclusiveness of

an action means that no two different agents can perform the

action. This result holds in our framework too.
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Definition 9: Let P be a security protocol and A an honest

agent. An action act(A) performed by A is locally exclusive

if sB |= ¬(act(A) ∧ act(A′)), for any reachable state s of P ,

any honest agent B, and any honest agent A′ 6= A.

Proposition 10: If a locally exclusive action act(A) of a

security protocol P is anonymous within G w.r.t. an honest

agent H and |G| ≥ 3, then act(A) is minimally anonymous

w.r.t. H .

If the agent H in Proposition 10 is replaced by the intruder,

then Proposition 10 might not hold. This is because if an action

act(A) is in some state of H , then the action still may be

anonymous within some set G w.r.t. H , but it is definitely not

minimally anonymous w.r.t. H .

If the local exclusiveness of an action fails to hold, then the

conclusion of Proposition 10 may fail too.

C. Role interchangeability and group anonymity

As it was remarked in [12], [20] using a multi-agent

framework, role interchangeability implies group anonymity,

under certain conditions. We recall this result here in our

security protocol framework.

Definition 11: Let P be a security protocol, G ⊆ A− {I}
a set of agents, and T ⊆ T a finite set of message terms, and

X an observer. We say that an action sent(A, t) is (G× T )-
observable w.r.t. X if the following property holds

sX |= (sent(A, t) ⇒
∧

C∈G

∨

t′∈T

sent(C, t′))

for any reachable state s in P .

One can easily prove now the following result:

Proposition 12: Let P be a security protocol, G ⊆ A −
{I} a set of agents, T ⊆ T a finite set of message terms,

and X an observer. If X is not in G and sent(A, t) is role

interchangeable within G × T and (G × T )-observable w.r.t.

X , then sent(A, t) is anonymous within G w.r.t. X .

Role interchangeability can similarly be formulated for

actions like sent(A,B), rec(A, t), or rec(A,B).

V. DECIDING GROUP ANONYMITY

In this section we establish several undecidability results for

the anonymity concepts defined so far. The proofs are based on

the undecidability of the halting problem for counter machines

and various reduction techniques.

Each action has a type which is a tuple. For instance,

sent(A, t,B) has type (s, a,m, a) and rec(A, t) has type

(r, a,m), where s stands for “sent”, r stands for “rec”, a

for “agent”, and m for “message”.

Each action type τ induces two decision problems:

1) the group anonymity problem for type τ actions w.r.t.

an honest agent, abbreviated GAP (τ), which is the

problem to decide, given a security protocol P , a type

τ action act, a non-empty set G of honest agents or

messages, and an honest agent H not in G, whether act

is anonymous within G w.r.t. H in P;

2) the group anonymity problem for type τ actions w.r.t. the

intruder, abbreviated GAPI(τ), which is the problem to

decide, given a security protocol P , a type τ action act, a

non-empty set G of honest agents or messages, whether

act is anonymous within G w.r.t. the intruder.

Now, we can prove the following theorem.

Theorem 13:

1) GAP (τ) is undecidable in unrestricted security proto-

cols, for any action type τ .

2) GAPI(τ) is undecidable in unrestricted protocols, for

any sent-action type τ .

In Section IV-B it has been shown that group anonymity

implies minimal anonymity in case of exclusive actions. How-

ever, exclusiveness is undecidable.

Theorem 14: Local exclusiveness problems is undecidable

in unrestricted security protocol.

Role interchangeability is an undecidable problem too. It

is the problem to decide, given a security protocol P , an

action sent(A, t), a group G ⊆ A−{I} of agents, a finite set

T ⊆ T of message terms, and an honest observer H , whether

sent(A, t) is role interchangeable within G× T w.r.t. H .

Theorem 15: Role interchangeability is undecidable in un-

restricted security protocols.

VI. COMPLEXITY OF GROUP ANONYMITY

The group anonymity problem is undecidable in unrestricted

security protocols. Clearly, if we focus on bounded security

protocols then group anonymity is decidable. In this section

we study the complexity of this problem. Recall first a few

concepts regarding bounded protocols [30].

Let P = (S, C, w) be a security protocol, T ⊆ T0 a finite

set, and k ≥ 1. A (T, k)-run of P is any run with the property

that all terms in the run are built up upon T and all messages

communicated in the course of the run have length at most

k. When for P only (T, k)-runs are considered we say that it

is a protocol under (T, k)-runs or a (T, k)-bounded protocol,

and denote this by (P, T, k). A bounded protocol is a (T, k)-
bounded protocol, for some finite set T ⊆ T0 and k ≥ 1.

A 1-session (T, k)-run of P is any (T, k)-run of P obtained

by applying each role at most once (not necessarily in its

entirety), under the same substitution (i.e., all its events are

defined by using the same substitution). Therefore, any 1-

session (T, k)-run has length at most |w|. When for the

protocol P only 1-session (T, k)-runs are considered we say

that it is a 1-session (T, k)-bounded protocol. A 1-session

bounded protocol is a 1-session (T, k)-bounded protocol, for

some finite set T ⊆ T0 and k ≥ 1.

In [30] it has been shown that the number of distinct

events in a (T, k)-run of a protocol P is exponential in

poly(size(P)), where size(P) = |w| + k log |T | and poly is

a polynomial. For 1-session (T, k)-runs, the number of events
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in each such run is at most the length of the protocol’s body.

Although the term log|T | is not necessary to define the size

of a 1-session (T, k)-bounded protocol, we will use the same

protocol size as defined above just for the sake of uniformity

with the results in [30].

The following technical lemma [26] will be very useful in

estimating the time complexity of our algorithms.

Lemma 16 ([26]): Let P = (S, C, w) be a (T, k)-bounded

protocol, s be the last state of some run of length n of P , A

an agent, t be a message of length at most k over T , and ϕ a

fact whose terms have length at most k. Then,

1) it is decidable in O(nk2) time whether t is derivable

from sA,m (i.e., t ∈ sA,m);

2) it is decidable in O(n3k6) time whether ϕ ∈
Analz(sA);

3) it is decidable in O(n3k6|w|) time whether ϕ ∈
Analz(sB) for some agent B.

The state space of a bounded security protocol is finite

and so we are able to decide whether an action act(x) is

anonymous within some group G w.r.t. some observer X .

An obvious algorithm for deciding this would search the

state space twice: first, the algorithm detects a state s with

sX |= act(x) and then, for each y ∈ G, the algorithm searches

for a state s′ with s′ ∼X x and s′X |= act(y). As the number

of events of a bounded security protocol is exponential w.r.t.

the size of the protocol [30], this algorithm has a very high

time complexity (w.r.t. the size of the protocol).

If we restrict the group anonymity problem to basic-term

actions (Section IV-A) then Proposition 4 shows that only one

search through the state space would suffice.

Theorem 17: GAP (τ) and GAPI(τ) are in NEXPTIME

for any τ if they are restricted to basic-term actions of

type τ and bounded security protocols. Moreover, except for

GAPI(τ) where τ is a rec-action type, all the other group

anonymity problems restricted as above are complete for

NEXPTIME.

If we restrict more bounded security protocols by allowing

only 1-session runs, then we obtain the following results.

Theorem 18: GAP (τ) and GAPI(τ) are in NP for any τ if

they are restricted to basic-term actions of type τ and 1-session

bounded security protocols. Moreover, except for GAPI(τ)
where τ is a rec-action type, all the other group anonymity

problems restricted as above are complete for NP .

VII. CONCLUSIONS

Employing the epistemic logic framework developed in

[24], [26], this paper proposes an approach to group anonymity

in security protocols. This is formulated with respect to an

honest agent and with respect to the intruder. A large spec-

trum of relationships between, and properties of, anonymity

concepts were provided. One of the most interesting properties

states that a group anonymous action in a security protocol

under a passive intruder might not be group anonymous in the

same security protocol if the intruder is active, and vice-versa.

It is shown that group anonymity is undecidable in unre-

stricted security protocols. Clearly, it becomes decidable in

bounded security protocols. More precisely, group anonymity

is complete for NEXPTIME if it restricted to basic-term

actions and bounded security protocols, and it is complete for

NP if it restricted to basic-term actions and 1-session bounded

security protocols. These results show how difficult is to prove

group anonymity for bounded security protocols. In practice,

one has to design decision tools for group anonymity to work

on restricted classes of protocols in order to obtain feasible

results. We are not aware of any approaches for “practical

classes of security protocols”. However, there are tools such

as MCMAS [33], [34] and PRISM [35] capable to check

epistemic formulas on “not very complex” security protocols

met in practice.
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