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Abstract—Identity verification using biometric methods has
been used for many years. A special case is a handwritten
signature made on a digital device or piece of paper. For
the digital analysis and verification of its authenticity, special
methods are needed. Unfortunately, this is a rather complicated
task that quite often requires complex processing techniques.
In this paper, we propose a system of signatures verification
consisting of two stages. In the first one, a signature pattern is
created. Thanks to this, the first attempt to verify identity takes
place. In the case of approval, the second stage is followed by
the processing of a graphic sample containing a signature by the
convolutional neural network. The proposed technique has been
described, tested and discussed due to its practical use.

I. INTRODUCTION

U
SING signature, we can confirm our identity. This is

particularly important in the case of signing contracts or

receiving parcels from couriers. In each of these situations, we

confirm something with signature. Of course, such a signature

may differ each time we use it. The reason is his elaboration,

which means that the more we sign, the more stable it will

be. Lawyers, politicians or office workers who often sign on

different documents will have a stable and permanent signature

very quickly. Consequently, such a signature is very important

as an element of our identity.

Unfortunately, there are situations where such a signature is

forged for fraud purposes. To prevent this, it is worth having

a signature, which minimizes the possibility of counterfeiting.

This is possible thanks to a much smoother writing process,

pen pressure, or runtime. All these features are often used

in the authentication process. In practice, such verification is

not an easy thing, which is why the complicated methods of

artificial intelligence are often used.

An important element of verification process is the classifier,

which makes decisions with a certain probability. The most

popular are artificial neural networks which are inspired by

the mechanisms occurring in the brain. An important element

of scientific research is the improvement and design of new so-

lutions that may later be used in biometrics [1]–[6]. One of the

last achievements in this field are papers on the interpretation

of the signature in numerical form and the use of so-processed

samples in the training process [7], [8]. Interesting approach

was presented in [9], where the authors described a technique

that uses a single record with a signature.

The cited works show great effectiveness, however, it is

worth paying attention to the mechanism of such software.

Quite a frequent mechanism is processing not on the device,

but in the computing cloud [10]. Another thing is the front-

end of the software and the ways in which the application

is displayed to the user [11], [12]. Conducted research is not

only related to the signature but also to other elements that can

confirm our identity, an example of which are the fingerprint

and iris of the eye [13]–[15].

In this paper, we present a system for signature verification

based on two stages based on image processing and convolu-

tional neural networks.

II. SIGNATURE PROCESSING

Each graphic sample containing a signature should be

processed. The main reason is the inclination of the signature

relative to the straight line. In order to analyze or to compare

two signatures, both samples should be arranged on the same

straight line without any inclination.

The slope of the signature can be calculated using the linear

approximation for the given set in the discrete form. The

signature is a graphic file that should be saved in numerical

form. The first step is to binarize the image. Each pixel in

the image is described in the RGB color system (Red-Green-

Blue), so the binarization will mean replacing all colors with

white or black one using the following equation


































∑

i∈{R,G,B}

i(p)

3
<

[

255

2

]

then R(p) = G(p) = B(p) = 0
∑

i∈{R,G,B}

i(p)

3
>

[

255

2

]

then R(p) = G(p) = B(p) = 255

(1)

where functions R(·), G(·) and B(·) are a color component

of pixel p. The value on the right of the inequality means the

total value of the center of the color range in the RGB model.

As already mentioned, the image after the binarization

process consists of two colors – black and white, where
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the black pixels represent the signature. Each pixel can be

interpreted as a coordinate (x, y). Taking these points, we have

a set of points on the Cartesian plane given discreetly. On its

basis, it is possible to calculate the slope of the signature using

the linear function equation in the following form

f(x) = y = a0 + a1x ⇒ a0 = tan(α) ⇒ α = arctan(a0).
(2)

It is easy to see that having a coefficient a0, the slope can

be calculated. However, the value of a0 must be calculated.

Suppose that the set of points has n elements, then we are

looking for such a function f(x), for which the following

condition will occur

f(xi) = yi, i = 0, . . . n− 1. (3)

Assume that for a set of points {(xi, yi)} where i ∈ {0, n−1},

a function S(a0, a1) will be presented as

S(a0, a1) =
n−1
∑

i=0

(yi − a0 − a1xi)
2 (4)

Therefore, the system of normal equations has the following

form
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By grouping the above two equations, we get
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The above system of equations is linear, so it can be saved in

a simpler form as

X ·A = Y, (9)

where A, X , Y are a matrices defined as
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Finally, searched coefficients can be obtained by

A = X−1 · Y. (11)

In this way, we obtain the coefficients of the approximated

linear function, and thus using the equation (2), it is possible

to find the slope of the signature for which the image with the

signature should be rotated.

Having a processed and rotated image, we put together

several signatures belonging to the same person. The impo-

sition of images consists in creating matrix with a dimension

adequate to the samples (if the samples are of different sizes,

they should be normalized to the same one). This matrix

should be filled with 0 (which is understood as a white pixel).

Then, for each image, pixels are checked. If there is a black

pixel at a given position in the image, then the value in this

matrix is increased by 1.

Such a matrix allows us to create patterns. The higher the

value of a given matrix element, the more often the pixel

appears and can be treated as a feature.

The smallest values should be replaced with zeros. The

selection of this value depends on the number of samples used

in the process of its creation. As part of the experiments to be

carried out, the optimal value was determined as n
2 or n−1

2 .

Such a matrix can be applied to a new, processed signature.

In this case, we calculate the number of black pixels of the

signature that are on the positions in the matrix (where the

elements are different from zero). This allows us to calculate

the percentage coverage of features.

III. CONVOLUTIONAL NEURAL NETWORK

The previous stage allowed the creation of a technique

that gives the percentage quality of coverage of the main

features. Unfortunately, it does not allow the verification

process itself. For this purpose, we use Convolutional Neural

Network (CNN) [16], which are a mathematical model of

action having place in the primary cortex. These structure take

the image at the entrance, and at the output they return the

class to which the input belongs with a certain probability.

Structure construction can be described using three layers.

The first two layers are used to feature extraction and are

called convolutional and pooling. The first type processes the

image using a certain filter ω defined as a matrix and a step

S through which this matrix will be moved. The next layer

is called pooling which reduces the size of the image using

the selected function. If the image is to be reduced to t times,

a matrix of size t × t is created, in which only one pixel is

selected and this matrix is shifted in the image, resulting in a

reduced image. Next, a classic neural network is created that

forms the last layer of the network.

The structure itself is quite simple in its model, however,

it must be added that the layers are connected to each other

thanks to synapses burdened with weights. At the initial stage

of creating networks, they are generated in a random way.

Using the training algorithm, they are modified due to input

data. The most commonly used algorithm is Adaptive Moment

Estimation (Adam).The algorithm consists in calculating the

mean values m of the gradient and the second momentum

(variance) v in each iteration t. Let us assume that w(t) will

be understood as a parameters and L(t)(·) as a loss function.

Formally, the equations for these values are as follows

mt = β1mt−1 + (1− β1)gt, (12)

vt = β2vt−1 + (1− β2)g
2
t , (13)
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Figure 1: Red arrows indicate the preparation process and blue arrows verification process.

Layer Output Shape

Convolutional (None,148,148,32)
Activation (None,148,148,32)
MaxPooling (None,74,74,32)
Convolutional (None,72,72,32)
Activation (None,72,72,32)
MaxPooling (None,36,36,32)
Convolutional (None,34,34,64)
Activation (None,34,34,64)
MaxPooling (None,17,17,64)
Flatten (None,18496)
Dense (None,64)
Activation (None,64)
Dropout (None,64)
Dense (None,2)
Activation (None,2)

Table I: Convolutional neural network architecture.

where β1 and β2 are decay coefficients, whcich values are

close to 1. The correction for a given moment is defined as

m̂t =
mt

1− βt
1

, (14)

v̂t =
vt

1− βt
2

, (15)

which are used to update the value

θt+1 = θt −
η√

v̂t + ǫ
m̂t, (16)

where ǫ is a constant, small value used to prevent dividing by

0 and η is the learning rate.

IV. SIGNATURE VERIFICATION MODEL

The proposed system consists of image processing or nor-

malization of the sample, and then using it in two stages.

The first one is to create a matrix or use it to check the

percentage of coverage of features. If the obtained value

exceeds the threshold value, then this sample is classified by

the convolutional neural network. The graphical illustration of

the model is shown in Fig. 1. This action reduces the number

of operations performed by possibly rejecting the sample due

to the feature matrix.

Assuming that the system should enable the identity verifi-

cation of several people, the signature is analyzed in relation to

all matrices in the database. If for any of them, the percentage

threshold is exceeded, it is classified by the network. In case

the matrix and network return different results, the system will

not be able to clearly identify the owner of the sample.

V. EXPERIMENTS

For testing purposes, a small signature database of two

people was created, consisting of 50 samples (25 per per-

son). In addition, 20 samples (10 for each person) of fake

signatures were created (tried to imitate other’s signatures). In

the classifier learning process, all samples were normalized to

the dimension 150× 150 pixels. Used architecture of CNN is

presented in Tab. I.

The features matrix was tested for different values, and the

best efficiency (in an empirical way) was obtained for a value

equal to n−1
2 . Classifier was trained 10 epochs using 70% :

30% of samples (training to validation number of samples).

The history of training is shown in Fig. 2
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Figure 2: Graphs of training history using 50 samples (35:15

training : validation).

Figure 3: Confusion matrix for average results contained from

10 attemps.

The effectiveness of the classification for two people was

achieved at 94%, which is a very good result considering

the number of samples in the training process. It is worth

noting that after training the classifier, fake samples were used

in order to verify the operation of the proposed system. 11

signatures were rejected at the level of the features matrix

and the remaining ones were classified by the classifier. The

average probability of belonging to these people was in the

range 33−90%, what is a good result. The optimistic approach

is the result of the fact that the original samples were classified

above 83%, what allows to reject counterfeit signatures except

for selected images. The network was trained ten times in order

to obtain an average classification value, which was achieved

at 91%, the average results of classification was presented in

confusion matrix in Fig. 3.

VI. CONCLUSION

The described method of identity verification based on

the signature indicates high efficiency. The experiments were

carried out on the basis of a total sum of samples equal to 50,
which is quite a small amount. It is worth noting that adding

verification using the matrix of features allowed to reduce

the operations performed using CNN because it rejected over

half of suspicious samples before the verification stage. This

solution indicates the possibility of obtaining better efficiency

using more extensive techniques for creating matrix pattern

using other features.
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A. Karpavičius, “Problems of authorship identification of the national
language electronic discourse,” in International Conference on

Information and Software Technologies. Springer, 2015, pp. 415–432.
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