Improving unloading time prediction for Vehicle Routing Problem based on GPS data
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Abstract—The problem of transport optimization is of great importance for the successful operation of distribution companies. To successfully find routes, it is necessary to provide accurate input data on orders, customer location, vehicle fleet, depots, and delivery restrictions. Most of the input data can be provided through the order creation process or the use of various online services. One of the most important inputs is an estimate of the unloading time of the goods for each customer. The number of customers that the vehicle serves during the day directly depends on the time of unloading. This estimate depends on the number of items, weight and volume of orders, but also on the specific of customers, such as the proximity of parking or crowds at the unloading location. Customers repeat over time, and unloading time can be calculated from GPS data history. The paper describes the innovative application of machine learning techniques and delivery history obtained through a GPS vehicle tracking system for a more accurate estimate of unloading time. The application of techniques gave quality results and significantly improved the accuracy of unloading time data by 83.27% compared to previously used methods. The proposed method has been implemented for some of the largest distribution companies in Bosnia and Herzegovina.
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I. INTRODUCTION

The problem of transport routes optimization and optimal utilization of the transport fleet is a researched problem which is constantly and continuously researched due to its importance. The Vehicle Routing Problem (VRP) is a class of problems in which it is necessary to find the optimal route by which a vehicle from an available vehicle fleet visit the number of customers (delivery points), starting from the central depot and returning to the same location after the completion of customer service. The optimal route is primarily the one with the minimum cost of serving all customers [1]. These optimization problems become extremely complex if a large number of customers need to be served. If many real limitations are added, such as customer time windows, goods unloading times, ways of packing goods in vehicles, predefined capacity, working hours and diverse vehicle fleet, fixed and variable vehicle costs, these problems become a real challenge to solve. These limitations drastically reduce the number of available approaches, models and algorithms that could be applied to a complex set of input data.

With the progress of logistics processes in the early 1950s [1], there has been a large amount of research focusing on their various applications. The importance of logistics management has grown significantly in recent years with the globalization of this process. Logistics tries to optimize existing distribution processes. One of the most important elements in logistics chains is the transport system. According to numerous studies, transport accounts for a third of the total logistics cost, and transport systems significantly affect the performance of the complete logistics system. Transport is necessary in the complete process of production of goods, from production to delivery of goods to end customers. Only in the case of good coordination between all components it is possible to get the maximum benefit for distributors and manufacturers. Without a well-developed transport system, logistics planning cannot reach its full potential. Therefore, it is indisputable that quality transport systems can increase efficiency, reduce operating costs, and increase the quality of service. Success in solving the problem of vehicle routing can significantly improve the processes in the transport part of each company’s business.

In order for any system for optimization of transport routes to be usable by a certain company, it is necessary to determine the appropriate input parameters of the algorithm (as accurately as possible), such as parameters for customers, vehicles, restrictions, etc. One of the most important parameters that is very difficult to determine is the time of service (unloading of goods) for each customer. For these purposes, an approximate method of determining the time of unloading was proposed in [2] [3], which is based on a relation that depends on the number of ordered items, weight and volume of the customer’s order. However, a real example of a distribution company has shown that this parameter can vary significantly, and that it can be determined more accurately based on the analysis of available historical GPS data and modern machine learning methods. The time of unloading is determined more realistically for each customer, whereby several modern machine learning algorithms have been implemented. After that, the voting system selects the results with the highest reliability. The resulting unloading time then becomes the part of the implemented transport optimization system, and the final transport routes are fully feasible in a real environment, which is the most important fact for any company whose transport is an integral segment. These facts were the motivation to implement several algorithms for more accurate determination...
of unloading time, and compare the results. On the other hand, in most scientific research in the field of solving VRP problems, this parameter is taken as known in advance, which is not a common case in the real-world application.

The paper consists of five sections. In this first section, an introduction is presented with a defined problem and motivation for solving it. Section 2 presents a detailed review of the research literature. In the third section, the implementation and used techniques are presented and described in detail, while in the fourth section, the obtained results are presented. In the last section, the conclusions of the paper are presented, as well as guidelines for future research.

II. RELATED WORK

The Vehicle Routing Problem belongs to a class of NP-hard problems. This means that no deterministic algorithm will provide an optimal solution in real time. Over the years, many heuristic algorithms have been developed for different variations of the problem. The paper [4] describes the results of research over 50 years in the field of vehicle routing. In [5], different metaheuristic approaches for solving the VRP have been described. In papers [6] and [7], recent progress in the field is described. Many different approaches and algorithms have been widely used, such as: Simulated annealing [8], Tabu search [9], Genetic algorithm [10], Bat algorithm [11], Firefly algorithm [12] etc. When solving the vehicle routing problem, it is necessary to adjust a number of parameters and input data for the algorithm, which can be a difficult problem for real application [3].

In the paper [13], the concept of a smart warehouse management system is described, which is based on a series of optimization algorithms and the application of historical data to improve business. However, for the successful operation of distribution companies, it is necessary to optimize the operation of all segments, which especially refers to transport as one of the most expensive operations.

The idea of using GPS and geographic data from history for optimization processes permeates other scientific and industrial fields, such as the music and event planning industry [14], [15], social event detection [16], or even coronavirus tracking [17] etc.

In [18], the methods for improving the performance of the vehicle routing algorithms based on the GPS data have been described. In the same paper, the algorithm for using the GPS data to detect deliveries is described. When using the GPS data, it is necessary to ensure the accuracy. In [19], the innovative algorithm for anomaly detection in GPS data is described. The algorithm is inspired by the QRS complex detection algorithms in ECG signals.

III. CASE STUDY

The desired functionality is realised through four stages, each of which is delegated to a separate module: data_preparation, model_building, prediction, service. The figure 1 contains a diagram describing the means by which these components interact with one another as well as with the database and the client utilizing the service. What follows afterwards is an overview of their implementation and their respective roles in the system.

![Figure 1: Schematic depiction of application workflow](Image)

The data_preparation step is mainly responsible for fetching required data from the database. Each fetched record contains the following for a particular delivery: customer’s numeric ID, number of articles, total weight, total volume and time of unloading. A delivery fulfills a customer’s order. Orders are also present in the database. Every order contains one or more articles each having a weight and a volume. The total weight of a delivery is the sum of the individual weights of all articles within the corresponding order. The total volume is obtained in the same manner. The unloading time is calculated based on the GPS history data. The algorithm calculates the length of all stops in customer’s range. If one stop belongs to more than one customer, the unloading time is proportionally divided by the estimated unloading time for each customer in range. The detailed algorithm for unloading time detection from GPS data is described in [18].

Since inspection of data uncovered a number of undoubtedly incorrect records, they are removed from the pool using a criterion of either an impossibly low weight-to-volume ratio or an impossibly high time of unloading. After this, the number of records for each respective customer is extracted and saved as data_counts. In addition, this module defines the minimum number of data points a customer must have available for a separate model to be built for them. All customers with less data points are aggregated in the others object, so a single model can be built. This choice was made to...
prevent building models on too few data points. The grouping of the original query result by customer ID is stored in customers_groups.

The model_building module builds required models based on data processed in the previous stage. Algorithm 1 outlines the procedure.

**Algorithm 1: Model-building**

```python
estimators=estimators to test;
params=parameters to test for each estimator;
foreach customer ∈ customers_iter do
    cv=appropriate cross-validation method;
    scoring=neg_root_mean_square_error;
    best_estimator=None;
    best_score=-∞;
    scaler=None;
    foreach est ∈ estimators do
        current_scaler=None;
        if est needs scaling then
            current_scaler=scaler object;
            scale inputs using current_scaler;
            find parameter from params[est] which maximises scoring metric;
            current_best=score for found parameter;
        if current_best>best_score then
            best_estimator=est;
            best_score=current_best;
            scaler=current_scaler;
        end
    save best_estimator, scaler, best_score to file in "models" directory;
end
```

At the time of writing, estimators being considered are linear regression, ridge regression, lasso regression, k nearest neighbors regression, random forest regression and SVM regression (using linear kernel).

Cross-validation method is selected based on the number of data points for a given customer: leave-one-out is used if less than 60 are available and 10-fold cross-validation otherwise. Root mean square error is chosen as a criterion to compare models for two reasons. First, the objective is to maximise predictive power. Second, r2, a frequently used scoring metric, is a measure of the reduction in variance accounted for by the independent variables and is, as such, extremely sensitive to outliers at low numbers of data points. Moreover, given that certain models require all input variables to be equally scaled, it is necessary to perform normalization prior to model evaluation. Several known normalization methods were tested during development leading to a conclusion that this selection has no significant impact on model performance. A method which utilizes quartiles was chosen due to its resilience to outliers. The reason for not fully removing outliers is the difficulty of detecting them caused by the absence of sufficient data points per customer necessary to assess the distribution of input variables. The large quantity of customers in the database prompt the model-building process to be a lengthy one. Hence, it is scheduled to automatically execute on a weekly basis, and the resulting models are stored as binary files. The accompanying normalizing method, as well as the root mean squared error and the r2 score, are stored along with the best-performing model for each customer.

The prediction module implements a prediction function which, for a given customer ID, number of articles, total weight and volume of delivery, returns the predicted value of unloading time, the number of data points the prediction is based on and a 1-10 score quantifying the confidence in the prediction. Number of data points is obtained from the data_counts file. This is done since records generated later than the most recent model building do not need to be considered. The corresponding model object is obtained from its binary file. Normalization is performed on passed arguments if demanded by the model. Confidence score is calculated based on the r2 and root mean squared error also contained in the model object in the following manner. The intervals [0, 1] and [0, 12] are divided linearly into 10 segments. The r2 score is assigned a 1-10 score on the basis of the segment it belongs to. Similarly, the root mean squared error is assigned a 1-10 score as well. In both cases, a greater score corresponds to a better performing model. These two scores are then averaged (at the time of writing, both are assigned an equal weight of 0.5) which produces the final confidence score. Confidence is established by the use of two different evaluation metrics since inspection of results discovered that, while both are indicative of predictive power, they do not necessarily correlate with one another.

The final component (service) provides an interface for services which other components can use. A HTTP request is made containing the customer ID, number of articles, total weight and volume of delivery as parameters. The response contains the result of the prediction function in JSON format. This service can be used as a part of the VRP solver.

### IV. RESULTS AND DISCUSSION

Slow accumulation of data points per customer proved to be the main difficulty for every aspect of development, result collection and analysis included. For this purpose, several model files generated by a previous execution of the model-building module were saved. At a later time, the database was queried for the data required for predictions. Therefore, the data contains records that were not present at the time of model-building execution. This section will briefly discuss the results of applying the saved models to (at the time of writing) up to date data for two particular customers.

Figures 2 and 3 show scatter plots depicting the relationship of each input feature (number of articles, total weight and total volume) to the dependent variable (time of unloading) for each customer separately. In the case of Customer 1, a clear and fairly strong linear relationship can be recognized. The algorithm selected linear regression as the best-performing model. The absence of a linear relationship regarding Customer 2 is
also reflected in the algorithm’s model choice - in this case, random forest regression was selected. In both instances, the models yielded satisfactory results: root mean squared error of 6.12 and 4.05 minutes for customers 1 and 2 respectively. These values are not significantly higher than the respective errors for data sets the models were built on (as a matter of fact, the mean error for customer 2 decreased with the addition of new records), indicating that the models were not overfit.

![Figure 2: Scatter plots for customer 1](image1)

![Figure 3: Scatter plots for customer 2](image2)

Table I summarises the results of a larger-scale test. It was conducted in a similar manner to two previously discussed customer-specific tests. Models built during development for the 33 customers with the most records were saved and applied to up to date data. A prediction is deemed accurate if it differed from the correct value by either no more than 3 minutes or no more than 20%. Percentage of improved results refers to the percentage of instances in which the algorithm yielded a better result than the previously used prediction formula described in [20]. That formula is obtained on the experimental way and depends of several parameters for each customer: (i) Number of articles, (ii) Total ordered volume, (iii) Total ordered weight, and (iv) Predefined unloading time constant. The correction factor is added after the calculation of the unloading time, and it is determined based on the previously available historical data for the appropriate customer. In the cases where the algorithm was outperformed by formula, the differences in predictive power were significantly smaller than those in cases where the algorithm performed better. It is expected that the accuracy will increase with time, so it can be stated that this approach gave significantly better results compared to the previous one.

It is worth noting that the process of estimating unloading time from GPS data itself uses the predictions: when a vehicle makes a single stop in close proximity to multiple customers and serves them, the total time expended is divided among these customers in proportion to their predicted unloading times. There is thus reason to believe that further improvement of predictions will lead to more accurate estimates in the database.

V. CONCLUSION AND FUTURE WORK

The paper describes an innovative way to improve the vehicle routing process. Improvement is achieved by analyzing GPS data and earlier deliveries. The obtained data were used with modern machine learning techniques, which improved the estimation of unloading time at customers. Based on the customer data, weight, volume and number of items in the order, an estimate of unloading time is created which is used as input data to resolve the VRP.

The described technique is used as part of the transport management system for some of the largest distribution companies in Bosnia and Herzegovina, and improvements over the standard statistical estimate are noticeable. Therefore, research in this area can significantly improve the vehicle fleet routing process.

In the future, it is planned to implement additional parameters to create the model, such as dispatcher and driver feedback for the estimated time, and a number of other improvements.

### Table I: Results

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of models built</td>
<td>33</td>
</tr>
<tr>
<td>Min. number of data points</td>
<td>19</td>
</tr>
<tr>
<td>Max. number of data points</td>
<td>38</td>
</tr>
<tr>
<td>Total number of data points</td>
<td>807</td>
</tr>
<tr>
<td>Percentage of improved results</td>
<td>83.27%</td>
</tr>
<tr>
<td>Percentage of accurate predictions</td>
<td>63.57%</td>
</tr>
</tbody>
</table>
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