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Abstract—Convolution filters in deep convolutional networks
display rotation variant behavior. While learned invariant be-
havior can be partially achieved, this paper shows that current
methods of utilizing rotation variant features can be improved
by proposing a grid-based graph convolutional network. By
performing spectral graph convolutions on features extracted
from subareas of images, we are able to take advantage of
the geometric nature of relational machine learning in graph
neural networks to be able to overcome rotation variant features
to perform object localization. We demonstrate that Grid-GCN
heavily outperforms existing models on rotated images, and
through a set of ablation studies, we show how the performance of
Grid-GCN implies that there exist more performant methods to
utilize fundamentally rotation variant features and we conclude
that the inherit nature of spectral graph convolutions is able to
learn invariant behavior.

I. INTRODUCTION

O
BJECT LOCALIZATION, i.e., specifying an object’s

location within an image, is an evolving subtask of

computational vision problems that have grown in prevalence

in recent years.

While the usage of deep convolutional networks in object

localization shows near-human level accuracy [1], [2], convo-

lutional neural networks exhibit fundamental flaws, primarily

rotation variant behavior. This lack of rotation invariance is a

cost of the translation invariance present within convolutional

networks. Previous works in creating rotation invariant models

utilize explicit methods in order to encourage or establish

learned invariance within filters [3], [4]; however, it is clear

that convolutional models do not naturally learn or exhibit

rotation invariant performance.

Recent advancements in Graph Neural Networks allow us

to utilize Graph Neural Networks (GNNs) in performing this

object localization task with rotational invariant behavior. Re-

lational machine learning presents an interesting methodology

to approach these flaws of convolutional networks by leverag-

ing the relational nature of the rest of the connected graph.

In theory, this spectral characteristic of relational machine

learning permits us to establish rotational invariance in an

object localization system by utilizing message passing and

neighborhood aggregation. There are previous works towards

object localization with relational machine learning solutions

[5], [6], [7], utilizing the geometric nature of graphs to

represent images. In this paper, we present a system to perform

grid-based object localization using Graph Neural Networks,

titled Grid-GCN. Figure 1 demonstrates the usage and output

of Grid-GCN. By employing spectral graph convolutions and

pre-established feature extractors, we can effectively represent

images geometrically and utilize neighborhood aggregation to

learn rotational invariance. We show that our model performs

comparably to state-of-the-art models (namely YOLOv4 and

ResNest in grid localization) in general operation and outper-

forms these models on rotated images, despite lacking explicit

methodology to counteract the impact of rotated images. Thus,

we show that relational machine learning demonstrates the

ability to learn invariant behaviour that deep convolutional

networks are unable to, highlighting the current ineffective

use of rotation variant features.

Fig. 1: Output of Grid-GCN. Grid-GCN outputs a grid

containing the confidence that an object is present within the

image. Yellow squares represent subareas where the confi-

dence is above the detection threshold.

The structure of the manuscript is given as follows. In Sec-

tion 2, we describe the previous works done regarding feature

extraction, graph neural networks, and object localization. Sec-

tion 3 outlines the principle concepts behind Grid-GCN and

the theoretical and practical considerations of implementation.

In Section 4, we describe our experimental approach and the

different datasets used to validate our approach, and Section 5

compares the results of Grid-GCN compared to existing object

localization solutions. More importantly, in this section we
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Fig. 2: Grid-GCN process. The figure depicts the process of Grid-GCN and Graph Neural Networks. Given a graph (constructed

from an image, as described in 3.1 Graph Construction), inference begins with graph convolutions, as described in 3.2 Spectral

Graph Convolutions for Grid-GCN. Graph convolutions produce an output vector for each node, inserted as the input for a series

of fully connected layers (equivalent to classification layers in traditional neural networks). Standard Graph Neural Networks

commence with node updating, where the orange node is updated with the features of the nodes connected (represented by

blue nodes). For both processes, each node produces an output vector that represents the confidence that a node contains an

object.

discuss the rotation variant nature of features from convolution

filters and how Grid-GCN demonstrates that there exists better

methods to use features to exhibit learned invariant behaviors.

In Section 6, we conclude with further discussion of the

practical and future works regarding this paper’s findings.

II. PREVIOUS WORK

A. Feature Extraction in Deep Learning

Feature extraction is the process of representing an initial

set of information into a set of informative and non-redundant

values called features. We primarily focus on feature extraction

in deep learning models. Most, if not all, models relating to

computer vision utilize a form of feature extraction [8], [1],

[2], [9], [10], [11]. By learning on classifications of a specified

object, the feature extraction model can effectively learn the

necessary embeddings to represent specified objects’ defining

features. This paper employs the usage of a pre-trained ResNet

model, which is detailed in [12]. ResNet has proven to be a

reliable feature extractor for a multitude of domains [12], [13],

and has shown the ability to operate at a range of resolutions

[14], [15], [16], [17], which is crucial for the purposes of

generalized datasets such as the Common Objects in Context

dataset (abbreviated to COCO) [18].

B. Object Localization

Object localization refers to locating and indicating the

location of objects within an image. There have been vast

improvements in object localization in recent years due to

significant technical improvements and the introduction of

widely available and high-quality data sets such as the Com-

mon Objects in Context (COCO) dataset [18]. In this paper,

we discuss object localization from the perspective of object

detection and semantic segmentation. Historically, attempts at

object localization in object detection tasks evaluate region

proposals generated by heuristic algorithms [19]; however, re-

gion proposal networks and embedded-region detection meth-

ods have been steadily gaining prevalence [20], [10], [11].

Popular models, such as single-shot detectors [11], utilize an

embedding region proposal network to perform localization,

while models such as You-Only-Look-Once (YOLO) [21]

utilize embedded region information generated from feature

extraction to perform localization. Object localization, from

the perspective of semantic segmentation, approaches local-

izing by indicating the presence of an object on a pixel-

wise basis. Segmentation models [22], [23], [24] often build

from convolutional networks to perform pixel-wise class pre-

dictions, essentially constructing a detailed localization of an

image.
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C. Graph Neural Networks (GNNs)

Relational machine learning, precisely graph neural net-

works, are becoming increasingly prevalent for solving com-

putational vision tasks [5], [6], [7]. Solutions with relational

machine learning often utilize the geometric nature of graphs

to define a unique representation of images in order to effec-

tively learn node relationships or graph classifications [25]. In

this paper, we primarily focus on node classification, formally

represented as learning the label of each node using the state

of each node feature-vector to be as close as the ground truth

of the node.

yi = o(hi, xi) (1)

where yi is the output of a node, o is the output function, hi

is a node’s state embedding, and xi is the features of node i.

Modern GNNs follow a message propagation or neighbour-

hood aggregation principle, in which each embedding of each

node updates depending on it’s neighbors [25]. GNNs can

be loosely categorized into a spectral filter and spatial filter

models, both of which attempt to generalize convolution into

a geometric manner, thus are dubbed ‘Graph Convolutional

Networks’ (GCNs) [26]. However, while spatial approaches

to relational machine learning exist in theory, it faces chal-

lenges regarding the representations of local neighborhoods

[27], [28]. The key difference between spatial and spectral

approaches in spatial approaches emphasizes edges in a node’s

nearest K-neighbours, while spectral approaches generalize

across all neighbors effectively. The authors of [29] propose

spectral graph convolutions in which filters are multiplied

by graph signals and processed through graph coarsening to

produce accurate representations of local neighborhoods. We

employ the graph convolutional process given in [29] which

is further explained in 3.2 Spectral Graph Convolutions, for

the proposed solution.

III. GRID-GCN

Grid-GCN is inspired by the graph convolutional network

model framework outlined in [26]. While we borrow ideas

from [26], the organization and applications of the GCN

method is completely novel. Traditional GNNs operate on

the assumption that connected nodes are likely to share the

same label. This assumption, however, while not necessarily

incorrect, hinders modeling capacity. As such, GCNs removes

this limitation by encoding a graph structure using a neural

network and training on a supervised target. The readers are

referred to [26] for more details.

The process outlined in this section consists of three stages:

graph construction, feature extraction, and classification. In the

case of this experiment, we view an image as a ten by ten grid.

Grid-GCN uses a ten by ten grid due to the size constraints

of the COCO dataset [18]. In general, it is vital to consider

the amount of detail present within a subarea of a grid when

deciding upon the resolution of the grid in order to convey

succinct features relating to the object. The initial states of

each subarea of this grid are set equal to the features of this

subarea, and the input for each continuous iteration of internal

inference is the initial states of each subarea.

Each node updates it’s hidden state for a certain amount

of steps (200 in our experiment). The output of each node

are then placed into a traditional classification network, which

returns a confidence measure. Figure 2 illustrates the outlined

process.

A. Graph Construction

Fig. 3: Graph Construction. Images can be seen as a combi-

nation of subareas, which represent nodes of a graph. By doing

so, we can represent an image geometrically effectively. Each

node’s initial state is the features of the subarea, and the weight

of each connection is the cosine distance between respective

initial states.

It is possible to view each image as a graph, where

the nodes in the graph represent a subarea of a grid. The

initial state of each node in this graph is set equal to the

feature-vector extracted from the respective subarea. Figure

3 illustrates this concept. Each node is arbitrarily connected

to its immediate vertical, horizontal, and diagonal neighbors

on the grid structure whose edge weight is set equal to the

cosine distance between the states of their respective nodes. By

setting the edge weight equal to the cosine distance of the state

of a node’s immediate neighbor, the graph can comprehend

the notion of scale and similarity. Nodes whose states are

drastically different represent distinctions from background

and foreground from one another; as such, their states should

minimally impact each other. Formally, an edge between two

nodes is determined as follows:

Wij =
si · sj

||si||||sj ||
(2)

where Wij is the weight between nodes i and j, sn is the state

of the node n. It is important to note that since the graph is

undirected, Wij = Wji.

By setting the edge of two nodes as the weight of the cosine

distance of their states, objects are scaled-down, i.e., instances

of an object whose size is equivalent to one subarea in the

grid negatively impact neighboring nodes due to differing

states. Likewise, nodes whose states are similar to one another

reinforce the states of one another. By doing so, images whose

objects span multiple subareas more directly influence one

another.
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B. Spectral Graph Convolutions

In this context, spectral convolutions offer a method to

filter repeated information from a node’s neighbors effectively.

A node’s state is not self-reinforced by an aggregate of the

neighborhood with similar states but instead reinforced by a

filtered state of the neighborhood, leading to diverse states

during both message passing and classification. Diverse states

preserve a node’s original state while incorporating crucial in-

formation from the neighborhood. Mathematically, to perform

effective convolutional operations on a graph, we must be able

to effectively multiply a signal with a diagonalized filter on

the Fourier basis. Convolution theory states that convolution in

the spatial domain is equivalent to multiplication in the Fourier

domain; thus, it is equivalent to eigendecomposition applied

on the graph Laplacian.

F (x, θ) = gθ(L)(x) = UgθU
Tx (3)

where L is the normalized graph Laplacian L = IN −
D−

1

2WD−
1

2 (where IN is the identity matrix, D is the

diagonal degree matrix, and W is the weighted adjacency

matrix), where gθ(N) = diag(θ) (where θ ε R
N is a vector

of Fourier coefficients), and U is the matrix of eigenvectors

of the normalized graph Laplacian, and x is the state of the

node [29], [26].

The naive approach to this process is generally considered

too inefficient to be utilized in practical cases; as such, [29]

proposed an efficient implementation of the above formula by

parameterizing the filter with the normalized Laplacian graph

and approximating the aforementioned function as a vector

whose terms are a part of the Chebyshev polynomial.

gθ(Λ) =
K−1
∑

k=0

θkTk(Λ) (4)

where Tk(x) is the Chebyshev polynomial Tk(x) =
2xTk−1(x) − Tk−2(x) and T0 = 1 and T1 = x, and

Λ = 2Λλmax
−1 − In where λmax represents the largest

eigenvalue in L. This approximation reduces the computational

complexity from O(n2) to O(|ǫ|) where ǫ is the set of edges.

The reader is advised to [29] for a more detailed justification.

Consider the general equation for the features of a particular

node at any given timestep t:

ht
i = f(xt−1

i ,
⋃

∀j:i⇒j

q(xt−1

j , ht−1

j , Eij)) (5)

where f is the update function, q is the message preparation

function, and Eij are the features between nodes i and j.

Graph Convolutional Networks specify the updating of the

hidden states as follows:

ht
i =

∑

∀j:i⇒j

N t−1

j θj (6)

where Nj is the output of a node from the convolution of the

hidden state with a filter, approximated using the Chebyshev

approximation, as defined as:

N t
i =

K−1
∑

k=0

θkTk(Λ) (7)

IV. THE PROPOSED METHOD

It is important to note that grid localization, as outlined in

the paper, is a novel task. Its nature is inherently difficult to

correctly evaluate the success of grid-based localization due

to a lack of previous work dedicated to the subject. As such,

we define our own measures of success. We classify a subarea

as predicted "correctly" (confidence score above the detection

threshold) if an object or lack thereof matches the ground truth.

Figure 4 illustrates an example of subareas of predicted grids

are classified as a true positive, true negative, false positive,

or false negative.

(a) Predicted Grid (b) Ground Truth Grid

(c) Samples Grid

Metric Amount

TP 2

TN 3

FP 2

FN 2

(d) Confusion Matrix

Fig. 4: Comparing a predicted grid to the ground truth.

In the Predicted Grid and Ground Truth Grid, yellow boxes

represent subareas with an (true or predicted) object. Thus,

blue boxes within the Samples Grid represent true results

(true positive and true negative), while orange boxes represents

false results. True positive or true negative results occur when

both the predicted and ground truth match and is positive or

negative respectively. Similarly, false negative results occur

when the predicted and ground truth subareas mismatch, and

the ground truth subarea is positive. False positive results occur

when the areas are mismatched, and the ground truth area is

negative.

A. Measures of Evaluation

F-Score. F-Score is a classic metric used in many other

works of object detection [30]. Classically, the F-Score mea-
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sures the classification accuracy in terms of the harmonic mean

of the precision and recall.

F -Score = 2
precision · recall

precision+ recall

=
2TP

2TP + FP + FN

(8)

The harmonic mean property of the F-Score ensures that a

balance of identifying positives and negatives is observed.

This property is useful in scenarios with a large imbalance

of positives and negatives. For example, consider the case

where the rate of a positive sample to a negative sample is

1:99. A model that identifies all samples as negative returns

an accuracy rate of 99%, however, is not particularly helpful

in this context. Such a model, in contrast, has an F-Score

of 0. In this experiment and practical applications of Grid-

GCN, there is an imbalance of negative samples and positive

samples (particularly skewed towards negative samples). Thus,

F-Score is an appropriate measure of the success of Grid-GCN

in relation to pre-existing models.

Matthews Correlation Coefficient. Matthews Correlation

Coefficient (MCC) or phi coefficient, much like F-Score, is

a popular statistic in machine learning [31], [32]. MCC is

viewed as a balanced measure of true negative, true positive,

false negative, and false positive samples. Specifically, MCC

balances the performance of detecting each category of sam-

ples despite large imbalances in sample rates. MCC is defined

as the following expression:

TP · TN − FP · FN
√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(9)

The expression above produces results between -1 and 1,

where -1 symbolizes the opposite correlation between pre-

diction and truth, 0 is equivalent to random guessing, and 1

represents perfect predictions. While F-Score is an effective

statistic that accurately depicts the performance of a model,

there are particular imbalances in data that cause misleading

results, primarily due to the fact that F-Score does not consider

true negatives. For example, consider the scenario where a

model detects 100 true positive results, five false positive

results, one true negative, and nine false negative results. This

would produce an F-Score of 93.46%, however, notice that

the model is only detecting one negative sample out of a

total of 6 (one true negative and five false positive samples).

Thus, this model’s MCC is 6.64%, reflecting the model’s poor

performance in detecting negative samples. Therefore, using

MCC in conjunction with F-Score will accurately portray

Grid-GCN’s performance compared to other models.

B. Model Topology

The topology of Grid-GCN consists of three distinct, sepa-

rable ‘sections,’ the feature extraction, graph convolution, and

classification section. As mentioned previously, the feature

extraction section was implemented with a pretrained Resnet-

50, whose weights were frozen. The graph convolution section

consists of two distinct spectral graph convolution layers.

The function of these layers are detailed in 3.2 Spectral

Graph Convolutions. We chose a filter size of three for this

experiment, and hidden dimensions of 512 and 256 were

chosen for the first and second convolution layers, respectively.

A batch normalization and the RELU activation operator

were applied to each of these layers. During the Grid-GCN

training, a dropout of 0.5 was applied to the output of the

second convolution layer. Dropout layers within GNNs have

proven to be significantly important in the success of the

generalization of models during training. The classification

section of Grid-GCN consisted of two fully-connected layers

of a hidden dimension of 256. Batch normalization and RELU

were applied to the output of the first classification layer,

while the activation function of the second layer was sigmoid.

For each node, Grid-GCN outputs a vector representing the

confidence of each class.

C. Model Configuration

For this paper, Grid-GCN is implemented using Pytorch [33]

1.7.0, Pytorch-Geometric [34] 1.6.3 and Tensorflow [35] 2.4.0

on 2 Nvidia K80 GPUs. For feature extraction, our experiment

utilizes the Resnet-50 model trained on ‘ImageNet’ weights

included in the Keras interface, and the fast spectral convolu-

tion operations described in 3.2 Spectral Graph Convolutions

is implemented in Pytorch-Geometric by default. ResNet-50

uses a pooling mode of average, and we rescale the subareas

in the grid to 224x224. The Adam [36] optimizer, included in

Pytorch 1.7.0, whose hyperparameters were set to a learning

rate of 0.01 and a weight decay of 5·10−4 is used. Each image

is processed and trained in 200 steps.

D. Dataset

We use the COCO Dataset [18] which is divided into three

subsets, training, validation, and testing images, of which there

are 118k images in training, 5k in validation, and 41k in

testing. Each of these images is labeled using instances, of

which each instance represents an object (with a predetermined

class) and a mask. As such, we are able to translate the full

masks in each image into a grid, where each subarea a scalar

representing the presence of an object.

E. Training

Standard data augmentation procedures, consisting of ran-

dom scaling, rotation, mirroring is applied. We trained the

model using cross entropy loss, which has the following

formula:

L(y, ŷ) = −

K
∑

k

yk log ŷk (10)

where K represents the number of nodes (of which there were

100).

Validation or testing labels is not used to train the model,

and results mentioned in Table 1 are labels and samples

exclusively from the COCO testing set.
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Standard

Model Recall Precision F-Score MCC

YOLOv4 0.7076 0.8398 0.7681 0.6001
ResNest 0.6079 0.8486 0.7084 0.5406
Grid-GCN 0.6941 0.8322 0.7569 0.5953

Rotated (randomly)

Model Recall Precision F-Score MCC

YOLOv4 0.6851 0.8042 0.7399 0.5549
ResNest 0.5171 0.7056 0.5969 0.3521
Grid-GCN 0.6871 0.8215 0.7483 0.5742

TABLE I: Recall, precision and F-Score of YOLOv4, ResNest, and Grid-GCN on the COCO dataset with and without rotation.

F. Baseline Models

YOLOV4. YOLOv4 [1] is a frontier object detection model,

whose trained weights are made public1. Recently, YOLOv4

achieved an mean average precision (abbreviated to mAP) of

43.5% [1] on the COCO [18] dataset, which is the model

that we utilized. While a newer version of the YOLO se-

ries (YOLOv5) has been made available, a technical report

regarding the construction and improvements of YOLOv5 has

not been made public, hence why YOLOv4 is used instead.

Given that YOLOv4 is an object detection model which pro-

duces bounding boxes, several adjustments must be made. To

compare these two models, we consider each subarea whose

corners are within the predicted bounding box to be a positive

result. Figure 5 illustrates comparing bounding boxes to a

grid. Naturally, object detection models are disadvantaged in

comparison to Grid-GCN in terms of Intersection-over-Union

(IOU) simply due to the fact that object detection models

are trained to perform localization in bounding boxes. The

model incorporates additional subareas into the final positive

sample count. Unfortunately, this is unavoidable as bounding

boxes are the predominant solution to non-segmentation object

localization. We create the final prediction of each subarea

by assigning each unique class’s values that intersects (or is

present) within the subarea.

Fig. 5: Comparing bounding boxes to a grid, where white

boxes represent positive subareas and black boxes represent

negative subareas. The figure shows how object detection

models are able to be compared to Grid-GCN by simply rep-

resenting subareas as a collection of classes whose bounding

box intersects the subarea.

ResNeSt. ResNeSt [23] is a state-of-the-art mode semantic

segmentation model, achieving a mean Intersection over Union

(mIoU) of 47.6% on the ADE20K validation set [23]. ResNeSt

utilizes split attention networks and a unified computation

block to outperform previous models in detection accuracy,

classification accuracy, and computation time. At the time of

1https://github.com/pjreddie/darknet

writing, ResNeSt is the most accurate model (detection-wise)

for the PASCAL-context dataset. For this experiment, we are

utilizing ResNeSt-269, whose pretrained weights were made

public 2. Logistically, comparing the ResNeSt-269 model to

Grid-GCN is trivial. We will perform a standard inference on

the image (generating a mask) and divide it into an identical

grid to the grid in Grid-GCN. Figure 6 illustrates a conversion

from a mask to a grid.

Fig. 6: Masks on a grid, where white boxes represent positive

subareas and black boxes represent negative subareas. The

figure shows how semantic segmentation models are able to

be compared to Grid-GCN by simply representing subareas as

positive if the mask overlaps. Image, with mask, is taken from

COCO dataset’s website using the explore feature3.

V. RESULTS

Standard operation. We define standard operation as infer-

ence and localization based on unmodified or unaugmentated

images from the COCO dataset. As seen in Table 1, Grid-

GCN performs comparably to YOLOv4 and significantly out-

performs ResNest in all metrics. Low recall from the ResNest

models suggests that the false negatives are significantly

prevalent, though the poor behaviour of ResNest is difficult

to explain.

Percent Decrease of Model Performance

Model Recall Precision F-Score MCC

YOLOv4 3.18% 4.23% 3.67% 7.53%
ResNest 14.94% 16.85% 15.74% 34.87%
Grid-GCN 1.01% 1.29% 1.14% 3.54%

TABLE II: Percent decrease in performance of models where

images were rotated randomly, on the COCO dataset.

Rotated Images. We perform a similar evaluation in this

subcategory as the standard operation with the images rotated

at random angles. YOLOv4, and approaches to computational

2https://github.com/zhanghang1989/ResNeSt
3https://cocodataset.org/#explore
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Fig. 7: Model size and inference time dependence on grid length. It is evident that both the size of the model (including

graph information) and the inference time is exponentially correlated to the length of the grid. This exponential relationship is

primarily driven by the fact that as grid size increases, the number of nodes in the graph increases exponentially.

vision tasks as a whole, rely on convolutional techniques to

be able to reduce the dimensionality of data into a meaningful

representation. It is known that convolutions, while being

translation invariant do not exhibit rotational invariance. In

more recent technology, the impact of rotational variance was

reduced primarily by rotation augmentation in data, allowing

filters to condition some form of rotational invariance. The

impact of rotation is evident in both the YOLOv4 and ResNest

models’ performance after the images have been rotated,

where there is a noticeable decrease in all performance metrics,

as seen inTable 2. However, the diagonalization effect of

bounding boxes may play a role in the decreased precision

and recall for YOLOv4. Specifically, the diagonalization effect

of bounding boxes increases the area of labeled positive

samples, as the bounding box covers a more extensive than

necessary area due to the nature of the output of such models.

The diagonalization effect may explain the more pronounced

decrease in precision for the YOLOv4 model. However, the

drastic decrease in MCC suggests that the diagonalization

effect was overshadowed by the increase in false negative

results, implying that this diagonalization effect did not as

heavily impact the performance of YOLOv4 as the rotational

invariant nature of the model did.

While there was a decrease in recall and precision for

Grid-GCN when images were rotated, this decrease was not

as pronounced as the decrease for YOLOv4 and ResNest.

Though this rotational invariance is not concrete (there was

still a decrease in both recall and precision when images were

rotated), the impact of rotation on Grid-GCN was significantly

less than the impact on both YOLOv4 and ResNest, as shown

in Table 2 by the lower percentage decrease in all performance

metrics. It is important to emphasize that no explicit techniques

to enforce rotational invariance were included within Grid-

GCN. In other terms, Grid-GCN was able to learn a soft form

of rotation invariance despite having rotation variant features.

Previous works attempting rotation invariant image classifi-

cation utilized explicit techniques [3], [4], whereas Grid-GCN

learned rotation invariant behavior in an unsupervised fashion.

Grid-GCN’s performance prompts the larger conversation

of whether there is an aspect of features generated from

convolution filters which contain a higher degree of rotation

invariance than previously thought. Fundamentally, learned

invariance in convolutional networks are caused by training

pooling units which immediately proceed convolution filters

[37]. These pooling layers allow a degree of rotation, in

learned examples, to provide approximate or identical features

from convolutional filters; hence demonstrating learned invari-

ance. However, overabundance of pooling units causes loss of

vital detail, thus, successful models which demonstrate learned

invariance achieve a balance of pooling units to preserve both

detail and invariance. According to their respective authors,

all compared models and the ResNet backbone do achieve

this balance [12], [1], [23]. Despite the input features of

Grid-GCN being rotation variant, the comparatively minimal

impact of rotation on Grid-GCN compared to both ResNeSt

and YOLOv4 suggests there exists better methods to utilize

learned variance in features.

To further understand the origin of Grid-GCN’s learned

invariance, we conducted a set of ablation studies to examine

the behavior of our model. In the first ablation study, we

removed the grid and feature extractor aspect of Grid-GCN,

and we solely focused on if this invariant behavior originated

from spectral graph convolutions. This was done by changing
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the size of the grid to 100 by 100, and resizing images to

100 by 100. Next, the initial states of nodes were not features

extracted from ResNet, rather, normalized RGB values. After

training this model under similar conditions, we compared

the performance of such a model with standard and rotated

images (labelled as "Non-Grid GCN" in the table below). In

the second ablation study, we removed the spectral convolution

aspect of the model. We still represented each image as a ten

by ten grid with the initial state of each node still being output

features from the ResNet backbone. Instead of using a GCN,

these features were fed into a Support Vector Machine (SVM),

and this SVM classified each node within the grid. After

training this model under similar conditions, we compared the

performance of such a model with standard and rotated images

(labelled as "Grid SVM" in the table below)

Percent Decrease of Model Performance

Model Recall Precision F-Score MCC

YOLOv4 3.18% 4.23% 3.67% 7.53%
ResNest 14.94% 16.85% 15.74% 34.87%
Grid-GCN 1.01% 1.29% 1.14% 3.54%
Non-Grid GCN 2.11% 3.02% 2.83% 5.74%
Grid SVM 5.33% 5.77% 4.14% 7.98%

TABLE III: Percent decrease in performance of models where

images were rotated randomly, on the COCO dataset, includ-

ing the modified GCN and Grid SVM.

In all metrics, Non-Grid GCN displayed less of a perfor-

mance decrease in comparison to Grid SVM. This indicates

that the impact of learned invariance from the ResNet back-

bone is not as impactful as the learned invariance originating

from spectral graph convolutions. The exact reasons as to why

this is the case is still unclear, however, a likely hypothesis is

that it originates from the fact that adjacent nodes are taken

into consideration during the spectral convolutions. Analogous

to how convolutional networks learn invariant behavior due

to pooling layers, it maybe be possible that the fact that

the state of neighboring nodes are propagated act as a form

of pooling. Furthermore, both of these models were more

heavily impacted by rotation than Grid-GCN, suggesting that

the minimal impact on the model’s performance is attributed

to both the rotation invariant behavior of the ResNet backbone

and the dynamic nature of graph convolutions, not either/or.

This implies that both the learned invariant behavior of the

ResNet backbone and the consideration of neighboring nodes

in spectral graph convolutions play a vital role in the learned

invariant behavior of Grid-GCN.

In summary, Grid-GCN performs comparably to models in

the metrics defined for this experiment (namely F-Score and

MCC). Despite having no explicit rotation invariant aspects,

Grid-GCN learned a soft-form of rotational invariant behavior

and thus mitigated the impact of rotation variant filters on

rotated images and outperformed state-of-the-art models on

rotated images. It is likely that the origins of this learned

invariant behavior results from a combination of the invariant

behavior of the ResNet backbone and the dynamic nature of

graph convolutions.

VI. DISCUSSION

The most major limitation of Grid-GCN is the nature of

grid localization. For the sake of demonstrating the fact that

rotation variant features could be better utilized, Grid-GCN

performs object localization on a grid (justification for such a

choice is further explained in the previous section). Practically

speaking, this design choice heavily limits the use cases for

Grid-GCN. While there exists tasks which require grid-based

object localization, namely subtasks of object detection [38],

[39], [40], grid-based object localization by itself is rare.

However, it is important to consider the fact that the primary

goal of this paper was to emphasize the idea that current

models are ineffective at utilizing rotation variant features

and that graph neural networks are able to display invariant

behavior. Grids are limited yet necessary drawback to use

graphs in computer vision.

Another consideration for practical uses of Grid-GCN is the

inference time per image. On average, Grid-GCN spends 1068

ms per image, while YOLOv4 has an inference time of 155

ms, and ResNest has an inference time of 407 ms with the

implementation outlined in Section 4.3. This vast imbalance

of time between compared models and Grid-GCN can be

attributed to the graph construction. In the process of graph

construction, feature extraction of a subarea occurs n2, 100

in the case of this experiment, times. Moreover, the process

of graph convolutions is, in its nature, slower than existing

filters and standard convolutions as each image require a series

of steps on processing (200 in the case of this experiment),

thus, why Grid-GCN is significantly slower than the compared

models. Ideally, developing a method to parallelize feature

extraction across subareas (as they are independent of one

another) may offer a significant improvement to inference

time. Future works for accelerating graph processing on the

hardware level will also offer a significant improvement of

inference time [41].

Another factor is the scalability of the model. As the

resolution of the grid increases, the resources (namely memory

and time) required to sustain the model increase exponentially.

Figure 7 illustrates both the inference time per image and

the memory required to sustain the model as the grid length

increases. Though the model itself does not grow exponentially

(the model’s memory processing is static), the graph informa-

tion grows exponentially. Thus, the exponential nature of grids

prohibits high-resolution versions of Grid-GCN in a practical

manner both in time constraints and in-memory constraints.

VII. CONCLUSION

We have introduced a grid-based relational learning frame-

work for object localization using graph convolutional net-

works. We show that our framework was able to display rota-

tional invariant behavior, outperforming state-of-the-art object

localization models on rotated planes despite lacking explicit

methodology to enable invariant performance. Thus, we show

that GCNs are able to implicitly learn invariant behaviour

that deep convolutional networks are unable to. Moreover, we
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discuss the origins of the learned invariant behavior in Grid-

GCN, namely considering spectral graph convolutions and the

ResNet backbone through a set of ablation studies.

Our paper highlights two distinct topics of interest for

future work. The methodology in which relational machine

learning learns invariant behaviour in a more effective manner

than traditional machine learning frameworks is still unclear.

Exploring this methodology can be done by modifying and

alternating any aspect of the Grid-GCN process. Moreover,

viability of the outlined processes is dependent on alleviating

time and memory constraints associated with graph machine

learning.
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