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Abstract—Several studies have shown that the use of embed-
dings improves outcomes in many Natural Language Processing
(NLP) activities, including text categorization. This paper focuses
on how word embeddings can be used on newspaper articles
related to crimes. The scope is the categorization of the news
articles based on the type of crime they report. We compare
different Word2Vec models and methods to obtain word em-
beddings. Then, we exploit both supervised and unsupervised
Machine Learning categorization algorithms. Experiments were
conducted on an Italian dataset of 15,361 crime news articles
showing very promising results.

I. INTRODUCTION

T
HE categorization of news articles consists of understand-

ing the topic of the articles and associate each of them to

a category. In the case of news articles related to crimes, the

scope is to identify the type of crime (crime categorization).

This task is important for many reasons. The first one is

the need to create statistics on the type of events. Indeed,

categorization allows understanding how often and where a

certain type of crime occurs [1]. Secondly, categorization

enables for further processing that are in the scope of crime

analysis. From each news article, it is possible to retrieve

detailed information about the event it reports: the place, the

thief, the victim [2]. If we know the type of crime, we can

also retrieve information specific to that crime type, e.g. the

stolen items in a theft. Analyzing crime news articles allows

also to study how exposure to crime news articles content is

associated with perceived social trust [3]. Moreover, Machine

Learning approaches can help crime analysts to identify the

connected events and to generate alerts and predictions that

lead to better decision-making and optimized actions [4].

Several studies concerning crime analysis exploit news

articles [5–7]. In most cases, due to the lack of official data,

newspapers are a valuable source of authentic and timely infor-

mation [8]. Detailed information can be extracted through the

application of Natural Language Processing (NLP) techniques.

According to the use case, the scope of assigning a news

article to a crime category can be addressed following several

approaches, such as text classification, community or topic

detection [9–12].

In text classification, it seems appealing to enhance word

representations with ad-hoc embeddings that encode task-

specific information [13]. Word embedding is a continuous

vector representation of words that encodes the meaning of the

word, such that the words that are closer in the vector space

are expected to be similar in meaning. There are different

machine learning algorithms that can be trained to derive these

vectors, such Word2Vec [14], FastText [15], Glove [16]. The

use of word embeddings as additional features improves the

performance in many NLP tasks, including text classification

[17–21]. The authors of [22] and [23] suggested different kinds

of features to derive from word embeddings and tested them

as features in the classification task.

In this paper, we introduce an approach to perform crime

categorization on Italian news articles. The work is inspired by

the previous approaches that use word embeddings to classify

texts about other topics [22, 23].

The paper is organized as follows. The general approach

is described in Section II. In the following, we describe our

dataset (Section III) and three models used to generate word

embeddings (Section IV). Section V details the experimental

results of crime categorization, which is performed using

supervised and unsupervised techniques, and shows empirical

evidence of high accuracy. Section VI is dedicated to conclu-

sions.

II. PROPOSED APPROACH

The general procedure consists of the use of word embed-

dings to obtain features to be given as input to a categorization

algorithm. To obtain the feature vector of each news article,

its text is pre-processed by executing:

1) Tokenization, which returns the list of the words that are

present in the text.

2) Stop word removal, a commonly used technique before

performing NLP tasks since stop words occur a lot of

times in texts and do not provide any relevant informa-

tion. The result is a list of the most relevant words that

are present in the text.

3) Lemmatization, the process of deriving the lemma of a

word. Every word in the list is replaced by its lemma.

At the end of these phases, the final result is a list of

meaningful words for every news article.

Then, using a trained word embedding model, we get a

lookup table where each word is replaced by its corresponding

word vector (word embedding). If a word in the text is not

found in the vocabulary of the model, it is simply discarded

from the list without any replacement. As the authors of [22]
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suggest, for each news article two vector representations can

be extracted by using the word embeddings:

• the simple average of the word vectors,

• the average of the word vectors weighted by the TF-IDF

score of each word computed on the text of the news

articles in the dataset. This representation gives more

importance to those vectors that are related to words with

a high frequency in the text of a news article and a low

frequency in the others.

Each type of vector representation can be calculated on the

non-lemmatized list of words obtained at the second step of

the pre-processing, or on the lemmatized list obtained at the

third step. In this way, four feature vectors can be obtained

for each news article: simple average without lemmatization,

simple average with lemmatization, TF-IDF weighted average

without lemmatization, and TF-IDF weighted average with

lemmatization. Then, it is possible to compare the results and

evaluate the impact of lemmatization and the choice of the

type of average on the downstream task. Figure 1 illustrates

the entire pre-process. The obtained word vectors are the input

data for any categorization algorithm. As described in the

following sections, we use Word2Vec as a word embedding

model and perform categorization through both supervised and

unsupervised algorithms.

III. ITALIAN CRIME NEWS DATASET

The experiments are conducted using an Italian dataset of

crime news articles. The information about the news articles is

collected by the Crime Ingestion App [8], a Java application

that aims at extracting, geolocalizing and deduplicating crime-

related news articles from two online newspapers of the

province of Modena in Italy (“ModenaToday”1 and “Gazzetta

di Modena”2).

The data extracted from the newspapers include the URL of

the web page containing the news article, the title of the

news article, the sub-title, the text, the information related

to the place where the crime occurred (municipality, area,

and address), the publication_datetime that is the date and the

time of publication of the news article, and the event_datetime

that refers to the date of crime event. Part of these data is

automatically extracted from the web page of the news articles,

the other ones are identified by applying NLP techniques to

the text of the news articles. Besides, the newspapers we

consider already classify news articles according to the crime

type (this classification is done manually by the journalist,

author of the news articles). Each news article is assigned to

a specific crime category. The total number of categories is

13: “furto” (theft), “rapina” (robbery), “omicidio” (murder),

“violenza sessuale” (sexual violence), “maltrattamento” (mis-

treatment), “aggressione” (aggression), “spaccio” (illegal sale,

most commonly used to refer to drug trufficking), “droga”

(drug dealing), “truffa” (scam), “frode” (fraud), “riciclaggio”

1https://www.modenatoday.it/
2https://gazzettadimodena.gelocal.it/modena

(money laundering), “evasione” (evasion), and “sequestro”

(kidnapping).

The current dataset contains 15,361 news articles published

in the two selected newspapers from 2011 to now (approxi-

mately 9 years).

IV. WORD2VEC MODELS

Word2Vec is based on a shallow neural network whose input

data are generated by a window sliding on the text of the

training corpus. This window selects a context within which it

chooses a target to obscure and predict based on the rest of the

selected context. Through this “fake task” internal parameters

of the network are learned which constitute word embedding,

the real objective of training. Three Word2Vec models are

chosen for our experiments:

M1 a pre-trained model [24], whose dimension is 300. The

dataset used to train Word2Vec was obtained exploiting

the information extracted from a dump of Wikipedia,

the main categories of Italian Google News and some

anonymized chats between users and the customer care

chatbot Laila.3 The dataset (composed of 2.6 GB of raw

text) includes 17,305,401 sentences and 421,829,960

words.

M2 A Skip-Gram model trained from scratch on the crime

news articles of our dataset for 30 epochs (win-

dow_size=10, min_count=20, negative_sampling=20,

embedding_dim=300).

M3 A Skip-Gram model which has been trained on

the crime news articles of our dataset for 5

epochs, starting from the embeddings of M1 (win-

dow_size=10, min_count=20, negative_sampling=20,

embedding_dim=300).

V. CRIME CATEGORIZATION

After obtaining the vector representations of each news

article in the dataset, several algorithms can be used to identify

the category each news article belongs to. Both supervised

and unsupervised techniques can be taken into account. In the

following, Section V-A presents our tests with supervised text

categorization algorithms, while Section V-B discusses some

experiments with unsupervised methods.

A. Supervised Text Categorization

Supervised text categorization algorithms predict the topic

of a document within a predefined set of categories, named

labels. In this case, the labels are the crime categories listed

in Section III and the documents are the texts of the crime

news articles.

The embeddings obtained by the three Word2Vec models

described in Section IV are tested for categorization. Different

supervised machine learning algorithms have been exploited as

suggested in [25]. Around 65% of the articles in the dataset is

used as the training set (10,138 articles), while the remaining

is used as the test set (5,223 articles). Both sets contain articles

3https://www.laila.tech/
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Fig. 1. Feature extraction.

from both newspapers. Table I shows the number of articles

for each category that are included in each set. As can be

noticed, there is a considerable imbalance of the categories in

both sets. The dominant category is “theft”.

TABLE I
THE NUMBER OF NEWS ARTICLES IN THE TRAINING AND TEST SETS FOR

EACH CATEGORY.

Category Training Set Test Set

Theft 6231 3212
Drug dealing 1020 541
Illegal sale 632 344
Aggression 513 258
Robbery 508 273
Scam 368 189
Mistreatment 161 79
Murder 153 76
Evasion 149 83
Kidnapping 139 71
Money laundering 67 43
Sexual violence 61 30
Fraud 20 17

Total 10138 5223

Table II, III and IV show the results of 15 supervised

algorithms trained on the feature vectors obtained by the

embeddings of M1, M2, M3 respectively. In the tables, the first

column contains the name of the categorization algorithm em-

ployed, in the other columns there are the values of accuracy

obtained by using simple average or TF-IDF weighted average

and including or excluding lemmatization. As can be seen, the

absence of lemmatization has little influence on accuracy both

in the simple average and the TF-IDF weighted average for

all the algorithms and models. Instead, there is a substantial

difference when passing from the simple average to the TF-

IDF weighted average for M1. The latter brings a notable

improvement in performance in most of the algorithms. As

shown in Table II, four algorithms have accuracy greater than

0.75: SGD (L2 norm regularization, Hinge loss), SVC (RBF

Kernel, gamma=’scale’), Linear SVC (C=1.0), and XGBboost.

All the accuracy values are lower than 0.80. In few cases,

accuracy is higher than 0.75. Also, some algorithms achieved

a very low accuracy (0.04-0.38). Since “theft” is the most

present category, the overall accuracy depends a lot on the

accuracy reported in this category. Therefore, low values of the

overall accuracy corresponds to low accuracy in the category

“theft”. Besides, there are some cases where medium-high

overall accuracy (0.46-0.64) corresponds to a high accuracy on

the category “theft” while the accuracy on the other categories

is very low or zero.

M2 outperforms M1 in terms of accuracy. As shown in

Table III, some values of accuracy are greater than 80%.

This is probably due to the fact that the feature vectors are

derived from embeddings learned on the same documents (M2

is indeed trained on the crime news). This makes certain

words more discriminative for certain contexts, and therefore,

for certain crime categories. In M2, there is no improvement

when passing from the use of the simple average to the TF-

IDF weighted average. There are four algorithms with at least

one accuracy value greater than 0.80; they are the same best

algorithms retrieved with M1: SGD (L2 norm regularization,

Hinge loss), SVC (RBF kernel, C=1.0, gamma=‘scale’), Linear

SVC (C=1.0), and XGBboost.

Table IV shows the results of the supervised categorization

using the feature vectors obtained by the embeddings of M3.

The performances are comparable to those obtained in Table

III. Besides, also in this case, we do not find any significant

difference between the use of simple average and TF-IDF

weighted average. This is probably due to the fact that the

embedding of M3 are obtained retraining M1 on our dataset.

The embeddings of M1 are trained on a dataset that largely

includes news articles, thus it contains contexts very similar

to the ones of our dataset. Therefore, retraining them on our

dataset probably led to embeddings similar to the ones of M2.

Table V shows in detail the results of the best algorithm

(Linear SVC) using the embeddings of M3 in the supervised

categorization for each category. The third column indicates

the number of news articles in the test set for each category.

The values of precision and recall show that the algorithm

suffers from the imbalance of the training set. The less

the category is present in the dataset, the more the recall

(sometimes also the precision) decreases.

After some analysis, we discovered that the annotation of

the news articles published in “Gazzetta di Modena” is not so

accurate, so these tests on categorization are “dirty”. Then, we

decide to perform the test again by using the embeddings of
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TABLE II
ACCURACY OF THE APPLICATION OF DIFFERENT CATEGORIZATION ALGORITHMS ON THE EMBEDDINGS DERIVED FROM M1.

Algorithm
Simple average

(no lemma)

Simple average

(lemma)

TF-IDF average

(no lemma)

TF-IDF average

(lemma)

SGD (L2 norm, Hinge loss) 0.62 0.61 0.77 0.74
SGD (L1 norm, Perceptron) 0.04 0.22 0.72 0.74
SVC (RBF kernel, C=1.0, gamma=‘scale’) 0.62 0.62 0.76 0.75

Linear SVC (C=1.0) 0.62 0.62 0.77 0.77
GaussianNB 0.38 0.32 0.48 0.45
BernoulliNB 0.62 0.62 0.57 0.58
K-nearest-neighbour (k=1) 0.50 0.49 0.68 0.68
K-nearest-neighbour (k=3) 0.59 0.59 0.72 0.71
K-nearest-neighbour (k=5) 0.61 0.60 0.73 0.73
Decision Tree 0.46 0.46 0.56 0.55
Random Forest Classifier (n=100) 0.64 0.63 0.69 0.68
Adaboost (DecisionTree) - 0.60 0.61 0.58
Bagging (DecisionTree) 0.61 0.60 0.68 0.67
Bagging (KNN(n=5)) 0.60 0.60 0.74 0.73
XGBboost 0.63 0.64 0.75 0.75

TABLE III
ACCURACY OF THE APPLICATION OF DIFFERENT CATEGORIZATION ALGORITHMS ON THE EMBEDDINGS DERIVED FROM M2.

Algorithm
Simple average

(no lemma)

Simple average

(lemma)

TF-IDF average

(no lemma)

TF-IDF average

(lemma)

SGD (L2 norm, Hinge loss) 0.82 0.82 0.78 0.78
SGD (L1 norm, Perceptron) 0.79 0.79 0.77 0.75
SVC (RBF kernel, C=1.0,

gamma=‘scale’)

0.83 0.83 0.83 0.83

Linear SVC (C=1.0) 0.82 0.83 0.79 0.79
GaussianNB 0.59 0.62 0.61 0.63
BernoulliNB 0.55 0.62 0.57 0.60
K-nearest-neighbour (k=1) 0.59 0.75 0.76 0.76
K-nearest-neighbour (k=3) 0.78 0.78 0.78 0.76
K-nearest-neighbour (k=5) 0.79 0.79 0.79 0.73
Decision Tree 0.66 0.68 0.65 0.67
Random Forest Classifier (n=100) 0.76 0.77 0.77 0.77
Adaboost (DecisionTree) - 0.62 0.64 0.60
Bagging (DecisionTree) 0.75 0.76 0.75 0.76
Bagging (KNN(n=5)) 0.79 0.79 0.79 0.79
XGBboost 0.82 0.82 0.82 0.81

TABLE IV
ACCURACY OF THE APPLICATION OF DIFFERENT CATEGORIZATION ALGORITHMS ON THE EMBEDDINGS DERIVED FROM M3.

Algorithm
Simple average

(no lemma)

Simple average

(lemma)

TF-IDF average

(no lemma)

TF-IDF average

(lemma)

SGD (L2 norm, Hinge loss) 0.82 0.81 0.80 0.81

SGD (L1 norm, Perceptron) 0.76 0.75 0.77 0.75
SVC (RBF kernel, C=1.0,

gamma=‘scale’)

0.82 0.84 0.81 0.81

Linear SVC (C=1.0) 0.83 0.84 0.81 0.82
GaussianNB 0.64 0.64 0.63 0.62
BernoulliNB 0.62 0.65 0.62 0.65
K-nearest-neighbour (k=1) 0.76 0.76 0.75 0.75
K-nearest-neighbour (k=3) 0.78 0.78 0.78 0.77
K-nearest-neighbour (k=5) 0.79 0.79 0.79 0.77
Decision Tree 0.65 0.66 0.79 0.77
Random Forest Classifier (n=100) 0.76 0.76 0.75 0.76
Adaboost (DecisionTree) 0.76 - 0.75 -
Bagging (DecisionTree) 0.75 - 0.74 -
Bagging (KNN(n=5)) 0.79 - 0.79 -
XGBboost 0.81 - 0.80 -
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TABLE V
PRECISION AND RECALL OF LINEAR SVC ON CATEGORIZATION USING THE EMBEDDINGS OF M3.

Category news articles

Simple average Simple average TF-IDF average TF-IDF average

(no lemma) (lemma) (no lemma) (lemma)

precision recall precision recall precision recall precision recall

Theft 6267 0.89 0.95 0.89 0.95 0.88 0.94 0.89 0.94
Drug Dealing 1018 0.71 0.67 0.68 0.74 0.69 0.63 0.66 0.69
Illegal sale 636 0.66 0.55 0.76 0.52 0.62 0.55 0.70 0.51
Aggression 529 0.69 0.69 0.70 0.69 0.71 0.66 0.68 0.67
Robbery 516 0.79 0.59 0.81 0.67 0.76 0.59 0.73 0.68
Scam 376 0.72 0.73 0.73 0.75 0.74 0.71 0.72 0.70
Mistreatment 170 0.69 0.60 0.69 0.62 0.68 0.59 0.66 0.59
Murder 159 0.69 0.73 0.75 0.61 0.59 0.61 0.70 0.53
Evasion 164 0.80 0.52 0.83 0.53 0.62 0.58 0.68 0.54
Kidnapping 134 0.76 0.57 0.75 0.69 0.72 0.54 0.65 0.73
Money Laundering 72 0.64 0.40 0.81 0.49 0.54 0.55 0.63 0.51
Sexual Violence 68 0.73 0.44 0.86 0.20 0.57 0.48 0.65 0.50
Fraud 29 1.00 0.28 0.57 0.24 0.45 0.28 0.75 0.35

TABLE VI
ACCURACY OF THE APPLICATION OF THE BEST FOUR ALGORITHMS ON THE EMBEDDINGS OF M3 ON “MODENATODAY” NEWS ARTICLES.

Algorithm
Simple average

(no lemma)

Simple average

(lemma)

TF-IDF average

(no lemma)

TF-IDF average

(lemma)

SGD (L2 norm, Hinge loss) 0.84 0.85 0.80 0.82
SVC (RBF kernel, C=1.0,

gamma=‘scale’)

0.84 0.84 0.83 0.83

Linear SVC (C=1.0) 0.84 0.85 0.81 0.83
XGBboost 0.83 0.82 0.82 0.82

M3 and the best four categorization algorithms of the previous

examples on the news articles published in “ModenaToday”.

There are the following two reasons for choosing M3:

• the training of a Word2Vec model from scratch on our

dataset requires 15 minutes, while the use of transfer

training learning requires less than 3 minutes for retrain-

ing,

• the pre-trained model has a wider vocabulary. It could be

useful the feature extraction for new news articles which

contain words that do not appear in the training corpus.

However, it is highly likely that all those words that are

discriminative for crime categories are already present in

the vocabulary of M2.

Table VI shows the value of accuracy achieved by the best

categorization algorithms. Compared to the values of Table IV,

we can notice that accuracy is slightly higher if we consider

only “ModenaToday” news articles.

B. Unsupervised Text Categorization

The unsupervised text categorization is also known as

clustering. This is the task of grouping a set of objects in

such a way that objects in the same group (called cluster) are

more similar to each other than those in the other groups. The

use of clustering for crime categorization consists of feeding

the obtained features into an algorithm and checking if the

final clusters have a correspondence with the crime categories

listed in Section II.

Clustering test is performed on the features obtained by M3,

according to the results of the supervised categorization. We

decided to use only the news articles published in the “Mod-

enaToday” newspaper since the annotation provided by this

TABLE VII
THE NUMBER OF NEWS ARTICLES FROM “MODENATODAY” NEWSPAPER

FOR EACH CATEGORY.

Category num. of news articles

Theft 2314
Drug Dealing 794
Illegal sale 675
Robbery 599
Aggression 416
Scam 400
Murder 177
Kidnapping 160
Mistreatment 85
Evasion 35
Sexual Violence 18
Money Laundering 17
Fraud 3

Total 5693

newspaper is more reliable than the categorization provided

by “Gazzetta di Modena”. The dataset contains 5,693 news

articles and is unbalanced.

To address the unbalancing problem, we use the Synthetic

Minority Oversampling Technique (SMOTE) [26]. The ap-

proach is to oversample the elements in the minority class.

Starting from an unbalanced dataset, this technique creates

new samples for the classes that are present in minority in

order to equal the number of elements in the most present

category. The algorithm works in the feature space, then the

new points do not correspond to real data. SMOTE first selects

a minority class instance a at random and finds its k nearest

minority class neighbors. The synthetic instance is then created

by choosing one of the k nearest neighbors b at random and
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TABLE VIII
RESULTS OF UNSUPERVISED TEXT CATEGORIZATION WITH THE APPLICATION OF SPECTRAL CLUSTERING (n=13) ON SIMPLE AVERAGE WITHOUT

LEMMATIZATION OBTAINED BY M3.

Category 1 2 3 4 5 6 7 8 9 10 11 12 13

Kidnapping 29 14 1 0 0 9 5 117 0 1 10 10 4
Murder 0 15 1 1 0 2 5 0 1 4 171 0 0
Robbery 0 2 17 6 121 9 8 0 0 25 1 0 11
Theft 2 18 15 8 76 50 0 6 3 13 1 0 8
Aggression 0 14 7 3 11 2 58 0 0 92 7 0 6
Sexual violence 0 0 136 40 0 0 0 0 0 12 5 0 7
Mistreatment 0 9 2 12 0 0 161 4 0 3 4 3 2
Scam 23 26 8 2 1 27 3 1 0 1 1 1 106
Fraud 56 0 0 0 0 62 0 0 0 0 0 82 0
Money laundering 102 56 0 0 0 31 0 0 0 1 0 0 10
Illegal sale 3 7 2 0 0 0 0 0 181 6 0 0 1
Drug dealing 10 19 0 6 1 14 2 5 127 9 3 2 2
Evasion 3 25 0 137 0 21 0 0 0 3 5 6 0

connecting a and b to form a line segment in the feature space.

The synthetic instances are generated as a convex combination

of the two chosen instances a and b.

Table VII shows the number of news articles for each

category in the dataset. The most present category is “theft”

with 2,314 articles. The least present category is “Fraud” with

3 articles. The algorithm generates 2311 new points for the

last category in order to achieve the number of instances in

“theft”. In the end, in our test, there are 30,082 points in

the feature space (2,314 for each category). The algorithm

takes too long to cluster these points (more than 30 minutes).

So, only 200 instances for each category are involved in

the clustering (2,600 total instances). During the selection of

the points, priority is given to points corresponding to real

newspaper articles. This means that, for the categories which

already have more than 200 points before the SMOTE (the first

six in Table VII), all the considered points correspond to real

newspaper articles. For the other categories, all the real points

are considered together with some of the points generated by

SMOTE to achieve 200 points for each category.

Four unsupervised algorithms are chosen for our experi-

ments:

• K-means

• Mini Batch K-means

• Agglomerative Clustering

• Spectral Clustering

For all these algorithms, the number of clusters n has to

be established in advance. We start by setting n=13, that is

the number of categories used by the newspaper. We would

expect each category to be more present within only one

cluster. The best result is given by the Spectral Clustering

by using the features generated with the simple mean of the

word embeddings without lemmatization. Table VIII shows the

result of this test. The rows of the table represent the category,

while the columns are the clusters. The elements of the table

indicate how many points of each category are inserted in each

cluster.

Considering the table column by column, we can notice

that all the clusters have some dominant categories. Three

clusters have two dominant categories: “Mistreatment” and

“Aggression” in the 7th cluster, “Illegal sale” and “Drug

dealing” in the 9th cluster, “Theft” and “Robbery” in the 5th

cluster. While in the other clusters there is only one dominant

category (for example, in the 12th cluster the most present

category is “Fraud”, while “Scam” is the most present one in

the 13th cluster). Considering the table row by row, there are

three categories that prevail in more than a cluster: “Fraud”,

“Theft” and “Money laundering”.

To calculate the values of accuracy, precision and recall we

need to assign a category to each cluster. We start with the

highest number of points for a certain category in a cluster

(in our case, the category “Illegal sale” in the 9th cluster). In

this way, the category has been assigned to a cluster. Then, we

go on with the other clusters and the other categories again

starting from the highest number of points. The process assigns

only one category to each cluster and a category cannot be

assigned to multiple clusters. For each cluster, we calculate

the value of accuracy and we find an averaged value of 0.93.

TABLE IX
RESULTS OF UNSUPERVISED TEXT CATEGORIZATION WITH THE

APPLICATION OF AGGLOMERATIVE CLUSTERING (n=7) ON SIMPLE MEAN

WITH LEMMATIZATION OBTAINED BY M3.

Macro-category 1 2 3 4 5 6 7

Kidnapping 158 23 9 2 5 0 3
Murder 1 18 166 0 14 1 0
Robbery, Theft 2 28 1 268 74 22 5

Mistreatment,

Aggression, Sexual

Violence

1 43 23 6 474 53 0

Scam, Fraud,

Money Laundering

216 348 1 31 2 2 0

Illegal sale, Drug

dealing

4 23 2 1 6 5 359

Evasion 19 19 3 14 3 142 0

Analyzing in detail the results of this experiment, we notice

that the clusters group together categories that are semantically

similar. Based on this consideration, we decided to run a test

by grouping together semantically similar categories in macro-

category. The chosen macro-categories are seven:

• “Kidnapping”,

• “Murder”,
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Fig. 2. Histograms with the distribution of crime news articles in the seven clusters obtained by applying the Agglomerative Clustering (n=7) on the simple
mean of the word embeddings with lemmatization obtained by M3.

GIOVANNI BONISOLI ET AL.: USING WORD EMBEDDINGS FOR ITALIAN CRIME NEWS CATEGORIZATION 467



• “Robbery”, “Theft”,

• “Mistreatment”, “Aggression”, “Sexual Violence”,

• “Scam”, “Fraud”, “Money Laundering”,

• “Illegal Sale”, “Drug Dealing”,

• “Evasion”.

All the four models tested before are re-used to perform

categorization with macro-categories and the best result is

given by the Agglomerative Clustering using the features

generated by the simple average with lemmatization. The

results are shown in Table IX. In this case, we get a better

result since six out of seven clusters actually have only one

dominant category. Furthermore, the macro-category “Scam,

Fraud, Money Laundering” is dominant in two different clus-

ters, the first and second ones. The accuracy achieved in this

experiment is 0.92. Figure 2 displays the category of news

articles contained in each cluster.

VI. CONCLUSION

In this paper, the use of word embeddings for the crime

categorization on an Italian dataset of 15,000 news articles has

been proved. Both supervised and unsupervised categorization

algorithms have been explored. The model used to obtain word

embeddings is Word2Vec, while the categorization algorithms

which show the best results are the Linear SVC (super-

vised text categorization), the Spectral Clustering and the

Agglomerative Clustering (unsupervised text categorization).

The method described in the paper can be applied also in

other contexts and is suitable for documents in languages

different from Italian. However, since Word2Vec is language-

dependent, it is necessary to use the appropriate Word2Vec

model (if exists) or train the model on the documents in the

specific language. It also possible to test this approach on word

embeddings generated by using other models, such as Glove or

FastText. After generating word embeddings, supervised and

unsupervised algorithms can be applied as described in the

paper.

The results of our experiments show that the representa-

tions of texts through word embeddings are suitable for text

categorization. Indeed, in all cases, we achieved high accuracy

values, greater than 0.80. The results of supervised and unsu-

pervised algorithms have been compared on a subset of 5,683

news articles and show that the supervised approach reaches

an accuracy between 0.80 and 0.85, while the unsupervised

approach outperforms an accuracy of 0.93. The dataset is

available online for further experiments and contains the url

of the news articles along with the category provided by the

newspapers and the categories assigned by the supervised and

unsupervised text categorization.4

Both supervised and unsupervised approaches are affected

by the imbalance of the dataset and the uncertainty of the

annotation provided by the newspapers. In addition, in some

cases, news articles are related to general information about

crimes and they do not describe a specific crime event. For the

first problem, the use of SMOTE technique allows enhancing

4https://github.com/SemanticFun/Crime-Text-Categorization

the results in the unsupervised approach. To overcome the

difficulties due to the inaccurate annotation of the newspapers,

a manual re-annotation is needed. Since this is a very time-

consuming operation, the supervised text categorization can

be exploited with the active learning technique. This approach

allows categorizing more news articles in a short time without

the need for manual checking the annotations predicted by

the algorithm with high confidence. This approach will be

explored in future work.
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