
Abstract—Nowadays Information Systems (IS) become more

and  more  distributed,  complex,  and  heterogeneous.  Such

nature  of  IS  make  them  or  their  components  a  Black  Box.

Although classical software operates according understandable

logic, modern complex software often shows non-determinism

in its operation. Artificial Intelligence (AI) based on Artificial

Neural Networks (ANN) is an example of such systems.

This  paper  considers  IS  architecture  consisting  of  4

components,  one of  which represents  non-determinism as an

“Machine Intuition”.  The architecture  is  derived from 3-tier

computer  architecture  and  based  on  psychological  findings.

This  approach allowed building a simple and user/developer

friendly model.

Practical value of the architecture is concluded in ability to

better understand, design, and develop the  IS containing units

with  non-deterministic  behavior,  deal  with  AI  overfitting,

underfitting, and threat problems. Architecture and principles

represented in this paper can be applied not only to AI/ANN

but different IS types.

I. INTRODUCTION

RTIFICIAL Intelligence (AI) is one of the most inten-
sively  developing  technology.  Design  of  simple  AI

systems  is  concluded  in  composing  the  Artificial  Neural
Network  (ANN)  layout  (in  this  article,  unless  otherwise
stated,  the  abbreviation  AI  refers  to  AI  based  on  ANN).
However,  at  this  stage  there  is  no  clear  understanding  of
how the ANN will operate. This fact demonstrates a differ-
ence of AI development and that of classical software. So,
while classical software is a series of commands and its be-
havior is deterministic, AI introduces some kind of non-de-
terministic behavior. Another example of non-deterministic
calculations is quantum computing (QC / A QC is not a de-
terministic machine; in other words, there is no single solu-
tion for which any other result would be an error [1]). To
simplify the readability, the further text will discuss AI, but
many statements can be also applied to other technologies.
The  article  mentions  AI  non-deterministic  behavior  and
units  providing  “Machine  Intuition”  (there  is  also  a  term
“Artificial Intuition”).

A

Since ANN are originated from observation of real  life
processes, life simulation solutions are very interesting ex-
amples where results of their operations can be compared to
life.  Genetic and Machine Learning Algorithms should be
also considered because in most cases they provide non-de-
terministic  results.  A  very  interesting  example  is  the  life

simulation where wolfs preferred suicide over eating sheep
[2]. There are also other examples showing unintended con-
sequences of Black Boxes [2-5].  Complex systems are in-
trinsically  hazardous  systems.  Complex  systems  contain
changing mixtures of failures latent within them, change in-
troduces new forms of failure,  human operators have dual
roles:  as  producers  and  defenders  against  failure,  human
practitioners are the adaptable elements of complex systems,
etc. [6].

The AI Failures Incident Database provides a publicly ac-
cessible view of AI failures [7, 8]. The classification schema
detailing AI failures has been developed [7, 9]. The methods
of avoiding AI failures that provides a balance between be-
ing excessively  rigid (which  would  make its  use  difficult
and brittle) and overly subjective (which would render the
framework useless) have been elaborated [7].

Many problems presented by a super intelligence resem-
ble exercises in international diplomacy more than computer
software challenges; for instance, the value alignment prob-
lem of aligning AI values with humans’. Failure is defined
as ‘the nonperformance or inability of the system or compo-
nent to perform its expected function for  a specified time
under specified environmental conditions’. Intelligence defi-
nitions  converge  towards  the  idea  that  it  ‘measures  an
agent’s ability to achieve goals in a wide range of environ-
ments’  [9].  These  definitions  imply  such  requirements  as
specified  time  and  specified  environmental  conditions.
However, actual AI solutions can be applied for undefined
period of time and in unpredictable environment. Thus, fail-
ures of AI systems are non-deterministic nature. We can say
here  about  something  like  “Machine  intuition”  instead  of
failures. We can as well say that there is a kind of “Machine
intuition” failures. “Machine Intuition” can be presented in
computer architecture as a separate specific component.

Architecture of solution is an important conception that to
be formulated at the very beginning of the development. Al-
though there are papers describing AI or QC solutions archi-
tecture, this description is specific and quite complex (One
example  is  AI  Infrastructure  Reference  Architecture  from
IBM [10]. Other examples are described in [11, 12] repre-
senting  QC  hardware  architectures).  Literature  analysis
shows that there is lack of papers describing general archi-
tecture of AI solutions reflecting their generic features, the
most important of which can be non-determinism (at least in
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comparison with classic software).  Absence of such litera-
ture is a gap between understanding of AI solutions and well
known classical  (3-tier  or  N-tier)  solutions.  As a result  it
prevents smooth integration of AI and the classical solutions
(implementation  of  AI  in  the  classical  solutions  become
popular method of software upgrade).

This paper considers simple 4-component architecture of
IS solution derived from 3-tier architecture.  This approach
allows describing AI architecture as understandable for the
classical programmers (those who write software on base of
3-tier or N-tier architectures) and integrate AI with the exist-
ing solution more smoothly. The research considers psycho-
logical  findings  that  make the model  closer  to the human
thinking and better align AI values with humans. Some phe-
nomena that previously considered as failures can now be
considered as behavior of “Machine Intuition”. Introduction
of computer architecture that simplifies development of soft-
ware with complex unpredictable behavior is the main moti-
vation to carry out this research. The main contribution of
the article is rising the question about presence in modern IS
components  with non-deterministic behavior  and necessity
to study it. 4-component IS architecture and some problems
that can be solved by its means are presented.

II. BACKGROUND AND RESEARCH QUESTIONS

AI has its own advantages and disadvantages.  It differs
from  classical  determined  software.  One  requirement  of
classical software is providing determined output for deter-
mined input. This requirement is assured by tests. However,
size and complexity of input data grow exponentially and it
leads to impossibility to test the software for each case. This
fact in its turn leads to non-determinism when input data or
IS architecture become large and complex. Software Devel-
opment methodologies do not reflect  this non-determinism
explicitly. However, it should be mentioned that quality as-
surance methods are effective in many cases. Nevertheless,
these methods  regard  this  non-deterministic  behavior  as  a
disadvantage. As a result, this can reduce the flexibility of
AI solutions.

Software Quality itself is not a deterministic conception.
The definitions of “quality” shows that it is not an objective
index. Software Quality Models introduce metrics to make
quality measurable. Due to interrelation of quality attributes
a trade-offs must take place. There are also stakeholder’s ex-
pectations that needs trade-offs between them [13].

In practice, a gap exists between abstract quality defini-
tions provided in common quality taxonomies, such as ISO
25010, and concrete quality assessment techniques and mea-
surements  [14,  15].  Company-specific  quality models  are
widely used. Quality models typically are adapted. ISO stan-
dards are not well accepted. Quality model users are moder-
ately satisfied with their models [16].

Architecture of IS solutions impacts its quality. Analyses
of literature demonstrates lack of description of AI architec-
tures that will be simple and close to the classic software ar-
chitectures.  Because  classic  software  architectures  do  not

contain a component reflecting non-deterministic behavior,
designers cannot pay significant attention to this IS charac-
ter. Introduction of separate component reflecting “Machine
Intuition” allowed designing IS with possible non-determin-
istic behavior in mind. Thus, it makes sense to design an ar-
chitecture that takes this feature into account.

Meanwhile,  AI  originated  from  discovery  of  human
brain’s neural structure. This fact allowed to look for appli-
cation of psychological findings to the AI solutions. Design
of AI solution architecture on base of psychological findings
has two benefits:

• Basic primitive rules that are true for the human brain
most  likely  will  be  true  for  AI,  because  AI  is  originated
from human brain’s  neural  structures  (proving  of  this hy-
pothesis is out of scope of current research);

•  A  solution  based  on  psychological  findings  will  be
likely close to human understanding (there are papers about
research of psychological approaches to the software devel-
opment processes).

A. Three-Tier Architecture

Three-tier architecture was developed by John J. Donovan
in Open Environment Corporation (OEC), a tools company
he  founded  in  Cambridge,  Massachusetts  [17-19].  Fowler
describes three principal layers of computer architecture as
the following [20]:

1. Data Source - Databases, messaging systems, transac-
tion managers, etc.;

2. Domain - Logic that is the real point of the system;
3. Presentation - Provision of services, display of infor-

mation, user interface, HTTP requests, command-line invo-
cations, batch API.

Three-tier computer architecture is the classical architec-
ture that can be used to design complex IS or development
of small applications. Division of IS into three tiers allows
not only to simplify the design, but also distribute tasks be-
tween different  developers.  So,  for  example,  the data  tier
can  be  developed  and  maintained  by  database  specialists,
logic tier developed by programmers,  and presentation de-
signed by user interface designers.

B. Literature about Psychology in Computer Science

Computer science can be applied to many aspects of hu-
man life. One of the them is psychology. This article does
not  consider  application  of  computers  in  psychology.  It
rather considers application of psychology in computer sci-
ence.

Proper  design  of  interfaces  between  humans  and  ma-
chines humans wish to control requires cooperation of engi-
neers  and  psychologists.  Such  cooperation  allows  dealing
with so called “Human Factors” [21]. Considering psycho-
logical issues in human-computer  interaction is not a new
approach [22]. References to the synthesis of psychological
knowledge and computer science are also mentioned in later
sources  [23].  In  his  research  Prabhaker  Panditi  concluded
that Software Engineering should consider the latest scien-
tific discoveries  in psychology,  social psychology and be-
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havioral economics. There is a need to conduct experiments
to identify how the psychological discoveries apply to vari-
ous phases, processes and practices in Software Engineering
[24]. Kam Hou VAT considers so called “Software Psychol-
ogy” as the domain of human behavior study in software en-
gineering [25].

C. McWhinney’s Realities

McWhinney’s model is selected due to its simplicity and
prove in practice (Young and Kovalev [26, 27]). Three-tier
computer architecture can be mapped to 3 of 4 of his reali-
ties.  Additional  “Machine  Intuition”  component  can  be
mapped  to the  4th  McWhinney’s  reality.  This  simple  ap-
proach allowed building an effective computer architecture
model.

Will  McWhinney  proposes  to  consider  phenomena
through a prism of four realities. He has drawn the coordi-
nate system where axis X represented monistic - pluralistic
quality and axis Y represented free will - determined quality.
By  this  way,  quarter  “monistic  +  determined”  represents
unitary (U) reality, quarter “pluralistic + determined” repre-
sents sensory (SE) reality, quarter  “pluralistic + free will”
represents social (SO) reality, and quarter “monistic + free
will” represents social (M) reality (See Fig.  1, Fig.  2) [28,
29]. Young and Kovalev have expanded this model and ap-
plied it to solve psychological problems [26, 27].

Phenomena situated in the unitary reality are character-
ized by rules and truths (See Fig.  2). They represent some-
thing stable and unchangeable.  Phenomena situated in the
sensory reality are characterized by facts and proofs. They
represent something useful and profitable. Phenomena situ-
ated in the social reality are characterized by feelings and
values. They represent something pleasant and comfortable.
Phenomena situated in the mythic reality are characterized
by ideas and creativity. They represent something synergetic
and intuitive.

D. Research Questions

Building a 4-component IS architecture on base of 3-tier
architecture is not a trivial problem. We cannot say that we
just add 4th tier into architecture. Even the structure of the
architecture model is not complex, the model changes dra-
matically. So, the research questions to be answered are:

RQ1: What is the 4-component IS architecture and what
is its structure?

RQ2: How the 4-component IS architecture relates to 3-
tier architecture?

RQ3: Which advantages/disadvantages does the 4-compo-
nent IS architecture have?

E. Research Methodology

This research is based on the following main steps:
1. Select appropriate psychological model (McWhinney’s

realities in this research;
2.  Juxtapose  components  of  3-tier  architecture  with the

McWhinney’s realities;
3. Juxtapose AI component with the McWhinney’s reali-

ties;
4. Build the 4-component IS architecture model on base

of identified patterns;
5. Prove the model theoretically.

Scope of this research allows presenting only basic find-
ings and perform simple theoretical  proof.  Full theoretical
proof of the model requires studying many implicit factors
and interrelations. Practical proof of the 4-component IS ar-
chitecture  requires  attempts  to  implement  it  in  actual
projects.  Thus,  this  research  implies  in  descriptive  design
and is based on literature analyses, in 28-years author’s ex-
perience in software development, in experience in psycho-
logical and AI studies.

According  to  abstraction  hierarchy  [30]  this  paper  de-
scribes the following phenomena:

    • Theory. Presented 4-component architecture is a the-
ory;

    • Concepts. The concepts are presented by tiers of 3-
tier architecture, realities of McWhinney’s model, and com-
ponents of the 4-component architecture;

    • Indicators. Indicators are identified patterns of rela-
tions and interrelations of Software Components and reali-
ties of McWhinney’s model;

    • Variables. Variables are presented by components of
the models (4-component AI architecture and McWhinney’s

Fig 1. McWhinney’s Realities

Fig 2. Characteristics of McWhinney’s Realities
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model  should be considered  together  until  the theory ma-
tures).

    • Values. Values are actual software modules, pieces of
code, and even hardware devices.

III. FINDINGS

IS non-determined behavior occupies more and more spa-
ciousness. Quality Assurance is aimed to mitigate and elimi-
nate its negative effects.  However,  number of Quality As-
surance  methods  are  non-determined  themselves  because
they are subjective.

Synthesis  of  computer  science  and  psychology is not  a
new conception.  Psychology is considered  mainly for  hu-
man-computer or human-robot interaction. Behavioral psy-
chology  is  the main direction  of  psychology  discussed  in
previous studies. Human factors can be considered as psy-
chological phenomena.

Model of McWhinney’s realities shows the 4 types of hu-
man  vision  of  the  world.  Its  practical  value  is  proven  in
management  and  psychotherapy  and  has  a  simple  basic
structure.

As a result of considering of 3-tier architecture through
the prism of McWhinney’s realities the following parallels
can be drawn (See Fig. 3):

1. Data Source relates to unitary reality because it repre-
sents rules (relations,  constraints…) and truths (data).  The
statement “Deterministic systems of truths, assumptions, and
propositions. Logics, morality, and spiritual oneness.” [28]
most likely relates to the data source;

2.  Domain  relates  to  sensory  reality  because  facts  and
proofs  can be provided by the logic.  The statement “Raw
characteristics  and  atomistic  objects  are  derived  from  the
senses. Empiricism.” [28] most likely relates to the data pro-
cessing by the functions. These functions in their turn repre-
sent the programming logic;

3.  Presentation  relates  to social  reality  because  feelings
and values are the result of presentation abilities. Statement
“Emotions and group values associated with distinct individ-
uals  and  groups.  Ethics  and  human  relations.”  [28]  most
likely relates to the presentation. In other words,  presenta-
tion of a computer system determines emotions of its users
and their group values.

IV. DISCUSSION OF FINDINGS

ANN  are  underlying  structures  of  AI  systems  in  most
cases. AI solutions in their turn show non-deterministic be-
havior to a greater extent. In other words, they show “Ma-
chine Intuition”. So, ANN are the best example to discuss 4-
component architecture. Other types of solutions can be dis-
cussed  in  the  same manner.  Indeed,  solutions  with  deter-
mined  behavior  can  be  presented  without  “Machine  Intu-
ition” component. Bugs and errors can be considered as be-
longing to “Machine Intuition” component where they can
be  considered  as  “wrong  decision  of  the  intuition”.  This
statement  is a subject  for  further  discussions.  Complex IS
could  be  considered  as  set  of  interconnected  components

forming network structures  like ANN where each compo-
nent can be considered as an artificial neuron. Testing and
debugging  of  such systems could be considered as super-
vised Machine Learning (ML). Non-deterministic behavior
of such systems could have the same origin as ANN. These
facts  confirm  that  although  4-component  architecture  is
build on example of ANN, it can be applied for IS of differ-
ent types.

ANN provide generalization of many data at a time. AI
systems give a result with some uncertainty. Even if the sys-
tem gives 10000 results with confidence 99.99%, there is no
assurance  that  the  next  result  will  be  of  such  high  confi-
dence. On the one hand, the deviation can be considered as
an error, on the other hand it can be considered as an AI’s
intuition, idea, or creativity. Most often AI systems are too
complex to make any assumption about their operation and
represent Black Box. They require learning and testing after
building. All these features of AI systems show that accord-
ing to McWhinney’s model it belongs to the mythic reality.

One can say that AI relates to the sensory reality. But AI
systems are built as one whole construction processing large
data entirely in one operation (by one call). Sensory reality
is  specified  by  “atomistic  objects”  [28]  that  corresponds
more to number of functions processing number of data by
number  of  operations  (iterations,  calls).  One  can  also  say
that AI could be assigned to unitary reality because it is rep-
resented by the structure of neural network. But this struc-
ture is  active and cannot  be considered  as  the static data.
Some kind of uncertainty does not allow considering AI as
an element of unitary reality.

A. Four Components vs. Three Tiers

Three tier model  contains  3 computer  components  con-
nected  sequently.  Thus,  these  components  can  be  called
“tiers”. But addition of AI as the fourth component leads to
change of the system orderly structure then the components
cannot be named “tiers” any more. The new structure is pre-
sented by Fig.  4.  It  should be marked that  AI component
within the 4-component architecture is presented as “Intu-
ition”. It is because the whole model can represent an AI so-
lution.  Indeed,  an  AI  solution  contains  data,  presentation,

Fig 3. Components of the Model in McWhinney’s Realities
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and logic (this is also described in the text below). To follow
technical language, one can say that “Machine Intuition” is
better term for naming computer components relating to the
4th component. But “Intuition” is laconic and simple to use
in text and diagrams.

This layout is the most correct one by the following rea-
sons:

•  It  could  be  considered  as  derived  from  3-tier  model
where  tier  “Domain”  is  divided  into  two  components
“Logic” and “Intuition”;

• According to McWhinney’s realities “Data” locates be-
side “Logic” and “Intuition”, “Logic” locates beside “Data”
and  “Presentation”,  “Presentation”  locates  beside  “Logic”
and “Intuition”,  and “Intuition” locates  beside  “Data” and
“Presentation”.  Such closeness  determines the connections
between the components;

•  AI  systems  can  be  even  represented  by  3-tier  model
where AI locates in tier “Domain” (but after introduction the
4-component  model,  use  of  3-tier  model  for  IS  could  be
considered as deprecated).

McWhinney’s model considers all relations between the
realities. According to this principle, “Presentation” can be
connected  to  “Data”  and  “Intuition”  can  be  connected  to
“Logic” (See Fig.  5).  Considering the “Presentation-Data”
connection is not interested in current research because it is
equal  to  corresponding  connection  between  tiers  in  3-tier
model.  But  considering  the  “Logic-Intuition”  connection
should be discussed within this research because “Intuition”
is a new component (relating to 3-tier model). At the same
time this connection cannot be implemented easily because
“Logic” relates to determined conception while “Intuition”
relates to undetermined one. Any data flow from “Intuition”
to “Logic” will make “Logic” undetermined and entered into
“Intuition”  component  as  a  result.  Any  data  flow  from
“Logic” to “Intuition” can  change behavior of “Intuition” in
undetermined way (because Intuition is undetermined) that
most possible will require retraining in case of AI solution.
In this case we can say that “Logic” will be entered into “In-
tuition”.

Epstein showed that two systems of human brain are op-
erating  simultaneously:  experiential/intuitive  and  rational/

analytic. Both systems are adaptive,  but in different ways,
and neither system is generally superior to the other as each
has unique strengths and limitations [31]. This fact is an ad-
ditional prove of the model, represented in Fig. 5 and shows
that “Intuition” and “Logic” components can be considered
as ones originated from “Domain” level of 3-tier architec-
ture.

It should be mentioned that actual trained and error-free
AI components can contain a logical part. An evidence of a
logical  part  is  a  fact  that  some AI  components  are  deter-
mined on the training set (for example overfitting problem).
Another example may be concluded in fact that AI unit may
be designed as logically joined neural subnets. Thus, the 4-
component architecture is an idealistic model.

In real projects “Intuition” components can be ones where
undetermined calculations are performed.  This assumption
allows  considering  different  intelligent  components  per-
forming undetermined calculations to be considered as “In-
tuition” components. Speaking strongly detailed description
and  requirements  aimed  to  understand  which  component
should be specific code or device should be related. But for
this study components  performing determined calculations
should be considered as belonging to “Logic”. Components
performing undetermined calculations in their turn should be
considered as belonging to “Intuition”. Such division allows
using  the  4-component  IS  architecture  at  the  beginning
stages of design.

The  4-component  IS  architecture  can  be  presented  in
more details where “Intuition” is presented as 4 levels (See
Fig. 6). This case shows architecture where “Intuition” con-
tains its own data source, logic and presentation serving for
integration purposes. An example of such architectures can
be a quantum computing unit that needs to transfer data to/
from the quantum gates according to specific logic. Besides
all “Intuition” accumulates data during the training, that also
can  be  indicated  as  a  data  component  and  separated  as  a
“gene” (that is useful for genetic algorithms).

B. Underfitting and Overfitting Problems

Underfitting and overfitting problems could be considered
as classic in the ML. The problems are  quietly often dis-
cussed in literature at different levels – from theory to prac-

Fig 4. Four-Component Architecture

Fig 5. Relations in Four-Component Architecture
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tice [32-36].  These problems can be analyzed through the
prism of the 4-component model. AI can be considered here
as  consisting  of  all  the  four  components  considered.  The
problems will be discussed at high abstraction level and is
presented as a hypothesis. Proof of this hypothesis needs ac-
tual experiments that is beyond of the scope of this paper.

The model enables having a new look to the underfitting
and overfitting problems in the ML. “Intuition” component
relates to the Mythic reality of McWhinney’s model that in
its turn relates to the free will. “Logic” component relates to
the  Sensory  reality  of  McWhinney’s  model  that  conse-
quently relates to the deterministic realities. These facts al-
low one to draw the following conclusions:

•  Underfitting  issues  relate  to  cases  where  “Intuition”
component dominates over “Logic” component;

• Overfitting issues relate to cases where “Logic” compo-
nent dominates over “Intuition” component. 

Dominance of  “Intuition”  can  also be  due  to  dominant
data/command  flows  through  “Data”  -  “Intuition”  and/or
“Presentation” -“Intuition” links. Dominance of “Logic” in
its turn can be due to dominant data/command flows through
“Data”-“Logic” and/or “Presentation”-“Logic” links accord-
ingly. Thus, data and interface (“Presentation”) can contrib-
ute underfitting and overfitting problems. For the Artificial
Neural Networks (ANN) “Presentation” can relate to input
and output neurons.

Concerning to the modern methods of solving the under-
fitting and overfitting problems one can say the following.
Network reduction allows decreasing AI capability to mem-
orize weak relations in the training dataset that in its turn re-
duces dominance of Logic. At the same time, it can relate to
dominance of the links to “Presentation” and “Data” if re-
duces input or output neurons (Neighbor and deeper neurons
can also have influence. This influence should be studied).

Penalty method,  expansion of  the training data method,
regularization  method  relate  to  “Data”.  Regularization
method  can  relate  also  to  “Presentation”.  Early  stopping
method prevents  growth  of  AI  dominance  over  Logic  by
preventing strengthening one part over another.

Techniques against the underfitting includes expansion of
training dataset (“Data”), increase the number or size of pa-
rameters in the model (“Data”, “Presentation”), increase the
complexity of the model (“AI”, “Logic”), increase the train-
ing time (strengthening “Logic”).

C. AI Threat Problem

There is a concern that AI can get out of human control
and significantly harm humanity. Implementation of techno-
logical inventions without an in-depth laboratory analysis of
the consequences  is  real  precondition  for  this  threat  [37].
Analyses of AI threat with means of the 4-component model
leads to considering the problem sourced in two spheres:

• Logical – in case if AI system trained to do harm the
people;

• Intuition - in case if AI system not trained not to harm
people.

Although it is just a hypothesis, it shows another possible
application of the 4-component model.

D. Value alignment problem

The 4-component  architecture  can  help  solve  the value
alignment  problem  of  aligning  AI  values  with  humans.
McWhinney’s model can be used as a mediator between hu-
man values and the 4-component  architecture.  Description
of human values in terms of McWhinney’s  model  is  psy-
chologists’  problem.  Nevertheless,  alignment  of  described
human values with the 4-component architecture is problem
of programmers. Because 3 of 4 components of the architec-
ture are well known, studied, and used in practice, while a
new component “Machine Intuition” is the only subject for
such research.

It should be mentioned that the value alignment problem
should be considered not only for AI,  ANN, QC solution,
but also for classical solutions. One example of aligning val-
ues with humans is a user interface, that relates to visual aes-
thetics experience. Another example is the software quality
(there are many quality assurance methodologies that could
be helpful).

E. Business Processes Modeling and Moral Decision 

Making

Business  Processes  Modeling  (BPM)  widely  uses  dia-
grams and formulae. It shows its orientation to strong logic
and determined calculations. Intuition in classic BPM is the
prerogative  of  a  human.  As this research  shows,  complex
systems and AI introduce new “Intuition” component which
is used more and more in IS. So, BPM can include (or may
be separate to specific technique) modeling of intuitive pro-
cesses. These processes can be based on experience [31].

Miller  selected  success  groups  and  success  factors  in
moral decision making and algorithms [38]. But it should be
mentioned that morality of the decision is based on evalua-
tion of consequences of the decision and originally this eval-
uation can be made only by human. As a result automatic
evaluation of morality by the computer can be only based on

Fig 6. Nesting in Four-Component Architecture
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experience in similar  cases  and corresponds to “Intuition”
component of the architecture.

F. Sustainable Development and Smart Cities

There  are  four  dimensions  of  Sustainable  Development
(SD), i.e. ecological, economic, socio-cultural, and political
[39]. These  dimensions introduce behavior with some non
determinism. AI solutions are very useful to handle issues
with  such  behavior.  Presented  4-component  architecture
seems helpful to analyze SD issues and develop solutions.

Smart Culture is the specific component of Smart Cities.
Current understanding of Smart Culture is concluded in pro-
vision of information [40]. AI can handle issues in culture,
related to non deterministic calculations, such as assessment
of music, paintings, and other artifacts.  The 4-component
architecture can help to develop such solutions.

V. CONCLUSION

AI and QC introduce new kind of IS where calculations
significantly differ on classical ones. These calculations con-
tain some kind of uncertainty and non-determinism and in-
troduce new problems. The 4-component model is a simple
tool  allowing  design,  develop,  and  analyze  of  such  IS.
Moreover, it allows better understanding and learning these
systems and solve related problems.  Application of  the 4-
component model to Smart City and related issues seem to
be very promising. There is also interest to use the model for
quality assurance and evaluation of ability of IS use in criti-
cal systems.

Presentation of  the 4-component  AI architecture  in lec-
tures “Programming technology” is approved by Baku State
University. It is implicit proof of interest to the model and
chance to discuss it with the students.

A “Machine Intuition” component is the point where soft-
ware developers and psychologists can cooperate to create
human friendly  solutions.  Such  cooperation  could  also be
helpful to better understand the human psyche.

It is also hypothesis that growing impact of non-determin-
istic behavior will prevent growth of complexity and func-
tionality of IS. In other words, a “Machine Intuition” com-
ponent should not remain without attention of researchers.

A. Disadvantages and Further Research

Disadvantages  of  the  4-component  IS  architecture  are
concluded in fact that there is no obvious boundary between
Intuition and Logic components. Often even classical soft-
ware has bugs (it could be acceptable levels of bugs) intro-
ducing some kind of uncertainty and non-determinism. But
determination of “boundary” between solid logic and uncer-
tainty is a difficult task. This makes the 4-component IS ar-
chitecture more theoretical, rather than a practical tool.

There is huge interest to study Quality Assurance method-
ologies with application to 4-component architecture.  Inte-
gration of psychological approaches could improve quality
of complex IS.

There is also the fact that the advantages of the architec-
ture have not been practically proved yet. Further research
of the 4-component IS architecture can include:

• proof of benefits of the model in practical use including
teaching of students;

• a deeper and wider research of the model;
• the way the model can help solve underfitting and over-

fitting problems;
• the way the model can help solve value alignment prob-

lem;
• possibility of integration with programming languages

and code constructions;
• possibility of use as a design pattern in IS development;
• application in Quantum Computing;
• IS quality assurance;
• application in Business Process Modeling;
• SD, Smart Cities, Smart Culture;
• AI threat problem.

It should be mentioned that the discussion was carried out
for  AI.  QC is  now considered  sufficient.  There  is  an  as-
sumption that the model is useful for QC as well. Although
AI is a young conception, QC is much younger. Further de-
velopment of QC can require revision of abilities of 4-com-
ponent  model to apply to QC and implement  addition re-
search.
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