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Abstract—Many high-impact Internet of Things (IoT) scenar-
ios, such as humanitarian assistance and disaster relief, public
safety, and military operations, require the establishment of a
secure federated IoT environment. One of the critical challenges
in the implementation of federated IoT solutions involves estab-
lishing a secure and authenticated key management mechanism.
We propose and validate in a laboratory environment a novel
federated IoT onboarding and key management solution. Our
dl-mOT protocol integrates an efficient identity-based modified
Okamoto-Tanaka (mOT) protocol with a distributed ledger in or-
der to establish an anchor of trust between federation members.

I. INTRODUCTION

MANY high-impact Internet of Things (IoT) scenarios,

such as Humanitarian Assistance and Disaster Relief

(HADR), public safety, and military operations, require the

establishment of a secure federated IoT environment. Such

a federation may involve entities with limited a priori trust

relationships and generally rely on the integration and reuse

of resources belonging to individual partners.

As an example, we consider a natural disaster, such as an

earthquake, tornado, or flood, that affects a smart city. In

such a scenario, military forces can be requested to assist

local government agencies in delivering essentials, such as

food and medical supplies, as well as medical and search and

rescue support. One of the important operational priorities is

to increase the number of information sources available to

improve Situational Awareness (SA). To optimize the effi-

ciency and effectiveness of their efforts, first responders can

rely on data retrieved from the surviving smart city infras-

tructure. Such infrastructure may comprise sensors, actuators,

and communication equipment, for example, traffic light posts

with cameras for traffic flow monitoring, pollution and weather

sensors, smart transportation networks, and smart power grids.

To augment these capabilities, which can be degraded by a

disaster, military forces can also deploy their own sensors at

key locations, the data from which can be shared with local

authorities and civilian responders and used to establish a

common SA [1].

II. FEDERATED IOT ENVIRONMENT

An example of a federated IoT environment that was

proposed for use within military and HADR operations is

presented in Fig. 1.

Fig. 1. Blockchain-based key management solution for IoT.

We can identify four types of components of such a feder-

ated IoT system:

1) IoT devices: Sensors and actuators, belonging to and

operated by a specific organization and thus constituting

a single security domain.

2) Edge nodes: These are gateway or sink nodes, facilitat-

ing communication within a single security domain and

between devices belonging to different security domains.

Edge nodes can also function as distributed ledger nodes.

3) Distributed ledger nodes: These are nodes participating

in a permissioned distributed ledger. They represent dif-

ferent organizations participating in the federation. In the

case of organizations operating an own IoT system, an
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edge node can also play the role of a distributed ledger

node. In the presented application, DL is responsible for

authentication, authorization and for sharing the key for

communication with IoT devices with each other. The

ledger stores all the information necessary to perform the

above operations. Each data saving transaction must be

carried out only after fulfilling the conditions specified

in the smart contract. In the case of Hyperledger Fabric,

the smart contract is called chaincode. Because we use

Hyperledger Fabric in our work, we will also rely on

the naming convention used there.

4) End-user services: These are the primary consumers of

sensor data and actuation capability offered by the IoT

devices. Interaction between services and IoT devices is

mediated via the federated distributed ledger. End-user

services expose capabilities offered by a federated IoT

system to the end-users.

In such an environment, IoT devices can communicate

directly with each other, as well as with the edge nodes. A

specific organization owns each IoT device, but to provide

the required resilience and effectiveness of operation, it is

desirable that once a federation is established, a device can

communicate with any edge node belonging to the federation.

Furthermore, a federation-wide federated access control policy

can be maintained to define authorized direct communication

patterns between IoT devices within and between organiza-

tions.

During the operational phases, IoT devices send data and

requests to the edge node that acts as a mediator between IoT

devices and distributed ledger nodes. Authorization to read

and write data to the ledger is obtained by execution of a

smart contract. The smart contracts can also be used to perform

some processing of the data, e.g., data filtering, aggregation,

or labeling.

III. CHALLENGES

The most critical challenges related to the interconnection of

civilian and military communications and information systems

(CIS) are related to security. In particular, the federated CIS

needs to support controlled and timely information sharing

between federation partners, meeting both stringent need-to-

know constraints defined by the military partners, as well as

responsibility-to-share requirements of effective execution of

joint emergency response activities. Ensuring interconnection

of military systems, usually compliant with specific mili-

tary standards such as NATO Standardization Agreements

(STANAGs), with their civilian counterparts, largely relying

on open or commercial standards, introduces another layer

of complexity and specific challenges. However, these inter-

operability issues are likely to decrease in the future due

to an increasing focus on dual use of many of the new

technologies, such as 5G, and an increasing focus of the

military on cost-effectiveness of CIS implementation through

the use of commercial-of-the-shelf (COTS) technologies and

related civilian and open standards.

Federated emergency response and disaster recovery oper-

ations can be conducted in a broad spectrum of settings: in

form of a peacetime support to civilian authorities as well

as response to terrorist activities and humanitarian disasters

in conflict regions. Therefore, in context of the CIS security,

we need to consider presence of a powerful and technically

sophisticated adversary, interested in disrupting response or us-

ing it as an opportunity to infiltrate or damage CIS of military

partners. Such an attacker can compromise an arbitrary number

of devices belonging to a specific federated organization. In

the context of resilience to attacks, we differentiate between

two types of devices. First type consists of devices equipped

with a secure element (or a trusted processing module) that can

provide reasonable resistance to access to secret data stored

in the device, so that it can be assumed that for duration of

a specific military operation, the data remains secret. Second

type of devices is not equipped with any hardware security

mechanisms - therefore, once compromised, any secret data

stored at the device can be read and modified by the attacker.

We assume that although attacker can compromise an arbitrary

number of IoT devices, edge nodes and distributed ledger

nodes belonging to specific federated organization, the attacker

cannot compromise majority of the federated organizations. In

particular, we assume that an attacker is not able to control

majority of the distributed ledger nodes, representing different

federated organizations, and thus a secure consensus and

secure execution of distributed application (or so-called chain

code) within distributed ledger is possible. Furthermore, we

assume that although an attacker can inject malicious input

data from the compromised nodes but all data is verified at

the distributed ledger by means of smart contracts before it is

written to the ledger and also before it is read.

IV. SECURITY REQUIREMENTS

The security mechanism should satisfy several specific

requirements of the federated CIMIC. In federated operations,

exact trust relationships between federation members might

not be known in advance of device initialization. Therefore,

a device might need to be re-authorized for operation within

the specific federated environment and reconfigured to enable

end-to-end encrypted information sharing between a sensor or

actuator of one nation and a command and control system

of another nation. The proposed mechanisms must be able to

function in an adversarial environment, where static or cloud

infrastructure might not be accessible for prolonged periods

of time. To support IoT devices, security mechanisms must

be efficient with respect to computing power and memory

required. Similarly, they must scale well to scenarios that

involve hundreds of devices and adapt to different commu-

nication patterns. For extremely constrained devices or when

modification of device configuration is not possible, the use

of an edge node or a digital twin for security adaptation

should be considered in order to ensure secure integration with

data consumer applications. Finally, we also need to ensure

some typical security requirements. Perfect forward secrecy

stipulates that compromise of a session secret shall not affect
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the security of any previous or future sessions. Furthermore,

compromise of any device and a master secret stored on the

device should not affect the security of the system as a whole

and the security of other devices. The system design should

also support a change of cryptographic mechanisms, providing

the ability to withstand new and emerging threats, such as

quantum computing.

One of the critical challenges when implementing federated

IoT solutions consists of bootstrapping and maintaining the

system’s security. To ensure the confidentiality and integrity

of communication channels between IoT devices, a secure

and authenticated key management mechanism must be imple-

mented. Such a key management mechanism needs to fulfill

several specific requirements:

1) Federated operations: The mechanism shall be compat-

ible with federated operations, where the exact trust

relationships between federation members might not be

known in advance of device initialization. Therefore,

there might be a need for a device to be re-authorized

for operation within the specific federated environment.

2) Resilience and fault tolerance: The mechanism should

function also in adversary environment, where some of

static or cloud infrastructure is not directly accessible

from an IoT device.

3) Support for constrained devices: The part of the key

management mechanisms executed at the end-devices

should be computationally efficient with respect to re-

quired computing power and memory.

4) Scalability: the mechanism needs to scale well to sce-

narios involving potentially hundreds of devices and

adapt to different communication patterns, including

both fully distributed scenarios and edge scenarios where

end-devices communicate to a gateway connected to a

backbone network.

5) Perfect forward secrecy: compromise of a session secret

does not affect the security of any previous and future

sessions

6) Robustness against compromise of individual devices:

compromise of any device and of a master secret stored

in the device should not affect the security of a system

as a whole and security of other devices. This implies in

particular that any potential key generation and device

authentication authority needs to be implemented using

a threshold-based approach.

7) Cryptographic agility: The system should support the

change of cryptographic mechanisms, providing the

ability to withstand new and emerging threats, such as

quantum computing.

8) Increased security guarantees for key material: none

of the federated organizations is able to obtain the

cryptosystem master key.

V. DL-MOT: DISTRIBUTED LEDGER IMPLEMENTATION OF

THE MODIFIED OKAMOTO-TANAKA PROTOCOL

To meet the challenges defined in Section III, we propose a

novel key management solution for IoT devices that integrates

with a permissioned distributed ledger. The integration of the

distributed ledger is a novel element that provides increased

robustness against attacks on key generation and authentication

authority.

In an IoT system, there are substantial differences between

the computational capabilities of various devices. Therefore,

our design aims at optimizing computational overhead induced

on constrained IoT devices in exchange for much higher

overhead on the edge nodes side, that are significantly more

powerful.

The proposed solution is based on the Okamoto-Tanaka

identity-based key management protocol, initially proposed

in [2] and further extended in [3] and [4]. We further modify

the protocol by implementing a distributed key generation

authority based on a distributed ledger. Integration of a dis-

tributed ledger into identity-based cryptographic solutions can

be seen as a more general and reusable security pattern; its

applications in the context of privacy protection have been

discussed in [5].

Since the concept of identity-based public-key cryptography

was introduced in [6], many identity-based authenticated key

exchange protocols have been proposed [7]–[9]. Most of

the proposed protocols rely on elliptic curve pairings that

are computationally very expensive and hard to implement

in constrained devices. In the context of an IoT, a one-

round ID-based key exchange with forward secrecy over the

Rivest-Shamir-Adelman algorithm (RSA) group is a much

more compelling choice. Moreover, although in data-centric

federated systems, attribute- or identity-based encryption can

be used to enable an efficient and effective enforcement of

access control policies through data encryption, there is an

inherent problem with pairing-based cryptography: There is no

way to perform pairing operations (to generate private keys)

in a decentralized and accountable manner. Therefore, it is

difficult or impossible to maintain the principles of zero-trust

architecture in the system.

When it is possible to securely store key material on an IoT

device, e.g. using a Trusted Processing Module (TPM), we

propose using dl-mOT, an enhanced version of the modified

Okamoto-Tanaka (mOT) protocol [3]. The mOT protocol

enables two parties to use their identities to establish their

common secret keys without sending and verifying public

key certificates. We further enhance the mOT protocol by

integrating it with a distributed ledger. In this way, we address

some inherit weaknesses related to the use of identity-based

cryptography. In particular, we mitigate key, escrow, remove a

single point of failure, and add strong accountability for key

generation events.

The advantage of the dl-mOT protocol is its computational

and communication efficiency and ease of implementation.

The protocol can be implemented with short exponents, e.g.,

160-bit exponents with a 1024 bit modulus. Moreover, op-

erating over an RSA group enables the implementation of

multiparty computation protocols, such as distributed expo-

nentiation and multiparty generation of an RSA modulus.

Another essential feature of the dl-mOT protocol is the
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support for perfect forward secrecy (PFS) [10] that was

identified as one of the key security requirements in our

federated environment. Perfect forward secrecy means that

the leakage of a long-term key used by an entity does not

compromise the security of session keys established by that

entity. Moreover, dl-mOT allows spontaneous decentralized

device-to-device interactions, without any request to the edge

node or distributed ledger. Edge nodes are only involved in

secure onboarding of the sensor into the federation. Device

bootstrapping is a subprocess of onboarding and requires

just enough information exchange between a device and the

network to establish a secure channel.

A. Onboarding

In the mOT protocol, a Key Generation Center (KGC)

chooses the RSA parameters N = pq, exponents d, e, and

a random generator g of the cyclic subgroup of quadratic

residues QRN . The parameters p, q, d, and e are random and

safe primes, that is, a prime p is safe iff p21

2
is also a prime.

KGC publishes values N, e, g, as well as two hash functions H
and H 2 as a set of public parameters P . During the onboarding

phase, every device receives from the KGC a unique identity

idD and a corresponding private key SD = H(idD)d mod N.
It is important to note that the mOT software requires the

storage of secure private keys on the sensors, which is not

always possible.

B. Operational phase — Point-to-point communication sce-

nario

Communicating devices are already onboard, which means

that they have their identities and secrets SA = H(idA)
di

mod Ni. Now, a dynamic asynchronous secure channel may

be established. In the key agreement phase, devices A and

B choose ephemeral private exponents x and y, respectively.

Bar notation denotes single domain keys, and hats distinguish

multi-domain keys establishment. Each device can calculate

A B

A B

α = gxSA mod N

β = gySB mod N

Fig. 2. mOT key agreement

the mOT session key in the following way:

K̄A = (βe/H(idB))
2x mod N, (1)

K̄B = (αe/H(idA))
2y mod N. (2)

Both values are equal since:

K̄A = (βe/H(idB))
2x =

=
�

�

gyH(idB)
d
�e

/H(idB)
�2x

=

=
�

geyH(idB)
ed/H(idB)

�2x
=

=
�

geyH(idB)
1/H(idB)

�2x
= g2xye = K̄. (3)

Analogically, K̄B = K̄. The mOT session key K is established

with a key derivation function H 2:

K = H 2(K̄, idA, idB , α, β). (4)

C. Multi-domain KGC setting

In our setting, each IoT device belongs to an organization

that operates its own security domain and the KGC. In a fed-

erated IoT environment, devices from different organizations,

and thus belonging to different security domains, should be

able to execute the key agreement protocol and communicate.

Each organization i operates its own KGCi with public

parameters Pi, as previously described, and secret key di, such

that eidi = 1 mod φ(Ni).
The device A belonging to the organization operating

KGCi receives during onboarding a secret SA = H(idA)
di

mod Ni The identity of the device consists of H(idA) and

Pi. Similarly, the device B belonging to the organization that

operates KGCj has a secret SB = H(idB)
dj mod Nj with

public parameters Pj . Consider

E = lcm(e1, e2) (5)

ĝ = (gi mod Ni, gj mod Nj) (6)

N̂i = (N
E
ei

i mod Ni, 1 mod Nj) (7)

N̂j = (1 mod Ni, N
E
ej

j mod Nj) (8)

Both communicating sensors compute a pair of values

mod NiNj :

ŜA = (SA mod Ni, 1 mod Nj) (9)

Ŝb = (1 mod Ni, SB mod Nj) (10)

respectively. Device A chooses an ephemeral random integer

x and computes

X̂ = ĝx mod N1N2 (11)

and sends to B value

α̂ = X̂ŜA mod N1N2. (12)

The device B chooses a random secret y and sends to A the

value:

β̂ = Ŷ ŜB (13)

where

Ŷ = ĝy. (14)

Finally, A computes the shared secret K̂:

K̂ = (
β̂E

B̂
)2x = (

Ŷ EŜB

E

B̂
)2x = ĝ2xyE(

ŜB

E

B̂
)2x =

= ĝ2xyE mod N1N2. (15)

The device B performs an analogous computation. Similarly

as within a single organization, at the end, both devices make

a hash of the shared secret and the identities of both parties:

K = H 2(K̂, idA, idB , α̂, β̂). (16)
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The boot-strapping process (considered as a subprocess of

onboarding) can be repeated during the lifetime of a device and

requires direct communication to the edge node and identity

registration in the distributed ledger.

D. Multiparty private exponentiation

In the scenarios presented, the KGCs are the only parties

that own the master secrets of the cryptosystems. When

onboarding an IoT device within a domain, an exponentiation

using a secret exponent known to the KGC is required. With

the help of a bit-decomposition [11], we have constructed a

constant-round protocol for multiparty private exponentiation

where several KGCs participate in secret key generation (since

attaching a new device implies private key generation which

is single integer exponentiation). Multiparty exponentiation

in the IoT device setup phase eliminates the single point

of storing master secrets and supports zero-trust architecture

principles. We assume that federated organizations share the

domain master secret and perform their part of the exponentia-

tion process to achieve strong accountability of the onboarding

process and to weaken requirements for trust into edge nodes.

The bit-decomposition private exponentiation is computation-

ally expensive and a significant amount of research has been

devoted to improve its performance [12], [13]. However, in

our scenario, it is performed by relatively powerful KGC nodes

and only during the onboarding of an IoT device. The classical

approach to distributed modular exponentiation on arithmetic

circuits relies on bit-decomposition, which was first proposed

in [11]. To achieve an exponentiation protocol with a public

base b and secret exponent e, the authors of [11] propose a

method for securely bit-decomposing the inputs (bd) secretly

shared l-bit exponent e into bits, using the so-called fan-in

multiplications. We assume that there exists a function:

[e]bitsbd([e]) (17)

that receives a secret shared input [e] and returns its shared

bit-decomposition [e]bits, so that it produces l shares:

([a0], [a1], ..., [al21]) (18)

where ai ∈ {0, 1}. The final result of the exponentiation is

then the product of the decomposed multiplications:

l21
�

i=0

([ai]b
2
i

+ [1]− [ai]). (19)

The identity of an IoT device is public, while its private

key is generated using KGC secrets and multiparty private

exponentiation. The objective is to improve the auditability

of the onboarding process (or bootstrapping, understood as

a subprocess of onboarding) and make it impossible for a

single compromised or malicious KGC node to add devices

to the domain. This was achieved through integration of bit-

decomposition with a distributed ledger, ensuring that every

decomposed multiplication, performed in support of private

exponentiation, left a trail on the distributed ledger. It means

that federated organizations share their KGC secrets, and

each execution of multiparty exponentiation is registered in

distributed ledger so that it is known among federation which

organizations took part in the sensors onboarding process.

E. Use of trusted execution environment

In our initial proof-of-concept KGCs master-secrets escrow

problem was solved by encapsulation into Intel Software

Guard Extensions (SGX) enclave. Intel SGX is an imple-

mentation of the concept of a trusted execution environment

in Intel CPUs that allows users to define secure enclaves.

Secure enclaves are regions of memory whose content is

protected and unable to be read or saved by any process

outside the enclave itself. Combining chaincode with SGX

makes it possible to run applications that demand privacy,

such as distributed exponentiation combiners, which was first

proposed in [14]. In our initial design, a KGC enclosed in

a secure enclave acted as an oracle for distributed ledger

chaincode, and there was no risk of keys compromise, but

still the enclaves where only parties where keys were stored

and enclave availability was necessary. But only the master-

secrets distribution and multiparty exponentiation weakened

the nodes availability requirement sufficiently, so that zero-

trust architecture principles can be satisfied.

Intel SGX comes with two advantages. The first is that

enclaves provide confidentially and integrity of any code and

data inside the enclave. The second advantage of enclaves is a

mechanism that allows remote parties to verify the identity of

the enclaves via a process called attestation. Intel SGX pro-

vides applications with the ability to create areas in memory

called enclaves that provide confidentiality and integrity for the

code/data running inside it, even in the presence of buggy or

malicious privileged software or actor. Attestation is a process

that allows remote parties to verify the identity of a piece of

software. The remote party can use Intel’s SGX attestation

hosted service to verify the quote before provisioning any

secrets into the enclave. Intel SGX also supports cryptographic

binding of secrets to an enclave, the so-called sealing. Any

enclave can use a hardware-generated key, called a sealed key,

to encrypt the secrets with the key. The key is available only

to the owner enclave running on the same platform. This is

crucial for key material management.

VI. PERFORMANCE DISCUSSION

An important practical question is the prediction of the

performance of the dl-mOT in various configurations of a

federated IoT environment. The main aspects of performance

analysis are related to the overheads introduced by onboard-

ing, key management, and recording of transactions in the

distributed ledger.

A. Onboarding overhead

dl-mOT protocol requires a secure channel or controlled

environment for the onboarding phase. During device onboard-

ing, an RSA group element, that is, a 1024-bit private key,

and a hash result, that is, a 256-bit value, must be transmitted.

These values (in total 160 bytes) must be stored securely on
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the sensor device. There is no computational overhead for

the sensor during the onboarding phase. However, there is a

computational cost induced by a device onboarding on the

KGC side. In the single-domain scenario, this computational

overhead comprises one exponentiation and two hash opera-

tions. In a distributed multiparty scenario, the computational

cost is significant, as described in V-D, but all computations

occur on nodes without significant computational restrictions.

B. Key management overhead

The communication overhead of the operational phase of

dl-mOT is as in the original Diffie-Hellman protocol and

requires two messages with a single RSA group element.

After these messages have been exchanged, the symmetric key

with full Perfect Forward Secrecy against active attackers is

established and remains confidential to all parties, including

the federated organization and KGC. Furthermore, due to the

identity-based properties of mOT, there is no communication

overhead related to certificate transmission that is typical for

the authenticated Diffie-Hellman (DH) key exchange protocol.

The computational cost of key establishment using the dl-mOT

protocol, when used with short exponents, is very low. dl-mOT

is more efficient than any RSA-based key agreement protocol

and any authenticated DH protocol over Z7

p for large prime

and much more efficient than any of the ID-based protocols

based on elliptic curve pairings. The dl-mOT protocol is less

efficient than protocols using elliptic curves, but only for keys

longer than 2048 bits.

C. Distributed ledger overhead

In the dl-mOT scenario considered, a distributed ledger

is used to generate identity-based keys for IoT devices,

which can be further used for secure communication with

the distributed ledger nodes and the IoT peer nodes. Our

target environment consists of a distributed ledger based on

Hyperledger Fabric. Furthermore, we assume the use of a

policy that specifies that any two organizations are sufficient to

sign the transaction. Our prediction is that more nodes result

in shorter delay times; that is, the median delay related to

the generation of private keys and the recording of public key

parameters in the distributed ledger is shorter for more nodes.

The performance of the dl-mOT solution directly depends

on the performance and scalability of the distributed ledger,

and in the case of our design on Hyperledger Fabric perfor-

mance, which acts as a trustworthy storage for validated and

reliable data.

When writing data to the ledger, the number of requests (or

transactions) that can be processed increases with the number

of nodes that participate in the ledger from each organization.

However, the transaction processing time will also increase

as the number of federated organizations that need to accept

(sign) a transaction increases. To counteract the performance

penalty introduced with the increasing number of federated

organizations, an appropriate endorsement policy can be used

in Hyperledger Fabric. The endorsement policy determines

how many organizations are needed to approve the transaction.

If the endorsement policy requires fewer organizations to

accept a transaction, the ledger performance and, therefore,

the performance of dl-mOT will increase.

When reading data from a ledger, no consensus among orga-

nizations is required, and therefore, the performance depends

only on the number of available ledger nodes; i.e., the more

nodes are available, the higher performance of the ledger.

VII. RELATED WORK

The interoperability aspects of civilian IoT platforms have

been discussed in several earlier papers. A high-level archi-

tecture for semantic and syntactic interoperability between

cloud-based IoT platforms has been proposed in [15]. A

multiauthority access control framework for federated cloud

IoT platforms has been presented [16]. This earlier work

differs significantly from our contribution and is not directly

applicable to military and civil-military scenarios. First, we

consider the federation and interoperability of IoT systems in

multiple layers. In HADR and military operations, we cannot

rely on universal availability of cloud connectivity, but we

also target disadvantaged and adversary environments, which

my rely on locally deployed IoT enclaves and edge nodes

interconnected via private and proprietary links. Moreover,

most of the earlier work does not consider explicitly resilience

and survavability aspects - the distribution is interpreted rather

in context of preserving control, than providing reliability and

fault tolerance. In our solution, we focus on ensuring that

during the operational phase, i.e. after onboarding, the IoT

devices and end users can be authenticated and authorized

by any other node belonging to federation, thus mitigating

some of the risks related to defects, environmental faults, and

adversarial activity.

Several ongoing activities focus on the development of

secure and interoperable onboarding and configuration man-

agement mechanisms for IoT devices [17], [18]. Our proposed

key management protocols are aligned with the frameworks

presented in [19] and [20].

The use of blockchains in the context of IoT applications

was a topic of several recent surveys, for example, [21]–[23].

However, in the context of our solution, the most relevant

work is related to key and access management, as well as the

performance evaluation of blockchain-based applications.

The use of blockchain to implement a key management

approach in a federated environment with smart vehicles was

investigated in [24]. A pairwise key management scheme

based on a transitory system-wide secret has been discussed

in [25]. The use of randomness obtained from IoT devices

for the generation of cryptographic material has been mainly

investigated in the context of taking advantage of Physical

Unclonable Functions (PUF) [26], [27]. An excellent study of

various sources of secure PUFs is provided in [28].

The performance of blockchain, when used to store data

obtained from IoT devices, has been studied in [29]. Similarly,

the performance of Solidity smart contracts implemented in

Ethereum for the management of access to IoT devices is

investigated in [30]. This investigation was further extended
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in [31], where a comparison of the performance of blockchain-

based access management with an alternative CoAP-based

solution is presented. The applicability of the Ethereum smart

contract for access control in the IoT is also discussed in [32].

We also chose to provide identity-based authenticated key

exchange in our device network as a solution for environments

where the operation of traditional public key infrastructure

(including its various phases of a life cycle, such as certificates

dissemination and revocation) is too costly in terms of band-

width, on-device storage, and computation. Since it is possible

to store additional key material in an IoT device, we propose

using a modified Okamoto-Tanaka (OT) protocol [2] adapted

to the decentralized setting. Our solution is based on [3],

which introduced a protocol called mOT. The OT protocol

enables two parties to use their identities to establish their

common secret keys without sending and verifying public key

certificates.

As noted in [3] in terms of computational effort, the OT

protocol is more efficient than any RSA-based key agreement

protocol and any authenticated Diffie-Hellman protocol over

Z7

p for large prime. OT protocol is incomparably more ef-

ficient than any of the ID-based protocols based on elliptic

curve pairings. OT is pretty close in terms of computational

efficiency to the certificate-based MQV protocol, which runs

over elliptic curves, while mOT runs over RSA composites.

The cost of MQV on-line is slightly larger than that of OT, but

OT requires a setup phase. For moderate security parameters

(1024-bit RSA), OT has a computational advantage over MQV,

but for larger modulus (above 2000 bits), the advantage is on

the elliptic-curve side.

Current key management protocols [15], [16] do not offer

such a combination of properties.

We aim to provide a two-message identity-based key ex-

change, maintaining low computational and communication

overhead, achieving the PFS property, and allowing sensors to

communicate without interaction with edge nodes. Since the

federated IoT environment includes trusted edge nodes, our

protocol also allows the implementation of a multiauthority

case in which IoT devices from two separate domains (con-

nected to a single edge node) can establish a secret key. In

such a case, each edge node plays the role of an independent

key generation center (since it belongs to a trusted network or

at least a semi-trusted network).

OT framework can also be used as an enabler to implement

the Self-Sovereign Identities (SSI). The objective of SSI

is to provide subjects with complete control of their own

digital identities [33]. There are two standard approaches to

SSI, namely, Decentralized Identifiers (DID) and Verifiable

Credentials (VC) [34] - both of them rely on public-key

cryptography. To control a specific DID, a subject just has

to own a private key associated with a public key in the DID

document. Although DID focuses on cryptographic identifi-

cation, VC provides authenticated and privacy-aware attribute

disclosure. The mentioned SSI approaches mean that devices

need to be able to execute encryption algorithms based on

asymmetric keys, which can be challenging in devices with

limited processing and energy resources, and cope with the

communication overhead of transmitting metadata, such as

DID and VC. Furthermore, in the IoT world, low communi-

cation overhead plays a vital role, as wireless communication

protocols often offer relatively small packet sizes. In particular,

low-energy protocols such as Long Range Radio (LoRa) and

Bluetooth Low Energy (BLE) have maximum packet sizes of

222 and 244 bytes, respectively, and the mentioned approaches

require at least 512 bytes or more, which means that additional

mechanisms are required, for example, for message partition-

ing and lost packet control.

Therefore, although SSI may improve security and privacy

protection for IoT devices, new, more efficient cryptographic

methods need to be identified to ensure its successful de-

ployment in the IoT environment. In particular, power and

communication constraints of small devices in large distributed

networks suggest the benefits of using a one-round authenti-

cated key exchange (AKE) protocol in the IoT environment.

Our proposed approach revisits the classic Okamoto-Tanaka

protocol [3] that realizes single-round key agreement and

exchange with perfect forward secrecy, using a single group

element per message and maintaining low computational and

communication overhead, avoiding the need to distribute large

public key certificates.

VIII. CONCLUSIONS AND FUTURE WORK

We have presented dl-mOT, a novel key management solu-

tion for federated IoT environments. Our solution integrates an

efficient identity-based mOT protocol with a distributed ledger.

It relies on a distributed ledger to establish an anchor of trust

between federation members.

Our work focused only on a subset of challenges related

to the implementation of an operational federated IoT en-

vironment. In particular, we have not discussed how the

resources available in the federation can be discovered or how

to achieve secure time synchronization. We plan to investigate

the possible integration of our key management approach with

other open frameworks, such as Teserakt E41, to implement a

solution that can be validated in practice. Moreover, public-

key algorithms that we use in our current implementation of

the distributed ledger are susceptible to quantum computing

attacks. Although it is possible to modify Hyperledger Fabric

to use customized public-key cryptography, the integration of

quantum-safe algorithms into our solution is left for future

work.
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Programme.

1https://teserakt.io/

KRZYSZTOF KANCIAK ET AL.: SECURE ONBOARDING AND KEY MANAGEMENT IN FEDERATED IOT ENVIRONMENTS 633



REFERENCES
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