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Abstract—In this paper, a least squares method is used to estimate parameter values in the Lotka-Volterra model. The data used are graphics processing units (GPU) shipment worldwide by three key competitors, namely Nvidia, Intel, AMD. The goal is to quantify the parameter values of a model with minimal error in order to qualitatively solve the problem and fit the raw data as closely as possible. Based on the real measurements, the predator between the competitors is recognized through the identification procedure comparing the sign of the coefficients with the original Lotka-Volterra model structure.

I. INTRODUCTION

Our natural environment is mostly in motion. In order to visualize and model the ever-changing natural environment and, more specifically, population dynamics under a variety of circumstances, the Lotka-Volterra equations have proven to be a useful tool, as long as we build our investigations on some prior assumptions. While these equations can be used for various dynamic scenarios, such as pandemics, they can also be extended to model the dynamics of two species that are sharing a natural habitat, while competing for a certain local resource, instead of one species just hunting the other. During the last years many different contributions appeared in many fields of applications and in different technical estimation and identification contexts [1], [2], [3].

The general goal of modelling is to find a simple model that fits a data set within a predetermined error bound, while still allowing specific properties to be addressed [4]. In this paper, a least squares method is used to estimate the initial parameter values in the Lotka-Volterra model. This algorithm can be used to estimate the initial value of these parameters to be used in more complex adaptive algorithms as for instance proposed in [5]. The data used is graphics processing units (GPU) shipment worldwide by three key competitors, namely Nvidia, Intel, AMD. As the parameter values of the Lotka-Volterra model describe growth, predation and competition between interacting populations, the model can be applied to competing firms in a market of GPUs or similar. The goal therefore is to quantify the parameter values of a model with minimal error in order to qualitatively solve the problem and fit the raw data as closely as possible. The paper is organized as follows. Section II proposes a general interpretation of the Lotka-Volterra model. In Section III an application to the market of GPUs is described. Results which include a validation of the method using real data and conclusions close the paper.

II. INTERPRETATION OF THE LOTKA-VOLterra MODEL

The Lotka-Volterra equations, also known as the predator-prey equations, are two first-order nonlinear differential equations, often used to describe the dynamics of the biological system in which two species interact, one as a predator and the other as prey. The dynamics of the populations are described as follows:

\[
\begin{align*}
\frac{dx(t)}{dt} &= \alpha x(t) - \beta x(t)y(t) \\
\frac{dy(t)}{dt} &= \delta x(t)y(t) - \gamma y(t),
\end{align*}
\]

where \(x(t)\) represents the number of prey (e.g. fish) and \(y(t)\) represents the number of predators (e.g. bears). \(\frac{dx(t)}{dt}\) and \(\frac{dy(t)}{dt}\) represent the growth rates of the populations while \(t\) represents the time variable. Greek letters \(\alpha, \beta, \delta, \gamma\) are constant positive real parameters which describe the interaction of the two groups of populations. While the classic model is usually used in biology, there is a wide range of research with modified models in different areas that resemble the context of predator and prey [4], [6].

III. APPLICATION TO THE MARKET OF GPUs

Differential equations or stochastic differential equations are used for modeling random phenomena in the financial field. Due to the application of these tools in the field of financial economics, a large number of scientists research in this area, see [7], [8], [9]. It is known that the parameters of a stochastic model are always deterministically unknown and this justifies the KF approach mentioned above. The parameter estimation problem for economical models has been studied by many scientists, Yu and Phillips [10] utilized a Gaussian method to estimate the parameters of continuous time short-term interest rate models. Faff and Gray [11] considered the estimation of
short-rate models by using a method of moments. Rossi [12] took into consideration particle filters and maximum likelihood estimation for parameter estimation of Cox-Ingersoll-Ross model. In any market with competition, companies are competing for sales of their proprietary goods and services. An example of a generic Lotka-Volterra model describing the dynamics between three competing firms is generically represented by:

$$x(t) = a(t)x(t) + b(t)y(t) + c(t)z(t)$$

$$y(t) = d(t)x(t) + e(t)y(t) + f(t)z(t)$$

$$z(t) = g(t)x(t) + h(t)y(t) + i(t)z(t)$$

where x(t), y(t), z(t) values are companies’ shares in the market and a, b, c (i = [0,3]) are coefficients. To estimate the parameter values of the system of equations (2), the integral method described by [4] was used. As the statistical data is available, it is possible to represent the set of linear equations derived by using the integral method in the matrix form. An example of parameter value estimation for the first firm (Intel) is given below:

$$\begin{bmatrix}
    d_{1,0} \\
    d_{2,1} \\
    \vdots \\
    d_{n,n-1}
\end{bmatrix} = \begin{bmatrix}
    x_{1,0} & x_{2,0} & \cdots & x_{n,0} \\
    x_{1,1} & x_{2,1} & \cdots & x_{n,1} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{1,n-1} & x_{2,n-1} & \cdots & x_{n,n-1}
\end{bmatrix} \begin{bmatrix}
    a_0 \\
    a_1 \\
    \vdots \\
    a_n
\end{bmatrix}$$

and thus

$$\Rightarrow d = X\hat{a}$$

(3)

with

$$d_{j+1,j} = x(t_{j+1}) - x(t), j = 0, 1, ..., (n-1).$$

The matrix X contains the consecutive pair-wise means, namely:

$$x_{j+1,j} = \frac{x(t_{j+1}) + x(t_j)}{2}$$

$$x_{j+1,j}^2 = \frac{x^2(t_{j+1}) + x^2(t_j)}{2}$$

$$x_{j+1,j}\bar{y} = \frac{x(t_{j+1})y(t_{j+1}) + x(t_j)y(t_j)}{2}$$

$$x_{j+1,j}\bar{z} = \frac{x(t_{j+1})z(t_{j+1}) + x(t_j)z(t_j)}{2}$$

(4)

While the vector a contains the unknown parameters, a least squares method can be used to determine the vector values using the following formula:

$$\hat{a} = (X'X)^{-1}X'd$$

(5)

IV. RESULTS

Applying the proposed integral method, the resulting system is given as follows:

$$\frac{dx(t)}{dt} = x(t)(0.1113 - 0.1122x(t) + 0.1749y(t) - 0.3438z(t))$$

$$\frac{dy(t)}{dt} = y(t)(-0.1297 + 0.0041x(t) - 0.322y(t) + 0.9385z(t))$$

$$\frac{dz(t)}{dt} = z(t)(0.0804 + 0.0496x(t) - 0.5497y(t) - 0.3117z(t)).$$

(6)

The estimated coefficients show that firms Intel and Nvidia are prey, while the firm AMD is the predator given its negative growth rate of -0.1297. Interestingly the share of Intel is increased by the actions of the predator firm with a coefficient of +0.1749 while Nvidia has a negative influence on Intel’s growth rate. This can be seen by a positive coefficient of 0.0496 in the third equation. Looking at the second equation of the predator, it can be seen that the first firm is not acting as the primary prey (0.0041), whereas the third firm is the main source of the predator’s share growth, as seen by a
large coefficient of 0.9385. Comparing the second and third equations (AMD vs. Nvidia) it is confirmed by the coefficient of $-0.5497$ that the growth of AMD comes from the decline in the third firm, Nvidia. This supports the idea that these two firms are direct competitors fighting for the remaining market share as seen on Figure 1.

In order to estimate the equilibrium point for each firm, each equation in the system of equations (6) was set equal to zero. The obvious solution for all equations is when $x(t)$, $y(t)$, $z(t)$ are equal to 0. Another solution was found at points of $x(t) = 0.63$, $y(t) = 0.11$, $z(t) = 0.17$ (see calculation in the code provided).

In order to get the values for model data, the Euler method was used. The following figures (2-4) represent the observed data, the results of modelling and forecasted data for three firms. As seen by the results, the model fits well to historical data of Intel market share, with R-squared equal to 0.78. The forecast shows that the stable state is reached at 0.63 that corresponds to the previously retrieved point of equilibrium for Intel. The forecast implies that this firm is likely to maintain its dominance in the GPU market over time.

As for AMD, the predator firm, it is seen that the model does not fit the observed data, which is confirmed by the R-squared value of $-0.99$. When finding the R-squared value, if the sum of squares of the residuals is higher than the sum of the squares of the distances of the points from a horizontal line through the mean of all Y values, then R-squared can be negative. This implies that the "best-fit" line fits worse than a horizontal line drawn through the mean of all Y values, for instance if the regression line does not follow the trend of the observed data [14]. However, as seen on Figure 3a, the modelling data nonetheless displays a similar trend as the observed data but prediction tends to be less accurate than the average value of the data set over time. The forecast implies that AMD would lose half of its market share in the near term and will remain at an equilibrium point of 0.11. However, as the model did not fit well to the observed data, it is impossible to suggest the validity of the forecast. The model for Nvidia shows a good fit with R-squared value equal to 0.78 with an equilibrium point at 0.17. The forecast shows that the firm would lose some of its market share but only by a few percentage points.
In this paper a research in the market of GPUs with three main competing firms was performed using the Lotka-Volterra model. For parameter values estimation the integral method and least squares algorithm was used. The results indicate that AMD is the predator firm while Intel and Nvidia are its prey. However, the R-squared values of the model show decent values for Intel and Nvidia, while not being a good fit for AMD, the predator firm. It is likely that more data is needed to build a better model for the predator firm. Nevertheless, the results indicate that the Lotka-Volterra model can be applied to investigate the competition of more than two firms in a free market of GPUs, but it requires further investigation and experiments.
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